Online drift estimation for jump-diffusion processes
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We show the convergence of an online stochastic gradient descent estimator to obtain the drift parameter of a continuous-time jump-diffusion process. The stochastic gradient descent follows a stochastic path in the gradient direction of a function to find a minimum, which in our case determines the estimate of the unknown drift parameter. We decompose the deviation of the stochastic descent direction from the deterministic descent direction into four terms: the weak solution of the non-local Poisson equation, a Riemann integral, a stochastic integral, and a covariation term. This decomposition is employed to prove the convergence of the online estimator and we use simulations to illustrate the performance of the online estimator.
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1. Introduction

Typically, one judges the usefulness of models by how good they are in describing a system and by the accuracy of their predictions. In both cases, the degree of success of a model depends on a number of ingredients, which include: model assumptions, mathematical tractability, and the methodology to estimate the parameters of the model. In this paper, we assume that the system is a jump-diffusion process and we show how to estimate its drift component with a learning algorithm that updates the parameter estimates in continuous-time. Specifically, one observes the process $X = (X_t)_{t \geq 0}$ that takes values in $\mathbb{R}^n$, and which satisfies the stochastic differential equation (SDE)

$$dX_t = b(X_t, \theta^*) \, dt + \sigma(X_t) \, dB_t + \xi(X_{t-}, dL_t),$$

where the jump component $\xi(X_{t-}, dL_t)$ is given by

$$\xi(X_{t-}, dL_t) = \int_0^t \int \xi(X_{t-}, z) \, \tilde{\mu}(dt, dz).$$

Here, $\theta^* \in \mathbb{R}^d$ is an unknown parameter that one needs to estimate from observations of the process $X$. The process $B = (B_t)_{t \geq 0}$ is a standard $m$-dimensional Brownian motion and the functions $b, \sigma, \xi$ are such that $b : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^n$, $\sigma : \mathbb{R}^n \to \mathbb{R}^n \times \mathbb{R}^m$, $\xi : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}^n$. £££
\(\xi : \mathbb{R}^n \times \mathbb{R}^r \to \mathbb{R}^n\). In the jump component of \(X_t\), \(\hat{\mu}\) is a compensated random measure of the Poisson measure \(\mu\) associated with the pure-jump Lévy process \(L_t = (L_t)_{t \geq 0}\) (independent of \(B\)) with Lévy-Khintchine triplet \((0, 0, \nu)\), such that \(\int_{\mathbb{R}^r} |z| \nu(dz) < \infty\) and \(\nu(\mathbb{R}^r) < \infty\).

Here is a brief summary of our approach to estimate the parameter \(\theta^*\). We denote by \(\langle \cdot, \cdot \rangle\) the dot product operator and define the function \(\bar{g}(\theta) := \int g(x, \theta) \pi^{\theta^*}(dx)\), where \(\pi^{\theta^*}\) is a unique invariant measure of the process \(X\) under the probability measure \(\mathbb{P}_{\theta^*}\), and where

\[
g(x, \theta) := \frac{1}{2} \langle b(x, \theta) - b(x, \theta^*), (\sigma(x) \sigma(x)^\top)^{-1} (b(x, \theta) - b(x, \theta^*)) \rangle
\]

is a function that specifies how close the function \(b(x, \theta)\) is to the drift component \(b(x, \theta^*)\) of the process \(X\).

Next, we employ the deterministic gradient descent method to construct a process \(\theta_t\) that converges to a stationary point of the function \(\bar{g}\). Recall that the deterministic descent direction \(\nabla_{\theta} \bar{g}(\theta)\) moves the value of the parameter \(\theta\) toward a stationary point (local or global) of the function \(\bar{g}\). This stationary point is the estimate of the unknown parameter \(\theta^*\). In continuous-time, the updates of the gradient descent to a stationary point of the function \(\bar{g}\) follow

\[
d\theta_t = - \beta_t \nabla_{\theta} \bar{g}(\theta_t) \, dt = - \beta_t \nabla_{\theta} \bar{g}(X_t, \theta_t) \, dt + \beta_t \left( \nabla_{\theta} \bar{g}(X_t, \theta_t) - \nabla_{\theta} \bar{g}(\theta_t) \right) \, dt \\
= \beta_t \left( \nabla_{\theta} b(X_t, \theta_t) \right) \left( \sigma(X_t) \sigma(X_t)^\top \right)^{-1} (b(X_t, \theta^*) - b(X_t, \theta)) \, dt \\
+ \beta_t \left( \nabla_{\theta} \bar{g}(X_t, \theta_t) - \nabla_{\theta} \bar{g}(\theta_t) \right) \, dt,
\]

where \(\beta_t > 0\) is the learning rate.

One cannot implement the unbiased estimator in (1.4) because the drift term \(b(x, \theta^*)\) depends on the unknown value of \(\theta^*\). Thus, we employ (1.1) to write

\[
b(X_t, \theta^*) \, dt = dB_t - \int \xi(X_t - z, \theta^*) \hat{\mu}(dz) \, dt - \sigma(X_t) \, dB_t,
\]

which we substitute into (1.4), so the estimator

\[
d\theta_t = \beta_t \left[ \nabla_{\theta} b(X_t, \theta_t) \left( \sigma(X_t) \sigma(X_t)^\top \right)^{-1} \, dB_t - \nabla_{\theta} b(X_t, \theta_t) \left( \sigma(X_t) \sigma(X_t)^\top \right)^{-1} b(X_t, \theta_t) \, dt \right] \\
+ \beta_t \left( \nabla_{\theta} \bar{g}(X_t, \theta_t) - \nabla_{\theta} \bar{g}(\theta_t) \right) \, dt - \beta_t \nabla_{\theta} b(X_t, \theta_t) \left( \sigma(X_t) \sigma(X_t)^\top \right)^{-1} \sigma(X_t) \, dB_t \\
- \beta_t \nabla_{\theta} b(X_t, \theta_t) \left( \sigma(X_t) \sigma(X_t)^\top \right)^{-1} \int \xi(X_t - z, \theta^*) \hat{\mu}(dt, dz)
\]

does not depend on the unknown parameter \(\theta^*\).

In this paper, we show that the integrals

\[
\int_t^\infty \beta_s \left( \nabla_{\theta} \bar{g}(X_s, \theta_s) - \nabla_{\theta} \bar{g}(\theta_s) \right) \, ds
\]

(1.7)
and
\[
\int_t^\infty \beta_s \nabla \theta b(X_s, \theta_s) (\sigma(X_s) \sigma(X_s)^\top)^{-1} \sigma(X_s) dB_s \\
+ \int_t^\infty \beta_s \nabla \theta b(X_s, \theta_s) (\sigma(X_s) \sigma(X_s)^\top)^{-1} \int \xi(X_s - , z) \tilde{\mu}(ds, dz)
\]
(1.8)

converge to zero as \( t \to \infty \). Therefore, the expression in (1.6) is close to the deterministic descent direction \( \nabla \theta \bar{g} \) when \( t \) is large because the contribution of the last three terms in (1.6) becomes negligible. Thus, the stochastic gradient descent in continuous-time (SGDCT) algorithm to estimate the unknown drift parameter \( \theta^* \) we propose in this paper is given by
\[
d\theta_t = \beta_t \left[ \nabla \theta b(X_t, \theta_t) (\sigma(X_t) \sigma(X_t)^\top)^{-1} dX_t - \nabla \theta b(X_t, \theta_t) (\sigma(X_t) \sigma(X_t)^\top)^{-1} b(X_t, \theta_t) dt \right].
\]
(1.9)

One can see how the SGDCT estimator compares to the classical maximum likelihood estimator (MLE) when the process \( X \) is a diffusion. Above, if one excludes the jump component in (1.1), the process \( X \) becomes a diffusion, in which case the estimate of the parameter \( \theta \) is the value that maximises the likelihood function
\[
\mathcal{L}_t(\theta) = \int_0^t b(X_s, \theta) (\sigma(X_t) \sigma(X_t)^\top)^{-1} dX_s - \frac{1}{2} \int_0^t b(X_s, \theta) (\sigma(X_t) \sigma(X_t)^\top)^{-1} b(X_s, \theta) ds.
\]
(1.10)

Observe that the first order condition one obtains from maximising the likelihood (i.e., computing the gradient of \( \mathcal{L}_t(\theta) \) with respect to \( \theta \) and equating to zero) has the same form as the expression that appears inside the brackets in the first line of the estimator in (1.9).

There are two reasons that make a recursive estimator like that in (1.9) useful. First, online updates of the estimator are more computationally efficient than those based on offline updates. As new observations arrive, the online estimator is updated, while the offline algorithm solves an new optimisation problem to estimate the unknown parameter; e.g., find the maximiser of the MLE in (1.10). Therefore, the offline algorithm is in most cases redundant and inefficient, and in high dimensions it is computationally expensive and in some cases infeasible.

Second, the SGDCT estimator is well-suited for the recent advances in control theory that focus on ‘adaptive robust control’ to obtain strategies robust to model uncertainty, see Bielecki et al. (2017). The adaptive control framework requires a recursive online estimator (i.e., an estimator that is continuously updated with the arrival of new information) and also requires that the coupled process \((X_t, \theta_t)_{t \geq 0}\) is Markov (to obtain the optimal strategy in feedback form). The SGDCT algorithm in (1.9) satisfies both requirements.

Finally, there is literature on offline estimators for diffusion and jump-diffusion processes that focuses on different aspects of the estimation algorithm and observation frequency. When an ergodic diffusion process is observed continuously, Kutoyants (2013)
derives the statistical properties of the estimator of the drift parameter, such as consistency, asymptotic normality, and efficiency. These results are extended in Sørensen (1991) for an ergodic jump-diffusion process. The literature on parameter estimation with discrete observations is vast, see for example Yoshida (1992) for diffusions and Kessler (1997) for jump-diffusions.

On the other hand, the literature on parameter estimation for continuously observed processes is scant. In Levanony (1994), the authors assume that the process $X$ follows a diffusion and develop an online MLE to obtain the drift parameter of the process $X$. In their approach, the online MLE requires one to compute the gradient of $L_t(\theta)$ in (1.10) every time a new observation arrives, which is computationally expensive because the function $\nabla_\theta L_t$ depends on the whole trajectory of the process $X$. Moreover, there are two papers that discuss the convergence of an online estimation of parameters in a diffusion-based model. Sirignano and Spiliopoulos (2017a) introduce an online method to estimate parameters of a continuously observed diffusion, i.e., the process follows (1.1) without the jump component $\xi(X_t - \theta_t)$ – thus, our paper extends their work by including jumps in the stochastic process. The work of Surace and Pfister (2018) studies the problem in Sirignano and Spiliopoulos (2017a) when the process $X$ is a diffusion (i.e., no jumps) and it is partially observed.

The remainder of the paper is organised as follows. In Section 2, we state conditions on the functions $b, \sigma, \xi$, so that the process $X$ in (1.1) is exponentially ergodic. Then, we show that the term $\int_t^\infty \beta_s (\nabla_\theta g(X_s, \theta_s) - \nabla_\theta \bar{g}(\theta_s)) ds$ converges to zero as $t \to \infty$, and we prove the convergence of $\theta_t$ to a stationary point of the function $\bar{g}$. In Section 3, we illustrate the performance of the SGDCT estimator for the Ornstein–Uhlenbeck-type (OU-type) and bimodal processes. Last, Section 4 concludes and discusses extensions and applications of our work.

2. Online recursive estimator

In this section, we state the assumptions that we use throughout this paper and show our main results. We recall that the function

$$g(x, \theta) = \frac{1}{2} \left( b(x, \theta) - b(x, \theta^*) \right),$$

specifies how close the function $b(x, \theta)$ is to the drift $b(x, \theta^*)$ of the process $X$. Note that the function $g(x, \theta) \geq 0$, and $g(x, \theta) = 0$ if $\theta = \theta^*$.

---

1 One could consider alternative functions to $g$ to specify how close is $b(x, \theta)$ to $b(x, \theta^*)$. For example (in the one dimensional case), let $h(x, \theta) := \frac{1}{2} \left( (c(x, \theta) - c(x, \theta^*)) \sigma(x) \right)^2$, where $c$ is an arbitrary function and $h(\theta) = \int h(x, \theta) \pi^\theta(dx)$. Then, as in (1.4), the estimator of the unknown parameter would be given by $d\theta_t = -\beta_t \nabla_\theta h(\theta_t) dt$. As discussed above, the drift term $c(x, \theta^*)$ depends on the unknown value of $\theta^*$, so one needs to employ the dynamics of $dX_t$ to write $b(X_t, \theta^*)$ and substitute it in the estimator. Thus, the function $c$ should be such that one can factor out the term $b(X_t, \theta^*)$; for example, $c(x, \theta) = d(x) b(x, \theta)$ for a function $d(x)$. 
A pivotal result in this paper is to show that
\[ |\Gamma_{k,\gamma}| \to 0 \quad \text{as} \quad k \to \infty, \quad \text{almost surely}, \quad (2.2) \]
where
\[ \Gamma_{k,\gamma} := \int_{\tau_{k,\gamma}}^{\tau_k} \beta_s (\nabla g(X_s, \theta_s) - \nabla \bar{g}(\theta_s)) \, ds \quad (2.3) \]
is a deviation term. Here, the processes \( \{\tau_{k,\gamma}\}_{k \geq 1}, \{\tau_k\}_{k \geq 1} \) are sequences of increasing stopping times and \( |\theta| \) denotes the Euclidean norm of \( \theta \in \mathbb{R}^d \), and recall that \( \bar{g}(\theta) = \int g(x, \theta) \pi_{\theta}^* (dx) \). We refer to \( \Gamma_{k,\gamma} \) in (2.3) as the deviation term because it represents the deviation of the stochastic gradient descent direction \( \nabla g(X_s, \theta_s) \) from the deterministic descent direction \( \nabla \bar{g}(\theta_s) \). Therefore, we need a careful analysis of the deviation term \( \Gamma_{k,\gamma} \) to show that \( \theta_t \) converges to the unknown parameter \( \theta^* \).

We show that the deviation term \( \Gamma_{k,\gamma} \) can be written as a sum of four components: a weak solution of a non-local Poisson equation, a stochastic integral, a Riemann integral, and the covariation of two processes. Then, we prove that each component converges to zero as \( k \to \infty \), so the estimator process \( \theta_t \) converges to a stationary point of the function \( \bar{g} \). That is, we show that \( \lim_{t \to \infty} |\nabla \bar{g}(\theta_t)| = 0 \) almost surely, and if the function \( \bar{g}(\theta) \) is convex, the minimum we find is global, hence \( \theta_t \to \theta^* \) as \( t \to \infty \).

2.1. Main result and conditions

To streamline the discussion and results, we provide some preliminary assumptions. Throughout this paper, the stochastic process \( X \) satisfies the SDE in (1.1).

**Condition 2.1.** The functions \( \sigma(x) \) and \( \xi(x, z) \) are globally Lipschitz in all variables and the function \( b(x, \theta) \) is locally Lipschitz for all \( \theta \).

**Condition 2.2.** There exists a time \( t > 0 \), such that \( X_t \) admits a density \( p^i_t(x, y) \) with respect to the Lebesgue measure on \( \mathbb{R} \), bounded in \( y \in \mathbb{R} \), and bounded in \( x \in K \) for every compact set \( K \subset \mathbb{R} \). Moreover, for every \( x \in \mathbb{R} \), and every open ball \( U \in \mathbb{R} \), there exists a point \( z = z(x, U) \in \text{supp}(\nu) \), where \( \text{supp}(\nu) \) is the support of the measure \( \nu \) (see definition in Appendix A.5), such that \( \xi(x, z) \in U \).

**Condition 2.3.** Exponential ergodicity of the process \( X \).

(i) For all \( p > 0 \), \( \int_{|z| > 1} |z|^p \nu(ds) < \infty \) and \( \nu(\mathbb{R}^r) < \infty \).

(ii) For all \( \theta \) there exists a constant \( C > 0 \), such that \( x b(x, \theta) \leq -C |x|^2 \) as \( |x| \to \infty \).

(iii) \( |\xi(x, z)| / |x| \to 0 \) as \( |x| \to \infty \) for all \( z \).

(iv) There exist positive constants \( C_1 \) and \( C_2 \), such that \( C_1 \leq \sigma_{ij}^2(x) \leq C_2 \) for all \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \) where \( \sigma_{ij} \) denote the entry of row \( i \) and column \( j \) of the matrix \( \sigma \).
Under Conditions 2.1 and 2.3, the SDE in (1.1) admits a unique non-explosive cádlág adapted solution that possesses the strong Markov property. Masuda (2007) employs Condition 2.2 to show that the process $X$ is irreducible; a property required to show that $X$ is ergodic. Also, the process $X$ has a unique invariant measure and it is exponentially ergodic due to Condition 2.3. Finally, the process $X$ is of finite jump activity because $\nu$ is a finite measure, so there is a finite number of jumps on every compact interval almost surely.

**Condition 2.4.** The learning rate $\beta_t$ is such that the following hold: $\int_0^\infty \beta_t \, dt = \infty$, $\int_0^\infty \beta_t^2 \, dt < \infty$, $\int_0^\infty |\beta_t'| \, dt < \infty$, where $\beta_t'$ is the derivative of $\beta_t$ with respect to $t$, and there is a $p > 0$, such that $\lim_{t \to \infty} \beta_t^2 \frac{t^{p+1}}{2} = 0$.

**Condition 2.5.** The function $b(x, \theta)$ is twice-differentiable with respect to both $x$ and $\theta$. Also, there exist positive constants $K$ and $q$, such that

\[
\left| \frac{\partial \nabla_{\theta} g}{\partial x}(x, \theta) \right| + \left| \nabla_{\theta} g(x, \theta) \right| \leq K \left( 1 + |\theta| \right) \left( 1 + |x|^q \right),
\]  
(2.4)

and

\[
\sum_{i=1}^2 \left| \frac{\partial^i \nabla_{\theta} g}{\partial \theta^i}(x, \theta) \right| + \left| \nabla_{\theta} b(x, \theta) \right| \leq K \left( 1 + |x|^q \right).
\]  
(2.5)

Moreover, we assume that $\nabla_{\theta} g(\theta)$ is globally Lipschitz.

**Condition 2.6.** There exists a positive function $\kappa(x)$, such that

\[
\langle -\nabla_{\theta} g(x, \theta), \theta/|\theta| \rangle \leq -\kappa(x) |\theta|.
\]  
(2.6)

Thus, there exists a function $\lambda(x)$ with at most polynomial growth in $|x|$, such that for all $\theta_1, \theta_2 \in \mathbb{R}^d$ and $x \in \mathbb{R}^n$, we have

\[
|\tau(x, \theta_1) - \tau(x, \theta_2)| \leq |\lambda(x)| |\theta_1 - \theta_2|,
\]  
(2.7)

where

\[
\tau(x, \theta) := \langle \nabla_{\theta} b(x, \theta) \nabla_{\theta} b(x, \theta)^T \theta / |\theta|, \theta / |\theta| \rangle^{1/2}.
\]  
(2.8)

Lastly, for all $x_2 \geq x_1$, we have $\xi(x_1, z) - \xi(x_2, z) \leq x_2 - x_1$, where the greater or equal symbol $\geq$ indicates the inequality holds for all coordinates.

Condition 2.4 ensures that the size of the learning rate $\beta$ is such that the SGDCT estimator for the jump-diffusion process in (1.9) converges to a stationary point of the function $\bar{g}(\theta)$. Condition 2.5 is needed for the proof of the convergence of the deviation term $\Gamma_{k, \gamma}$, i.e., $\Gamma_{k, \gamma} \to 0$ as $k \to \infty$, see (2.2). Condition 2.6 allows us to use a comparison theorem to show that the bound $\sup_{t > 0} \mathbb{E} \left[ |\theta_t|^p \right] < \infty$ for all $p > 0$. 
2.2. Weak solution of a non-local Poisson equation.

In this subsection, we define a notion of a weak solution of a Poisson equation to construct a weak solution of the process $X$. The following terminology is from Veretennikov and Kulik (2012).

\textbf{Definition 2.7.} For a Markov process $X$, we say that a measurable function $f : \mathbb{R}^n \to \mathbb{R}^d$ belongs to the domain of the extended generator $A$ of the process $X$ if there exists a measurable function $g : \mathbb{R}^n \to \mathbb{R}^d$, such that the process $f(X_t) - \int_0^t g(X_s) \, ds$ is a local $\mathbb{F}^X$-martingale. Then, we say that the function $f$ is the weak solution of the Poisson equation $Af = g$.

We also need the following notation. The $f$-norm is denoted by $\|\omega\|_f := \sup_{|g| \leq f} \left| \int g(y) \omega(dy) \right|$, where $\omega$ is a signed measure and $f \geq 1$ is a Borel measurable function. Also, we say that the function $g$ is centered if $\int g(x,\theta) \pi^\theta(dx) = 0$.

Next, we state an auxiliary lemma to show the ergodicity of the process $X$ and to show the existence of moments of all orders for the processes $X$ and $\theta$.

\textbf{Lemma 2.8. Ergodicity and moment bounds of the processes $X$ and $\theta$.} Suppose that Conditions 2.1 to 2.5 hold. Then, there exists a unique invariant measure $\pi^\theta^*$, such that $\int |x|^p \pi^\theta^*(dx) < \infty$ and there exist positive constants $C_1$ and $C_2$, such that

$$\left\| \mathbb{P}_{\theta^*,t}(x, \cdot) - \pi^\theta^*(\cdot) \right\|_{1+|x|^p} \leq C_1 \left( 1 + |x|^p \right) e^{-C_2 t},$$

for all $p > 0$, $x \in \mathbb{R}^n$ and $t > 0$. Thus, $\sup_{t > 0} \mathbb{E}_{x,\theta^*} [|X_t|^p] < \infty$ for all $p > 0$. In addition, if Condition 2.6 holds, we have that

$$\sup_{t > 0} \mathbb{E}_{x,\theta^*} [\theta_t|^p] < \infty \quad \text{for all} \quad p > 0.$$  

(2.10)

For a proof see Appendix A.1.

Now, we state our first theorem which is important to show that the deviation term $\Gamma_{k,\gamma} \to 0$ as $k \to \infty$, see (2.2).

\textbf{Theorem 2.9. Weak Poisson equation.} Let the process $X$ follow (1.1). Suppose that Conditions 2.1 to 2.5 hold. Let $f$ be a centered function (i.e., $\int f(x,\theta) \pi^\theta(dx) = 0$ for all $\theta$) and assume that for each $\theta$, there exist positive constants $C_\theta$ and $q$, such that $|f(x,\theta)| \leq C_\theta \left(1+|x|^q\right)$ for all $x$. Then, the function

$$F(x, \theta) := \int_0^\infty \mathbb{E}_{x,\theta^*} [f(X_t, \theta)] \, dt$$

(2.11)
is well-defined and satisfies, in a weak sense, the Poisson equation
\[ \mathcal{A}_{x, \theta} F(x, \theta) = -f(x, \theta), \] (2.12)
where \( \mathcal{A}_{x, \theta} \) is the extended generator of the process \( X \) under the probability measure \( \mathbb{P}_\theta \) (see Definition 2.7).

**Proof.** First, we show that the function \( F(x, \theta) \) is well-defined. Recall that \( \mathbb{E}_{x, \theta^*}[f(X_t, \theta)] = \int f(y, \theta) p_t(x, dy; \theta^*) \) and that \( p_t(x, dy; \theta^*) \) is the distribution of \( X_t \) under the probability measure \( \mathbb{P}_{\theta^*} \) and \( X_0 = x \). Note that
\[
\left| \mathbb{E}_{x, \theta^*}[f(X_t, \theta)] \right| = \left| \int f(y, \theta) p_t(x, dy; \theta^*) - \int f(y, \theta) \pi^\theta(dy) \right| \leq C_1 (1 + |x|^q) e^{-C_2 t},
\] (2.13)

Next, we show that the function \( F \) is the solution to the Poisson equation in (2.12). It suffices to show that for all \( \theta \), the process \( F(X_t, \theta) + \int_0^t f(X_s, \theta) \, ds \) is an \( \mathbb{F} \)-martingale under the probability measure \( \mathbb{P}_{\theta^*} \), as in the definition of the weak solution of the Poisson equation. Thus, we first show that the first moment of \( F(X_t, \theta) + \int_0^t f(X_s, \theta) \, ds \) is finite for all \( t \).

From (2.11) and (2.13), we have that \( F(X_t, \theta) \leq (C_1/C_2)(1 + |X_t|^q) \) and
\[
\mathbb{E}_{\theta^*} \left[ \int_0^t f(X_s, \theta) \, ds \right] \leq \int_0^t \mathbb{E}_{\theta^*} \left[ |f(X_s, \theta)| \right] \, ds \leq C_2 \int_0^t \mathbb{E}_{\theta^*} \left[ 1 + |X_s|^q \right] \, ds < \infty,
\]
where the last inequality follows because \( X_t \) has a finite \( q \)-moment, see Lemma 2.8.

Hence, to show that the process \( F(X_t, \theta) + \int_0^t f(X_s, \theta) \, ds \) is an \( \mathbb{F} \)-martingale, let \( t \geq u \geq 0 \) and write
\[
\mathbb{E}_{\theta^*} \left[ F(X_t, \theta) + \int_0^t f(X_s, \theta) \, ds \bigg| \mathcal{F}_u \right]
= \mathbb{E}_{\theta^*} \left[ \int_0^\infty \mathbb{E}_{x, \theta^*}[f(X_{t+s}, \theta)] \, ds \bigg| \mathcal{F}_u \right] + \int_0^t f(X_s, \theta) \, ds \bigg| \mathcal{F}_u \right] \quad \text{(Definition in (2.11))}
= \mathbb{E}_{\theta^*} \left[ \int_0^\infty \mathbb{E}_{X_s, \theta^*} \left[ f(X_{s+t}, \theta) \big| \mathcal{F}_s \right] \, ds + \int_0^t f(X_s, \theta) \, ds \bigg| \mathcal{F}_u \right] \quad \text{(Markov property of X)}
= \int_0^u f(X_s, \theta) \, ds + \mathbb{E}_{X_u, \theta^*} \left[ \int_0^\infty f(X_{s+u}, \theta) \, ds \bigg| \mathcal{F}_u \right]
= \int_0^u f(X_s, \theta) \, ds + F(X_u, \theta),
\]
where the second to last equation follows from conditional expectation.
Remark 2.10. Note that in Theorem 2.9 above, we do not require any assumptions on
the existence or the regularity of the density function of the process $X$. The regularity of
the density function of the jump-diffusion process is difficult to analyse.

The following lemma is useful in the next subsection.

Lemma 2.11. For any $p > 0$, there is a positive constant $C_p$, such that
\[
\int_{\mathbb{R}} (1 + |x|^p) \pi^{\theta^*}(dx) \leq C_p.
\]
In addition, we have that $|\nabla_{\theta} \tilde{g}(\theta)| \leq C_q \left(1 + |\theta|\right)$ and $|\nabla^2_{\theta} \tilde{g}(\theta)| \leq C_q K$, where $K$ is
the same positive constant as that in Condition 2.5.

Proof. Recall that $\tilde{g}(\theta) = \int g(x, \theta) \pi^{\theta^*}(dx)$. The process $X$ is exponentially ergodic and
from Lemma 2.8 we have
\[
\int_{\mathbb{R}} (1 + |x|^p) \pi^{\theta^*}(dx) \leq C_p.
\]
Note that the invariant measure $\pi^{\theta^*}$ does not depend on $\theta$, so we can interchange the
gradient and the integral in the function $\nabla_{\theta} \tilde{g}(\theta)$. From Condition 2.5, we also have that
\[
|\nabla_{\theta} \tilde{g}(\theta)| \leq \int |\nabla_{\theta^*} g(x, \theta)| \pi^{\theta^*}(dx) \leq K \left(1 + |\theta|\right) \int_{\mathbb{R}} (1 + |x|^p) \pi^{\theta^*}(dx) \leq C_q \left(1 + |\theta|\right),
\]
and
\[
|\nabla^2_{\theta} \tilde{g}(\theta)| \leq \int |\nabla^2_{\theta^*} g(x, \theta)| \pi^{\theta^*}(dx) \leq K \int_{\mathbb{R}} (1 + |x|^p) \pi^{\theta^*}(dx) \leq C_q K.
\]

2.3. Convergence of the deviation term

In this subsection, we propose a novel method to prove the convergence of the deviation
term $\Gamma_{k, \gamma}$, see (2.2) and (2.3). When the process $X$ is a diffusion without jumps, one of
the steps to prove the convergence of the SGDCT estimator is to show that the function
\[
G(x, \theta) := \int_0^\infty \mathbb{E}_{x, \theta^*} \left[ \nabla_{\theta} g(X_t, \theta) - \nabla_{\theta} \tilde{g}(\theta) \right] dt
\]
is a classical solution of the Poisson equation (2.12) when $f(x, \theta) = \nabla_{\theta} g(x, \theta) - \nabla_{\theta} \tilde{g}(\theta)$,
see Pardoux and Veretennikov (2001). Thus, in the pure-diffusion case, one can apply
Itô’s lemma to the function $\beta_t G$ to obtain the following decomposition
\[
\beta_{\tau_k, \gamma} G(X_{\tau_k, \cdot}, \theta_{\tau_k, \cdot}) - \beta_{\tau_k} G(X_{\tau_k, \cdot}, \theta_{\tau_k, \cdot}) = \Gamma_{k, \gamma} + \text{martingale} + \text{Riemann integral},
\]
where the deviation term $\Gamma_{k,\gamma}$ is as in (2.3). With this decomposition, one shows that the deviation term $\Gamma_{k,\gamma} \to 0$ as $k \to \infty$, by proving that the martingale term, the Riemann integral, and the function $\beta_t G(X_t, \theta_t)$ converge to zero as $k \to \infty$.

However, when the process $X$ follows a jump-diffusion, the Poisson equation (2.12) has a non-local term, and to the best of our knowledge there is no general result to show that the Poisson equation with a non-local operator admits a classical solution. It is difficult, or perhaps not possible, to show that the function $G$ in (2.14) is second order differentiable with respect to $x$ when $X$ is a jump-diffusion process. Several papers in the literature also encounter a similar difficulty. Uehara (2018) states that the properties of the function $G$ are difficult to determine and may require Malliavin calculus to study the gradient estimation of the function $G$ – the author assumes a stochastic process similar to ours. Moreover, Veretennikov and Kulik (2012) mention that there is no analogue to the results in Pardoux and Veretennikov (2003) when the process $X$ has a jump component.

Therefore, in our setup we face the problem that the function $G$ is not differentiable with respect to the variable $x$ because the process $X$ is a jump-diffusion. Hence, we cannot employ the classical Itô formula on the function $G$, so below we prove a ‘extended Itô formula’ that we employ in our analysis. We provide a brief summary of the steps we follow.

First, we show that $G$ is a locally Lipschitz function with the following bound

$$|G(x, \theta) - G(y, \theta)| \leq C \left(1 + |\theta| \right) |x - y| \left(1 + |x|^q + |y|^q \right),$$

(2.15)

where $C$ is a positive real number that does not depend on $x, y, \theta, q > 0$. Then, because $G$ is a weak solution of a Poisson equation, see (2.12), and because it is twice differentiable with respect to $\theta$, we show that

$$\beta_{T_{k,\gamma}} G(X_{T_{k,\gamma}}, \theta_{T_{k,\gamma}}) - \beta_{T_k} G(X_{T_k}, \theta_{T_k}) = \Gamma_{k,\gamma} + \text{martingale} + \text{Riemann integral} + \text{covariation},$$

(2.16)

where the covariation term in the equation above is a càdlàg process.

Second, we study the terms in the above equation in the limit $k \to \infty$. We show that the left-hand side of (2.16) converges to zero and each of the last three terms on the right-hand side of (2.16) also converges to zero. Therefore, the representation in (2.16) implies that the deviation term $\Gamma_{k,\gamma} \to 0$ as $k \to \infty$.

Now, we state a lemma and then prove that the function $G$ is locally Lipschitz. The lemma uses the result that the function $E_{x,\theta}^*[f(X_t, \theta)]$ is locally Lipschitz with respect to $x$, see Theorem 2.2 in Wang (2010).

**Lemma 2.12.** Suppose Conditions 2.1 to 2.5 hold and let $C > 0, q > 0$. Assume a function $f : \mathbb{R}^{n+d} \to \mathbb{R}^d$ satisfies $|f(x, \theta) - f(y, \theta)| \leq C \left(1 + |x|^q + |y|^q \right) |x - y|$ for all $x, y$ and $t \geq 0$. Then there exist constants $\delta \in (0, 1)$ and $C_\delta > 0$, such that for all $\theta \in \mathbb{R}^d$ the following inequality holds

$$|E_{x,\theta}^*[f(X_t, \theta)] - E_{y,\theta}^*[f(X_t, \theta)]|$$
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\[
\begin{align*}
\leq \left\{ \begin{array}{ll}
(2 + \delta^{-1}) e^{-C_{\delta} t} C \left( 1 + |x|^q + |y|^q \right) |x - y| , & |x - y| \leq \delta , \\
2 \delta^{-1} C \left( 1 + |x|^q + |y|^q \right) |x - y| , & |x - y| > \delta ,
\end{array} \right.
\end{align*}
\]

where the constant \( C \) does not depend on \( f \).

For a proof see Appendix A.2.

Next, we show that the function \( G \) in (2.14) is locally Lipschitz in the variable \( x \). We employ Conditions 2.1 to 2.6, which are easily checked, to show the dissipativity (stability with respect to initial condition) of the process \( X \). The main idea of the proof of the proposition below is that for a small value of \( t \), we use Lemma 2.12 to control the value \( |E_{x,\theta^*} [\tilde{g}(X_t, \theta)] - E_{y,\theta^*} [\tilde{g}(X_t, \theta)]| \), where \( \tilde{g}(x, \theta) := \nabla_{\theta} g(x, \theta) - \nabla_{\theta} \tilde{g} \). And for a large value of \( t \), we use the exponential ergodic property of the process \( X \). These two results imply the following proposition.

**Proposition 2.13.** Suppose Conditions 2.1 to 2.5 hold and let \( q > 0 \). Then, the function \( G \) in (2.14) is locally Lipschitz with respect to \( x \) and it is twice-differentiable with respect to \( \theta \). Thus, there exists a positive constant \( C_{G,q} \), such that

\[
|G(x, \theta) - G(y, \theta)| \leq C_{G,q} (1 + |\theta|) |x - y| \left( 1 + |x|^q + |y|^q \right) \tag{2.17}
\]

and

\[
\sum_{i=1}^{2} \left| \frac{\partial^i G}{\partial \theta^i} (x, \theta) \right| \leq C_{G,q} \left( 1 + |x|^q \right) , \tag{2.18}
\]

for all \( x, y, \theta \).

**Proof.** Let \( \tilde{g}(x, \theta) := \nabla_{\theta} g(x, \theta) - \nabla_{\theta} \tilde{g} \). Then, due to Condition 2.5, write

\[
|\tilde{g}(x, \theta) - \tilde{g}(y, \theta)| = |\nabla_{\theta} g(x, \theta) - \nabla_{\theta} g(y, \theta)| \leq K (1 + |\theta|) |x - y| \left( 1 + |x|^q + |y|^q \right) . \tag{2.19}
\]

Let \( \delta \) be the same constant as that in Lemma 2.12. Then, for \( |x - y| \leq \delta \), we have

\[
|G(x, \theta) - G(y, \theta)| \leq \int_{0}^{\infty} \left| E_{x,\theta^*} [\tilde{g}(X_t, \theta)] - E_{y,\theta^*} [\tilde{g}(X_t, \theta)] \right| dt
\]

\[
\leq \int_{0}^{\infty} (2 + \delta^{-1}) e^{-C_{\delta} t} K (1 + |\theta|) \left( 1 + |x|^q + |y|^q \right) |x - y| dt \tag{2.20}
\]

\[
\leq \frac{2 + \delta^{-1}}{C_{\delta}} K (1 + |\theta|) \left( 1 + |x|^q + |y|^q \right) |x - y| ,
\]

where the second inequality follows from Lemma 2.12. Now, consider the case \( |x - y| \geq \delta \) and recall that

\[
\left\| P_{t} (x, \cdot) - \pi_{\theta^*} (\cdot) \right\|_{1 + |x|^q} \leq C_1 (1 + |x|^q) e^{-C_2 t} ,
\]

from Lemma 2.8. Use the triangle inequality to write

\[
\left\| P_{t} (x, \cdot) - P_{t} (y, \cdot) \right\|_{1 + |x|^q} \leq 2 C_1 (1 + |x|^q + |y|^q) e^{-C_2 t} .
\]
Therefore, for $t_0 \geq (1/C_2) \log(C_1/(C_2 \delta))$, we have

$$
\int_{t_0}^{\infty} |E_{x,\theta'}[\hat{g}(X_t, \theta)] - E_{y,\theta'}[\hat{g}(X_t, \theta)]| \, dt \leq K \left(1 + |\theta|\right) \int_{t_0}^{\infty} 2C_1 \left(1 + |x|^q + |y|^q\right) e^{-C_2 t} \, dt
$$

$$
= 2K \left(1 + |\theta|\right) \left(C_1/C_2\right) \left(1 + |x|^q + |y|^q\right) e^{-C_2 t_0}
$$

$$
\leq 2K \left(1 + |\theta|\right) \left(1 + |x|^q + |y|^q\right) |x - y|,
$$

(2.21)

where the last inequality holds because $t_0 \geq (1/C_2) \log(C_1/(C_2 \delta))$. From Lemma 2.12, write

$$
\int_{0}^{t_0} |E_{x,\theta'}[\hat{g}(X_t, \theta)] - E_{y,\theta'}[\hat{g}(X_t, \theta)]| \, dt
$$

$$
\leq K \left(1 + |\theta|\right) \int_{0}^{t_0} \frac{2C_1}{\delta} \left(1 + |x|^q + |y|^q\right) |x - y| \, dt
$$

$$
\leq K \left(1 + |\theta|\right) \tilde{C}_\delta \left(1 + |x|^q + |y|^q\right) |x - y|,
$$

(2.22)

where $\tilde{C}_\delta$ is a constant. Therefore, (2.17) holds by (2.20), (2.21), (2.22). Note that we can interchange the differentiation with the integration operator, therefore

$$
\left| \frac{\partial^i G}{\partial \theta^i}(x, \theta) \right| \leq \int_{0}^{\infty} \left| E_{x,\theta'} \left[ \frac{\partial^i \nabla \theta \hat{g}}{\partial \theta^i}(X_t, \theta) - \frac{\partial^i \nabla \theta \tilde{g}}{\partial \theta^i}(\theta) \right] \right| \, dt \leq C_q \left(1 + |x|^q\right),
$$

(2.23)

where the last inequality follows from Lemma 2.11. \(\Box\)

In the next lemma we construct predictable representation processes $\tilde{G}_1$ and $\tilde{G}_2$ for the process $G(X_t, \theta) + \int_{0}^{t} \left( \nabla \theta g(X_s, \theta) - \nabla \theta \tilde{g}(\theta) \right) \, ds$, which are also measurable with respect to the variable $\theta$.

**Lemma 2.14.** **Martingale representation.** For each $\theta$, let

$$
M_t^\theta := G(X_t, \theta) - G(X_0, \theta) + \int_{0}^{t} \left( \nabla \theta g(X_s, \theta) - \nabla \theta \tilde{g}(\theta) \right) \, ds,
$$

which is a martingale under $P_{\theta^r}$, see Theorem 2.9 above. Then, there exist measurable functions $\tilde{G}_1(x, \theta)$ and $\tilde{G}_2(x, \theta, z)$ that are continuous with respect to $\theta$, such that

$$
M_t^\theta = \int_{0}^{t} \tilde{G}_1(X_s, \theta) \, dB_s + \int_{0}^{t} \int_{\mathbb{R}^r} \tilde{G}_2(X_s, \theta, z) \tilde{\mu}(ds, dz).
$$

(2.24)

Recall that $\tilde{\mu}$ is the compensated random measure of the jump component in the process $X$, see (1.2). Thus, there exists a constant $C_{M,q} > 0$ independent of $x$ and $\theta$, such that for all $\theta \in \mathbb{R}^d$, the following two inequalities hold:

$$
\left| \tilde{G}_1(x, \theta) \right| \leq C_{M,q} \left(1 + |\theta|\right) \left(1 + |x|^q\right) \text{ and } \left| \tilde{G}_2(x, \theta, z) \right| \leq C_{M,q} \left(1 + |\theta|\right) |x||z| \left(1 + |x|^q + |z|^q\right)
$$

(2.25)

for all $x$ almost everywhere.
Proof. First, we show that there exists a Borel measurable function $\tilde{G}(x, \theta)$ that agrees with the weak derivative of $G$ in $x$ almost everywhere and that it is continuous with respect to $\theta$. Let

$$\tilde{G}_i(x, \theta) := \limsup_{h \to 0} \left\{ \frac{\nabla_\theta G(x + he_i, \theta) - \nabla_\theta G(x, \theta)}{h} \right\}, \quad (2.26)$$

where $e_i$ is the unit vector (the vector whose $i$-th entry is 1 and 0 elsewhere) and the function $\tilde{G}_i$ takes values in $\mathbb{R}^d \times \mathbb{R}^d$, which is a Borel measurable function and agrees with the weak derivative of $\nabla_\theta G$ with respect to $x$ in the $i$-th coordinate almost everywhere. Therefore, we have that

$$\int \phi \tilde{G}_i(x, \theta) \, dx = - \int \phi_i \nabla_\theta G(x, \theta) \, dx, \quad (2.27)$$

for all $1 \leq i \leq n$ and $\phi \in C_0^\infty(\mathbb{R}^n)$ where $\phi_i$ is the derivative of the $i$-th coordinate of the function $\phi$.

Next, define the function

$$\tilde{G}(x, \theta) := \tilde{G}(x, 0) + \int_0^1 \left[ \tilde{G}_1(x, \theta t) \theta, \cdots, \tilde{G}_n(x, \theta t) \theta \right] dt,$$

where $\tilde{G} = [\tilde{G}_1, \cdots, \tilde{G}_n]$ takes values in $\mathbb{R}^d \times \mathbb{R}^n$ and

$$\tilde{G}_i(x, 0) := \limsup_{h \to 0} \left\{ \frac{G(x + he_i, 0) - G(x, 0)}{h} \right\}.$$

Therefore, we have that

$$\int \phi \tilde{G}_i(x, 0) \, dx = - \int \phi_i G(x, 0) \, dx, \quad (2.28)$$

because the function $\tilde{G}_i(x, 0)$ agrees with the weak derivative of the function $G(x, 0)$ almost everywhere. For all $\theta$ and $\phi \in C_0^\infty(\mathbb{R}^n)$, by the definition of $\tilde{G}$ and Fubini's
Where the third equation follows from (2.28), the fourth equation follows from (2.27). Therefore, from (2.29), for each \( \theta \), the function \( \tilde{G}(x, \theta) \) agrees with the weak derivative in \( x \) of the function \( G(x, \theta) \) almost everywhere.

The function \( \tilde{G} \) is continuous with respect to the variable \( \theta \) and Borel measurable with respect to \( x \). Therefore, by the Carathéodory theorem, \( \tilde{G}(x, \theta) \) is a Borel measurable function continuous in \( \theta \) and it agrees with the weak derivative of \( G \) in \( x \) almost everywhere.

Next, we show that

\[
\left[ G(X, \theta), B \right]_t = \int_0^t \nabla_x \tilde{G}(X_s, \theta) d[X, B]_s ,
\] (2.30)

where \( \left[ G(X, \theta), B \right] \) denotes the covariation of the processes \( G(X, \theta) \) and \( B \).

If the function \( G \) is differentiable with respect to \( x \), then it is straightforward to show that (2.30) holds. However, we need to analyse the function \( G \) very carefully because it is only locally Lipschitz. Let \( C_{\text{loc}}(\mathbb{R}^d) \) be the space of locally Lipschitz functions and let \( \mathbb{D} \) be the space of càdlàg processes equipped with the metric of uniform convergence in probability (u.c.p.) topology. Then, the mapping

\[
G(\cdot, \theta) \mapsto \left[ G(X, \theta), B \right]
\]
(2.31)

is a continuous mapping from \( C_{\text{loc}}(\mathbb{R}^d) \) to \( \mathbb{D} \) by a similar argument to that in the proof of Theorem 3.8 in Errami et al. (2002). Consider \( G^k = G \ast \phi_k \) where \( \ast \) is the convolution operator and \( \{\phi_k\}_{k \geq 1} \) is a sequence of classical mollifiers converging to the Dirac measure at 0. Then,

\[
\left[ G^k(X, \theta), B \right]_t = \int_0^t \nabla_x G^k(X_s, \theta) d[X, B]_s ,
\] (2.32)
because the function $G^k$ is differentiable with respect to $x$. Moreover, the continuity of the mapping in (2.31) implies that

$$[G(X, \theta), B]_t = \lim_{k \to \infty} [G^k(X, \theta), B]_t = \lim_{k \to \infty} \int_0^t \nabla_x G^k(X_s, \theta) \, d[X, B]_s,$$

$$= \int_0^t \tilde{G}(X_s, \theta) \, d[X, B]_s,$$

$\mathbb{P}_\theta$-almost surely, where the last equation follows from the dominated convergence argument – in Appendix A.3 we provide the proof.

This shows (2.30), so we write

$$[G(X, \theta), B]_t = \int_0^t \tilde{G}_1(X_s, \theta) \, ds,$$  \hspace{1cm} (2.33)

where $\tilde{G}_1(x, \theta) := \tilde{G}(x, \theta) \sigma(x)$. Therefore, from the boundedness of the volatility term in the process $X$, the function $\tilde{G}_1$ satisfies (2.25) for all $x$ almost everywhere by (2.17) and (2.26).

Next, consider the jump part of the process $M^\theta_t$. From the definition of covariation, write

$$[G(X, \theta), Z]_t = \lim_{\|P_n\| \to 0} \sum_{P_n} (G(X_{t_{i+1}}, \theta) - G(X_{t_i}, \theta)) (Z_{t_{i+1}} - Z_{t_i})$$

$$= \int_0^t \int_{\mathbb{R}^r} \left[ G(X_s - + \xi(X_s, z), \theta) - G(X_s - , \theta) \right] \tilde{\mu}(ds, dz)$$

$$= \int_0^t \int_{\mathbb{R}^r} \tilde{G}_2(X_s - , \theta, z) \tilde{\mu}(ds, dz),$$

where $P_n$ is a partition of the interval $[0, t]$ and $\tilde{G}_2(x, \theta, z) := G(x + \xi(x, z), \theta) - G(x, \theta)$. From (2.17), write

$$\left| \tilde{G}_2(x, \theta, z) \right| = \left| G(x + \xi(x, z), \theta) - G(x, \theta) \right|$$

$$\leq C_{G, q} \left( 1 + |\theta| \right) \left| \xi(x, z) \right| \left( 1 + |x + \xi(x, z)|^q + |x|^q \right)$$

$$\leq C_{M, q} \left( 1 + |\theta| \right) \left| x \right| \left| z \right| \left( 1 + |x|^q + |z|^q + |x|^q \right),$$

where the last inequality follows from Condition 2.3.

We note that the existence of the martingale representation of the process $M^\theta_t$ is a result of Theorem 1.1 in Kunita (2004).

Now, we show that the difference $G(X_t, \theta_t) - G(X_0, \theta_0)$ is the sum of a stochastic integral, a Riemann integral, and a covariation term. Our approach is based on Föllmer et al. (1995).
Proposition 2.15. Extended Itô lemma. Suppose Conditions 2.1 to 2.5 hold. Let
the function $G$ be as in (2.14) and let the functions $\tilde{G}_1$ and $\tilde{G}_2$ be as in Lemma 2.14.
The following extended Itô lemma holds:

\[ G(X_t, \theta_t) = G(X_0, \theta_0) + \int_0^t \mathbf{A}_{x, \theta} \cdot G(X_s, \theta_s) \, ds + \int_0^t \tilde{G}_1(X_s, \theta_s) \, dB_s \]
\[ + \int_0^t \int_{\mathbb{R}} \tilde{G}_2(X_s, \theta_s, z) \, \tilde{\mu}(ds, dz) + \int_0^t \nabla_\theta G(X_s, \theta_s) \, d\theta_s \]
\[ + \left[ \int_0^t \frac{1}{2} \nabla^2_\theta G(X_s, \theta_s) d[\theta, \theta]_s \right]_{k=1}^d + [\nabla_\theta G(X, \theta)]^x_t, \]

(2.34)

where $G_k$ is a real-valued function for all $1 \leq k \leq d$, $G = [G_1, ..., G_d]^T$, and the covariance with respect to $x$, $[\nabla_\theta G(X, \theta)]^x_t$, is defined as

\[ [\nabla_\theta G(X, \theta)]^x_t := \lim_{\|P_n\| \to 0} \sum_{P_n} (\nabla_\theta G(X_{t_i+1}, \theta_{t_i}) - \nabla_\theta G(X_{t_i}, \theta_{t_i})) (\theta_{t_{i+1}} - \theta_{t_i}), \]

(2.35)

and recall that $\mathbf{A}_{x, \theta}$ is the extended generator of the process $X$, see (2.12).

Proof. Let $\{P_n\}_{n \geq 1}$ be a sequence of partitions of the interval $[0, t]$, such that the maximal mesh size of $P_n$ converges to zero as $n$ goes to infinity. For a partition $P_n$, write

\[ G(X_t, \theta_t) - G(X_0, \theta_0) = \sum_{P_n} \{G(X_{t_{i+1}}, \theta_{t_{i+1}}) - G(X_{t_i}, \theta_{t_i})\} \]
\[ = \sum_{P_n} \{G(X_{t_{i+1}}, \theta_{t_{i+1}}) - G(X_{t_{i+1}}, \theta_{t_i}) + G(X_{t_{i+1}}, \theta_{t_i}) - G(X_{t_i}, \theta_{t_i})\}. \]

(2.36)

Consider each component on the right-hand of (2.36) individually and because the function $G$ is twice differentiable with respect to $\theta$, use Taylor’s expansion to write

\[ G(X_{t_{i+1}}, \theta_{t_{i+1}}) - G(X_{t_{i+1}}, \theta_{t_i}) = \nabla_\theta G(X_{t_{i+1}}, \theta_{t_i})(\theta_{t_{i+1}} - \theta_{t_i}) \]
\[ + \left[ \frac{1}{2} \text{Tr} \left( (\theta_{t_{i+1}} - \theta_{t_i})^T \nabla^2_\theta G_k(X_{t_{i+1}}, \theta_{t_i})(\theta_{t_{i+1}} - \theta_{t_i}) \right) \right]_{k=1}^d + R(X_{t_{i+1}}, \theta_{t_i}) \]
\[ = \nabla_\theta G(X_{t_i}, \theta_{t_i})(\theta_{t_{i+1}} - \theta_{t_i}) \]
\[ + \left[ \frac{1}{2} \text{Tr} \left( (\theta_{t_{i+1}} - \theta_{t_i})^T \nabla^2_\theta G_k(X_{t_i}, \theta_{t_i})(\theta_{t_{i+1}} - \theta_{t_i}) \right) \right]_{k=1}^d \]
\[ + \left[ \frac{1}{2} \text{Tr} \left( (\theta_{t_{i+1}} - \theta_{t_i})^T \left( \nabla^2_\theta G(X_{t_{i+1}}, \theta_{t_i}) - \nabla^2_\theta G(X_{t_i}, \theta_{t_i}) \right) (\theta_{t_{i+1}} - \theta_{t_i}) \right) \right]_{k=1}^d \]
\[ + R(X_{t_{i+1}}, \theta_{t_i}), \]
where $R$ is the remainder function and the operation $\text{Tr}[\cdot]$ denotes the trace of a matrix. Then, by standard stochastic integration and Riemann integration, the following equations hold:

$$
\lim_{\|P_n\| \to 0} \sum_{P_n} \nabla \theta G(X_{t_i}, \theta_i)(\theta_{t_{i+1}} - \theta_{t_i}) = \int_0^t \nabla \theta G(X_s, \theta_s) \, d\theta_s,
$$

$$
\lim_{\|P_n\| \to 0} \sum_{P_n} \frac{1}{2} \text{Tr} \left( (\theta_{t_{i+1}} - \theta_{t_i})^T \nabla^2 \theta G_k(X_{t_i}, \theta_i)(\theta_{t_{i+1}} - \theta_{t_i}) \right) = \int_0^t \frac{1}{2} \nabla^2 \theta G_k(X_s, \theta_s) \, d[\theta, \theta]_s,
$$

for all $1 \leq k \leq d$, because $\nabla \theta G$ and $\nabla^2 \theta G$ are continuous with respect to $\theta$. Moreover, we have that

$$
\lim_{\|P_n\| \to 0} \sum_{P_n} R(X_{t_{i+1}}, \theta_{t_i}) = 0
$$

because the remainder function $R$ depends on the third order of the increment of the process $\theta$ and the quadratic variation of the process $\theta$ is finite.

The locally Lipschitz property of the function $G$ implies that for all $1 \leq k \leq d$

$$
\left| \nabla^2 \theta G_k(X_{t_{i+1}}, \theta_i) - \nabla^2 \theta G_k(X_{t_i}, \theta_i) \right| \leq CG,q \left( 1 + |X_{t_{i+1}}|^q + |X_{t_i}|^q \right) |X_{t_{i+1}} - X_{t_i}|
$$

$$
\leq 2 CG,q \left( 1 + \sup_{0 \leq s \leq t} |X_s|^q \right) \left( \sum_{t_i, t_{i+1}} |\Delta X| + |X_{t_{i+1}}^c - X_{t_i}^c| \right),
$$

where $X^c$ is a continuous component of the process $X$ and $\sum_{t_i, t_{i+1}} |\Delta X|$ is the sum of all jumps in the interval $[t_i, t_{i+1}]$. The following sum converges

$$
\lim_{\|P_n\| \to 0} \sum_{P_n} \left( \theta_{t_{i+1}} - \theta_{t_i} \right)^T X_{t_{i+1}}^c - X_{t_i}^c \left( \theta_{t_{i+1}} - \theta_{t_i} \right) = 0
$$

because the process $X^c$ is continuous and the quadratic variation of the process $\theta$ is finite. We denote by $J$ the sum of the jumps of the process $X$ in $[0, T]$. Then, the random variable $J$ is finite with probability one because $\nu$ is a finite measure. Therefore,

$$
\lim_{\|P_n\| \to 0} \sum_{P_n} \sum_{t_i, t_{i+1}} \left( \theta_{t_{i+1}} - \theta_{t_i} \right)^T |\Delta X| \left( \theta_{t_{i+1}} - \theta_{t_i} \right) \leq J^2 \lim_{\|P_n\| \to 0} \sup_i |\theta_{t_{i+1}} - \theta_{t_i}|^2 = 0.
$$

The last equation holds because the process $\theta$ is continuous and its quadratic variation is finite. From (2.39), (2.40), (2.41), we have that

$$
\lim_{\|P_n\| \to 0} \sum_{P_n} \frac{1}{2} \text{Tr} \left( (\theta_{t_{i+1}} - \theta_{t_i})^T \left( \nabla^2 \theta G_k(X_{t_{i+1}}, \theta_i) - \nabla^2 \theta G_k(X_{t_i}, \theta_i) \right) (\theta_{t_{i+1}} - \theta_{t_i}) \right) = 0.
$$

(2.42)
Next, we show that the covariation term is well-defined. Recall that (see (2.37))

$$\lim_{\|P_n\| \to 0} \sum_{P_n} \nabla \theta G(X_t, \theta_t)(\theta_{t+1} - \theta_t) = \int_t^0 \nabla \theta G(X_s, \theta_s) d\theta_s,$$

with convergence in u.c.p because the processes $X$ and $\theta$ are semimartingales and the function $\nabla \theta G(x, \theta)$ is continuous, see Protter (1990). In Appendix A.2, we show that the coupled process $(X, \theta)$ satisfies the time reversal property, so we write

$$\lim_{\|P_n\| \to 0} \sum_{P_n} \nabla \theta G(X_{t+1}, \theta_t)(\theta_{t+1} - \theta_t)$$

$$= \lim_{\|P_n\| \to 0} \left\{ \sum_{t_1 \leq t} \nabla \theta G(X_{t-t_{i+1}}, \theta_{t-t_{i+1}})(\theta_{t_{i+1}} - \theta_{t_{i+1}}) \right\} \circ R$$

$$= \lim_{\|P_n\| \to 0} - \left\{ \sum_{s_i = t_i - t_i \leq t} \nabla \theta G(X_{s_i}, \theta_{s_{i+1}})(\theta_{s_{i+1}} - \theta_{s_i}) \right\} \circ R,$$

(2.43)

where $R$ is the time reversal operator (i.e., $X_s \circ R = X_{t-s}$). Therefore, it suffices to show that the limit on the right-hand of (2.43) exists. Consider the sum

$$\sum_{s_i \leq t} \nabla \theta G(X_{s_i}, \theta_{s_{i+1}})(\theta_{s_{i+1}} - \theta_{s_i}) = \sum_{s_i \leq t} \nabla \theta G(X_{s_i}, \theta_{s_i})(\theta_{s_{i+1}} - \theta_{s_i})$$

$$+ \sum_{s_i \leq t} \left[ \frac{1}{2} \text{Tr} \left( (\theta_{s_{i+1}} - \theta_{s_i})^T \nabla^2 \theta G_k(X_{s_i}, \theta_{s_i})(\theta_{s_{i+1}} - \theta_{s_i}) \right) \right]_{k=1}^d,$$

(2.44)

and note that

$$\lim_{\|P_n\| \to 0} \sum_{P_n} \nabla \theta G(X_{t+1}, \theta_t)(\theta_{t+1} - \theta_t)$$

is well-defined because the limits of both terms on the right-hand side of (2.44) exist; thus, the covariation with respect to $x$ in (2.35) is well-defined. Therefore,

$$\lim_{\|P_n\| \to 0} \sum_{P_n} \left( G(X_{t+1}, \theta_{t+1}) - G(X_{t+1}, \theta_t) \right)$$

$$= \int_t^0 \nabla \theta G(X_s, \theta_s) d\theta_s + \left[ \int_t^0 \frac{1}{2} \nabla^2 \theta G_k(X_s, \theta_s) d[\theta, \theta]_s \right]_{k=1}^d + \left[ \nabla \theta G(X, \theta), \theta \right]_t^x,$$

(2.45)

from (2.35), (2.37), (2.42). Now, consider the second component of the sum on the right-hand side of (2.36). From Lemma 2.14, the following equation holds:

$$G(X_{t+1}, \theta_t) - G(X_t, \theta_t) = \int_{t}^{t+1} A_{x, \theta} G(X_s, \theta_s) ds + \int_{t}^{t+1} \tilde{G}_1(X_s, \theta_t) dB_s$$

$$+ \int_{t}^{t+1} \int_R \tilde{G}_2(X_s, \theta_t, z) \tilde{\mu}(ds, dz),$$

(2.46)
From Lemma 2.14, we have that
\[
\left| \tilde{G}_1(X_t, \theta_u) \right| \leq C_{M,q} \left( 1 + |\theta_u| \right) \left( 1 + |X_t|^q \right), \tag{2.47}
\]
on \mathbb{P}_{\theta} \times dt$ almost everywhere. The sequence $\tilde{G}_1(X_t, \theta_u)$ converges to $\tilde{G}_1(X_s, \theta_s)$ pointwise because the function $\tilde{G}_1$ is continuous with respect to the variable $\theta$ and because the process $\theta_s$ is continuous. Use Lemma 2.8, the Lebesgue’s dominated convergence theorem for stochastic integration, and (2.47), to write
\[
\lim_{\|P_n\| \to 0} \sum_{P_n} \int_{t_i}^{t_{i+1}} \tilde{G}_1(X_t, \theta_u) dB_t = \int_0^t \tilde{G}_1(X_s, \theta_s) dB_s. \tag{2.48}
\]
For the jump part, we use the same argument as that above to obtain (2.48), and write
\[
\lim_{\|P_n\| \to 0} \sum_{P_n} \int_{t_i}^{t_{i+1}} \int_\mathbb{R} \tilde{G}_2(X_t, \theta_u, z) \tilde{\mu}(ds, dz) = \int_0^t \int_\mathbb{R} \tilde{G}_2(X_s, \theta_s, z) \tilde{\mu}(ds, dz). \tag{2.49}
\]
The last term on the right-hand side of (2.46) is
\[
\int_{t_i}^{t_{i+1}} A_{x,\theta} G(X_t, \theta_t) \, ds = \int_{t_i}^{t_{i+1}} (\nabla \theta g(X_t, \theta_t) - \nabla \theta \bar{g}(\theta_t)) \, ds.
\]
By the assumptions on the function $g$, we have that
\[
\left| \nabla \theta g(x, \theta) - \nabla \theta \bar{g}(\theta) \right| \leq C \left( 1 + |\theta| \right) \left( 1 + |x|^q \right),
\]
for some constants $C > 0$ and $q > 0$. Therefore, apply the Lebesgue’s dominated convergence theorem to the Riemann integral and write
\[
\lim_{\|P_n\| \to 0} \sum_{P_n} \int_{t_i}^{t_{i+1}} (\nabla \theta g(X_t, \theta_t) - \nabla \theta \bar{g}(\theta_t)) \, ds = \int_0^t (\nabla \theta g(X_s, \theta_s) - \nabla \theta \bar{g}(\theta_s)) \, ds \tag{2.50}
\]
\[
= \int_0^t A_{x,\theta} G(X_s, \theta_s) \, ds.
\]
From (2.48), (2.49), (2.50), we have
\[
\lim_{\|P_n\| \to 0} \sum_{P_n} \{ G(X_{t_{i+1}}, \theta_{t_i}) - G(X_{t_i}, \theta_{t_i}) \} = \int_0^t A_{x,\theta} G(X_s, \theta_s) \, ds + \int_0^t \tilde{G}_1(X_s, \theta_s) dB_s \tag{2.51}
\]
\[
+ \int_0^t \int_\mathbb{R} \tilde{G}_2(X_s, \theta_s, z) \tilde{\mu}(ds, dz).
\]
Therefore, (2.45) and (2.51) show that the extended Itô formula in (2.34) holds. \qed
Note that if the function $G$ is twice differentiable with respect to $x$, then the covariation term in (2.35) is a Riemann integral, and the formula in (2.34) coincides with the classical Itô formula.

The function $G$ in (2.14) satisfies the weak Poisson equation (2.12) because the function $\nabla_{\theta} g(x, \theta) - \nabla_{\theta} \tilde{g}(\theta)$ is centered as required in Theorem 2.9. Then, in the next proposition we apply Proposition 2.13 and the extended Itô lemma to prove the convergence of the deviation term $\Gamma_{k, \gamma}$.

Before proceeding, we define the following increasing stopping times. For an arbitrary $\kappa > 0$ and $\lambda = \lambda(\kappa) > 0$

$$\tau_k := \inf\{t > \tau_{k-1} : |\nabla_{\theta} \tilde{g}(\theta_t)| \geq \kappa\},$$

$$\tau_k := \sup\left\{t > \tau_k : \frac{1}{2} \leq |\nabla_{\theta} \tilde{g}(\theta_t)| \leq 2 \left|\nabla_{\theta} \tilde{g}(\theta_{\tau_k})\right| \right\},$$

for all $s \in [\tau_k, \tau]$ and $\int_0^\tau \beta_s \, ds \leq \lambda$,

where $k = 1, 2, \ldots$ and $\sigma_0 = 0$, and we denote $\tau_{k, \gamma} = \tau_k + \gamma$ for $\gamma > 0$. This sequence of stopping times quantifies the period of time for which $|\nabla_{\theta} \tilde{g}(\theta)|$ is small, see Bertsekas and Tsitsiklis (2000).

**Proposition 2.16.** Convergence of deviation term. Recall that the deviation term is given by

$$\Gamma_{k, \gamma} = \int_{\tau}^{\tau_{k, \gamma}} \beta_s \left(\nabla_{\theta} g(X_s, \theta_s) - \nabla_{\theta} \tilde{g}(\theta_s)\right) \, ds.$$ 

Assume Conditions 2.1 to 2.6 hold and let $X_0 = x_0$. Then, with probability one, we have that

$$|\Gamma_{k, \gamma}| \to 0 \quad \text{as} \quad k \to \infty.$$ 

**Proof.** The idea of this proof is closely related to the proof of Lemma 3.1 in Sirignano and Spiliopoulos (2017a). Recall that the function $\nabla_{\theta} \tilde{g}(x, \theta) - \nabla_{\theta} \tilde{g}(\theta)$ is centered and that $G$ is a solution to the weak Poisson equation (2.12) and that it is locally Lipschitz.

Let $\tau$ and $\tau$ be stopping times, such that $\tau \leq \tau$. First, we show that

$$\beta\tau G(X_\tau, \theta_\tau) - \beta\tau G(X_\tau, \theta_\tau)$$

$$= \int_\tau^\tau \beta_s G(X_s, \theta_s) \, ds + \int_\tau^\tau \beta_s \mathcal{A}_{x, \theta} G(X_s, \theta_s) \, ds + \int_\tau^\tau \beta_s \tilde{G}_1(X_s, \theta_s) \, dB_s + \int_\tau^\tau \beta_s \tilde{G}_2(X_s, \theta_s, z) \tilde{\mu}(ds, dz) + \int_\tau^\tau \beta_s \nabla_{\theta} G(X_s, \theta_s) \, d\theta_s$$

$$+ \left[\int_\tau^\tau \frac{1}{2} \beta_s \nabla_{\theta}^2 G(X_s, \theta_s) \, d[\theta, \theta]_s\right]_{k=1}^d + \left[\beta \nabla_{\theta} G(X, \theta)\right]_\tau^x,$$

(2.52)
where \( \beta_t' \) is the derivative of \( \beta_t \) with respect to \( t \) and the quadratic covariation term

\[
[\beta \nabla_\theta G(X, \theta), \theta]_t^{\tau_x} = \lim_{P_n \to 0} \sum_{P_n} (\beta_{t_{i+1}} - \beta_t) \nabla_\theta G(X_{t_i}, \theta_i) G(X_{t_i}, \theta_i)
\]

(2.53)

Here, \( P_n \) is a partition of the interval \([\tau, \tau]\), and (2.53) is well-defined due to the time reversal argument in Proposition 2.15. Write

\[
\beta_{\tau x} G(X, \theta) = \beta_{\tau x} G(X_\tau, \theta_\tau)
\]

\[
= \sum_{i=0}^n \beta_{t_{i+1}} (G(X_{t_{i+1}}, \theta_{t_{i+1}}) - G(X_{t_i}, \theta_i)) + (\beta_{t_{i+1}} - \beta_{t_i}) G(X_{t_i}, \theta_i)
\]

\[
= A^n_1 + A^n_2,
\]

(2.54)

where \( A^n_1 = \sum_{P_n} \beta_{t_{i+1}} (G(X_{t_{i+1}}, \theta_{t_{i+1}}) - G(X_{t_i}, \theta_i)) \) and \( A^n_2 = (\beta_{t_{i+1}} - \beta_{t_i}) G(X_{t_i}, \theta_i) \).

Next, consider

\[
\lim_{n \to \infty} A^n_2 = \lim_{n \to \infty} \sum_{P_n} \beta_{t_{i+1}} (t_{i+1} - t_i) G(X_{t_i}, \theta_i)
\]

\[
= \int_\tau^{\tau_x} \beta \nabla_\theta G(X, \theta) d\theta,
\]

(2.55)

where the second equation holds because \( \sum_{P_n} \beta_{t_{i+1}} [1_{\{s_{i+1} \in [t_i, t_{i+1})\}} G(X_{t_i}, \theta_i) \) converges to \( \beta \nabla_\theta G(X, \theta) \) almost surely and by the dominated convergence theorem. Now, consider

\[
\lim_{n \to \infty} A^n_1 = \lim_{n \to \infty} \sum_{P_n} \beta_{t_{i+1}} (G(X_{t_{i+1}}, \theta_{t_{i+1}}) - G(X_{t_i}, \theta_i))
\]

\[
= \int_\tau^{\tau_x} \beta \nabla_\theta G(X, \theta) d\theta + \int_\tau^{\tau_x} \beta \tilde{G}_1(X, \theta) d\theta_	heta + \int_\tau^{\tau_x} \beta \nabla_\theta G(X, \theta) d\theta_	heta
\]

\[
+ \int_\tau^{\tau_x} \int_\mathbb{R} \beta \tilde{G}_2(X, \theta, z) \mu(d\theta, dz) + \left[ \int_\tau^{\tau_x} \frac{1}{2} \beta \nabla_\theta^2 G(X, \theta) d\theta \right]_{k=1}^d
\]

\[
+ \lim_{n \to \infty} \sum_{P_n} \beta_{t_{i+1}} \left( [\nabla_\theta G(X, \theta)]_{t_{i+1}}^{x} - [\nabla_\theta G(X, \theta)]_{t_i}^{x} \right),
\]

(2.56)

where the second equation follows from Proposition 2.15 and from the dominated convergence theorem.

Next, we must show that

\[
\lim_{n \to \infty} \sum_{P_n} \beta_{t_{i+1}} \left( [\nabla_\theta G(X, \theta)]_{t_{i+1}}^{x} - [\nabla_\theta G(X, \theta)]_{t_i}^{x} \right)
\]

(2.57)

is well-defined and it is equal to \( [\beta \nabla_\theta G(X, \theta)]_{\tau}^{x} \). From the proof of Proposition 2.15,
we have that
\[
\beta_{t_{i+1}} \left( \left[ \nabla_\theta G(X, \theta) \right]_{t_{i+1}}^{x} - \left[ \nabla_\theta G(X, \theta) \right]_{t_{i}}^{x} \right) \\
= \beta_{t_{i+1}} \left[ \int_{t_{i}}^{t_{i+1}} \nabla_\theta G(X_s, \theta_s) d\tau x | \sigma_s - \int_{t_{i}}^{t_{i+1}} \nabla_\theta G(X_s, \theta_s) d\theta_s \right] ,
\]
(2.58)
where \( \int_{t_{i}}^{t_{i+1}} \nabla_\theta G(X_s, \theta_s) d\tau x \theta_s := \lim \sum_{t_{i}<s_{i}<t_{i+1}} \nabla_\theta G(X_{s_{i+1}}, \theta_{s_{i}}) (\theta_{s_{i+1}} - \theta_{s_{i}}) \) is a backward integration. Take the limit \( n \to \infty \) on both sides of the equation above and write
\[
\lim_{n \to \infty} \sum_{P_n} \beta_{t_{i+1}} \left( \left[ \nabla_\theta G(X, \theta) \right]_{t_{i+1}}^{x} - \left[ \nabla_\theta G(X, \theta) \right]_{t_{i}}^{x} \right) \\
= \left[ \int_{\Xi} \beta_\xi \nabla_\theta G(X_s, \theta_s) d\tau x \theta_s - \int_{\Xi} \beta_\xi \nabla_\theta G(X_s, \theta_s) d\theta_s \right] \\
= \left[ \beta \nabla_\theta G(X, \theta) \right]_{\Xi}^{\tau x} .
\]
(2.59)
The first equality follows from (2.58) and the dominated convergence theorem. The second equality follows from the definition of \( \left[ \beta \nabla_\theta G(X, \theta) \right]_{\Xi}^{\tau x} \). Therefore, (2.52) holds and we rewrite the deviation term in (2.3) as follows:
\[
\Gamma_{k, \gamma} = \int_{\Xi_k} \beta_\xi A_{x, \theta} G(X_s, \theta_s) ds \\
= \beta_{\tau_{k, \gamma}} G(X_{\tau_{k, \gamma}}, \theta_{\tau_{k, \gamma}}) - \beta_{\Xi} G(X_{\Xi}, \theta_{\Xi}) - \int_{\Xi} \beta_\xi G(X_s, \theta_s) ds \\
- \int_{\Xi} \beta_\xi G_{1}(X_s, \theta_s) dB_s - \int_{\Xi} \int_{\Xi} \beta_\xi G_{2}(X_s, \theta_s, z) \mu(ds, dz) \\
- \int_{\Xi} \beta_\xi \nabla_\theta G(X_s, \theta_s) d\theta_s \\
- \left[ \int_{\Xi} \frac{1}{2} \beta_\xi \nabla_\theta^2 G_k(X_s, \theta_s) d[\theta, \theta] \right]_{k=1}^{d} \\
- \left[ \beta \nabla_\theta G(X, \theta) \right]_{\Xi}^{\tau_{k, \gamma} \tau x} .
\]
(2.60)
Next, we prove the convergence of each term on the right-hand side of (2.60). The expectation operator under the probability measure \( \mathbb{P}_{x_0, \theta} \) is denoted by \( E \). Let \( J_{t}^{(1)} = \beta_\xi |G(X_t, \theta_t)| \). The inequality
\[
E \left[ J_{t}^{(1)} \right] ^2 \leq C_{M, \theta} \beta_\xi^2 E \left[ (1 + |\theta_t|)^2 (1 + |X_t|^q)^2 \right] \\
\leq 4 C_{M, \theta} \beta_\xi^2 E \left[ (1 + |\theta_t|^2) (1 + |X_t|^q)^2 \right] \leq C \beta_\xi^2 ,
\]
follows from Proposition 2.13, and because the random variables $X_t$ and $\theta_t$ have finite moments and because $C$ is a constant that depends on $x_0$. Now, apply the Borel–Cantelli argument as in Lemma 4.1 in Sirignano and Spiliopoulos (2017a) to show that $J^{(1)}_t$ converges to zero with probability one. Next, consider the finite variation term on the right-hand side of (2.60)

$$J^{(2)}_{t,0} := \int_0^t \left| \beta'_s G(X_s, \theta_s) + \beta_s \mathcal{L}_{\theta, \theta^*} G(X_s, \theta_s) \right| ds,$$

where $\mathcal{L}_{\theta, \theta^*}$ is the infinitesimal generator of the process $\theta$ under the probability measure $\mathbb{P}_{\theta^*}$. The term $J^{(2)}_{t,0}$ obeys the bound

$$\sup_{t>0} \mathbb{E} \left| J^{(2)}_{t,0} \right| \leq C \left( |\beta'_s| + \beta_s^2 \right) \left( 1 + \mathbb{E} |X_s|^{2q} + \mathbb{E} |	heta_s|^2 \right) ds < \infty,$$

where the last inequality follows from the properties of the learning rate $\beta_t$ in Condition 2.4, and because the process $X$ has a bounded $2q$-moment and the process $\theta$ has a bounded second moment. Thus, there exists an integrable random variable $J^{(2)}_{\infty,0}$ such that

$$J^{(2)}_{t,0} \to J^{(2)}_{\infty,0} \quad \text{as} \quad t \to \infty \quad (2.61)$$

with probability one.

Next, consider the stochastic integral

$$J^{(3)}_{t,0} := \int_0^t \beta_s \tilde{G}_1(X_s, \theta_s) dB_s + \int_0^t \int_{\mathbb{R}} \beta_s \tilde{G}_2(X_s, \theta_s, z) \tilde{\mu}(ds, dz)$$

$$+ \int_0^t \beta_s \nabla_{\theta} G(X_s, \theta_s) \nabla_{b} b(X_s, \theta) \sigma(X_s)^{-1} dB_s.$$

The Burkholder-Davis-Gundy (BDG) inequality implies that

$$\mathbb{E} \left[ \sup_{0 \leq s \leq t} \left| J^{(3)}_{s,0} \right|^2 \right] \leq C_1 \mathbb{E} \left[ \int_0^t \left| \beta_s \tilde{G}_1(X_s, \theta_s) \right|^2 ds + \int_0^t \int_{\mathbb{R}} \left| \beta_s \tilde{G}_2(X_s, \theta_s, z) \right|^2 \nu(dz) ds$$

$$+ \int_0^t \left| \beta_s \nabla_{\theta} G(X_s, \theta_s) \nabla_{b} b(X_s, \theta) \sigma(X_s)^{-1} \right|^2 ds \right], \quad (2.62)$$

where $C_1$ is a positive constant. From Lemma 2.14, we have that

$$\left| \tilde{G}_1(X_s, \theta_s) \right| \leq C_{M,q} \left( 1 + |\theta_s| \right) \left( 1 + |X_s|^q \right)$$

$$\left| \tilde{G}_2(X_s, \theta_s, z) \right| \leq C_{M,q} \left( 1 + |\theta_s| \right) |X_s||z| \left( 1 + |X_s|^q |z|^q + |X_s|^q \right). \quad (2.63)$$

Therefore, use the BDG and the Cauchy–Schwarz inequalities to show that the expectation of the first and third terms on the right-hand of (2.62) are both bounded by
\[ C K \int_0^t \beta_s^2 \, ds \] because the processes \( \theta_s \) and \( X_s \) have finite \( p \)-moments for all \( p > 0 \). For the remaining term, write

\[
E \left[ \int_0^t \int_R \left| \beta_s \tilde{G}_2(X_s, \theta_s, z) \right|^2 \nu(dz) \, ds \right] 
\leq C_{M,q}^2 E \left[ \int_0^t \int_R \beta_s^2 \left(1 + |\theta_s|^2 \right) |X_s|^2 |z|^2 \left(1 + |X_s|^{2q} |z|^{2q} + |X_s|^{2q} \right) \nu(dz) \, ds \right] 
\leq \tilde{C} E \left[ \int_0^t \beta_s^2 \left(1 + |\theta_s|^2 \right) \left( |X_s|^2 + |X_s|^{2q+2} \right) \, ds \right] 
\leq 8 \tilde{C} E \left[ \int_0^t \beta_s^2 \left(1 + |\theta_s|^4 \right) + \beta_s^2 \left(1 + |X_s|^{4q+4} \right) \, ds \right] 
< \tilde{C} \int_0^t \beta_s^2 \, ds, 
\] (2.64)

where \( \tilde{C} \) and \( \hat{C} \) are positive constants that depend on \( x_0 \). The first inequality in (2.64) results from Lemma 2.14, the second inequality follows from Condition 2.3, and the last inequality follows because the processes \( X_t \) and \( \theta_t \) have finite moments, see Lemma 2.8. Hence, the right-hand side of (2.62) is finite. Then, by Doob’s martingale convergence theorem, there exists a square integrable random variable \( J_{\infty,0}^{(3)} \), such that

\[ J_{t,0}^{(3)} \to J_{\infty,0}^{(3)} \quad \text{as} \quad t \to \infty \] (2.65)

with probability one.

Next, consider the following covariance in the interval \([t_i, t_{i+1}]\)

\[
\left| \left[ \beta \nabla \theta G(X, \theta), \theta \right]_{t_i}^{t_{i+1}} \right| \leq 
\lim_{\|P_n\| \to 0} \left( \sum_{s,j} \beta_{s,j+1} |\nabla \theta G(X_{s,j+1}, \theta_{s,j}) - \nabla \theta G(X_{s,j}, \theta_{s,j})| \left| \theta_{s,j+1} - \theta_{s,j} \right| \right) + \left| \beta_{s,j} - \beta_{s,j+1} \right| |\nabla \theta G(X_{s,j}, \theta_{s,j})| \left| \theta_{s,j+1} - \theta_{s,j} \right|, 
\] (2.66)

where \( \hat{P}_n \) is the partition of the interval \([t_i, t_{i+1}]\). Now, consider the second term on the
right-hand side of (2.66)

\[
\lim_{\|P_n\| \to 0} \sum_{s_{j+1}} \beta_{s_j} - \beta_{s_{j+1}} \left| \nabla_\theta G(X_{s_j}, \theta_{s_j}) \right| \theta_{s_{j+1}} - \theta_{s_j} \leq \lim_{\|P_n\| \to 0} \sum_{s_{j+1}} C_{G,q} \left| \beta_{s_j} - \beta_{s_{j+1}} \right| \left( 1 + \sup_{t_i < s < t_{i+1}} |X_s|^q \right) \sup_j \left| \theta_{s_{j+1}} - \theta_{s_j} \right|
\]

\[
\leq \lim_{\|P_n\| \to 0} C_{G,q} \left( 1 + \sup_{t_i < s < t_{i+1}} |X_s|^q \right) \left| \beta_{t_i} - \beta_{t_{i+1}} \right| \sup_j \left| \theta_{s_{j+1}} - \theta_{s_j} \right| = 0,
\]

where the first inequality follows from (2.18) and the last inequality follows because the process \( \theta_s \) is continuous. Now, consider the term

\[
\lim_{\|P_n\| \to 0} \sum_{s_{j+1}} \nabla_\theta G(X_{s_{j+1}}, \theta_{s_j}) - \nabla_\theta G(X_{s_j}, \theta_{s_j}) \left| \theta_{s_{j+1}} - \theta_{s_j} \right|
\]

\[
\leq \lim_{\|P_n\| \to 0} \sum_{s_{j+1}} C_{G,q} \beta_{s_{j+1}} \left( 1 + \sup_{t_i < s < t_{i+1}} |X_s|^q \right) |X_{s_{j+1}} - X_s| \left| \theta_{s_{j+1}} - \theta_{s_j} \right|
\]

\[
\leq C_{G,q} \beta_{t_i} \left( 1 + \sup_{t_i < s < t_{i+1}} |X_s|^q \right) \int_{t_i}^{t_{i+1}} |d[X, \theta]| s \nabla_\theta b(X_s, \theta_s) ds,
\]

where the first inequality follows from (2.18) and the second inequality follows from the definition of covariance. Therefore, for \( t > r \), from (2.68), we take the sum and the expectation on the left-hand side of (2.66) to obtain

\[
E \left[ \left[ \beta \nabla_\theta G(X, \theta), \theta \right]_{r=s}^{t=x} \right]
\]

\[
\leq C_{G,q} \sum_{i=r}^{\infty} \beta_i^2 \left( 1 + \sup_{i < s < i+1} |X_s|^q \right) \int_{i}^{i+1} |\nabla_\theta b(X_s, \theta_s)| ds
\]

\[
\leq C_{G,q} \sum_{i=r}^{\infty} \beta_i^2 \left( 1 + \sup_{i < s < i+1} |X_s|^q \right) \left( \int_{i}^{i+1} E|\nabla_\theta b(X_s, \theta_s)|^2 ds \right)
\]

\[
\leq C_{G,q} \sum_{i=r}^{\infty} \beta_i^2 \left( 1 + \sqrt{(1+i)} \right) \left( \int_{i}^{i+1} E|\nabla_\theta b(X_s, \theta_s)|^2 ds \right)
\]

\[
\leq C_{G,q} \sum_{i=r}^{\infty} \beta_i^2 \left( 1 + \sqrt{(1+i)} \right) < \frac{\tilde{C}}{\sqrt{1+r}},
\]
where the second inequality follows from the Cauchy–Schwartz inequality, the third inequality follows from Lemma A.1, and the last inequality follows from Condition 2.5 on $\nabla b(x, \theta)$ and because $E|X|^2$ is finite. The inequality above implies that there exists a finite random variable $J_{\infty, 0}$, such that
\[
\left| \left[ \beta \nabla \theta G(x, \theta), \theta \right]_{0}^{t} \right| \to J_{\infty, 0} \quad \text{as} \quad t \to \infty
\] (2.69)
with probability one. From (2.60), we write that
\[
|\Gamma_{k, \gamma}| \leq J_{\Sigma_k}^{(1)} + J_{\Sigma_k}^{(2)} + J_{\Sigma_k}^{(3)} + \left| \left[ \beta \nabla \theta G(x, \theta), \theta \right]_{\Sigma_k}^{\tau_{k, \gamma}, x} \right|.
\] (2.70)
From (2.61), (2.65), (2.69), each term on the right-hand side converges to 0 as $k \to \infty$, which implies that $|\Gamma_{k, \gamma}| \to 0$ as $k \to \infty$.

### 2.4. Convergence of jump SGDCT

In this subsection, we prove a sequence of lemmas and show the convergence of the estimator in (1.9) to a stationary point of the function $\bar{g}$; we do so in two steps. First, we analyse the deviation term $\Gamma_{k, \gamma}$ in (2.3) when $k \to \infty$. In our case, the jump-diffusion process $X$ is Markov, therefore we need to use the ergodicity of the process $X$ to quantify the deviation term $\Gamma_{k, \gamma}$ via the Poisson equation in (2.12), see Pardoux and Veretennikov (2003). The technique dates back to Delyon (1996) and Metivier and Priouret (1984).

In Proposition 2.16, we showed that the absolute value of the deviation term $\Gamma_{k, \gamma}$ is asymptotically close to zero. Below, we use a similar argument as that in Proposition 3 in Bertsekas and Tsitsiklis (2000) to prove that $\lim_{t \to \infty} |\nabla \theta \bar{g}(\theta_t)| = 0$ almost surely.

**Lemma 2.17.** Suppose Conditions 2.1 to 2.6 hold. Choose a constant $\tilde{\lambda}$, such that for a given $\epsilon > 0$ we have $3\tilde{\lambda} + \lambda/4 \kappa = 1/2L_{\nabla \bar{g}}$, where $L_{\nabla \bar{g}}$ is the Lipschitz constant of $\nabla \bar{g}$. For $k$ large enough and for $\eta > 0$ small enough, we have
\[
\int_{\Sigma_k} \beta_s \, ds > \tilde{\lambda} \quad \text{and} \quad \tilde{\lambda}/2 \leq \int_{\Sigma_k} \beta_s \, ds \leq \tilde{\lambda}.
\]

**Proof.** Most of the proof follows Lemma 3.2 in Sirignano and Spiliopoulos (2017a). It suffices to show that for given $\epsilon > 0$, there is $k$ large enough such that
\[
\left| \int_{\Sigma_k} \int_{0}^{\tau_{k, a}} \beta_s \left\| \nabla \theta b(X_s, \theta_s) (\sigma(X_s) \sigma(X_s)^T)^{-1} \xi(X_{s-}, z) \right\| \tilde{\mu}(ds, dz) \right| < \epsilon,
\] (2.71)
amost surely. By the BDG inequality, we obtain
\[
E \left[ \sup_{0 \leq s \leq t} \int_{0}^{s} \frac{\kappa}{|\nabla \theta \bar{g}(\theta_s)|} \left( \int_{\Sigma_k} \int \beta_t \left\| \nabla \theta b(X_t, \theta_t) (\sigma(X_t) \sigma(X_t)^T)^{-1} \xi(X_{s-}, z) \right\| \tilde{\mu}(ds, dz) \right) \right]
\]
where the last inequality follows because the functions \( b, \sigma, \xi \) have polynomial growth and \( \mathbb{E}|X_s|^q \) is finite. Therefore, the martingale process

\[
\int_0^t \beta_s \left[ \nabla_{\theta} b(X_t, \theta_t) (\sigma(X_t) \sigma(X_t)^\top)^{-1} \xi(X_{s-}, z) \right]^2 \nu(dz) \, ds
\]

is an \( L^2 \)-martingale process and the martingale convergence theorem implies (2.71). \( \square \)

The following lemma shows that the value of the function \( \tilde{g} \) decreases when the value of \( k \) is large enough.

**Lemma 2.18.** Suppose Conditions 2.1 to 2.6 hold and assume that there are an infinite number of intervals \( I_k = [\tau_k, \tau_{k+1}] \). Then, there is a fixed constant \( \gamma > 0 \), such that for \( k \) large enough, we have

\[
\tilde{g}(\theta_{\tau_k}) - \tilde{g}(\theta_{\tau_{k+1}}) \leq -\gamma.
\]

**Proof.** The function \( \tilde{g} \) is \( C^2 \), so we use Itô’s lemma to write

\[
\tilde{g}(\theta_{\tau_k}) - \tilde{g}(\theta_{\tau_{k+1}}) = -\int_{\tau_k}^{\tau_{k+1}} \beta_s \left| \nabla_{\theta} \tilde{g}(\theta_s) \right|^2 \, ds + \int_{\tau_k}^{\tau_{k+1}} \beta_s \langle \nabla_{\theta} \tilde{g}(\theta_s), \nabla_{\theta} b(X_s, \theta_s) \sigma(X_s)^{-1} \rangle \, dB_s + \int_{\tau_k}^{\tau_{k+1}} \beta_s \langle \nabla_{\theta} \tilde{g}(\theta_s), \nabla_{\theta} b(X_s, \theta_s) \sigma(X_s)^{-1} \rangle \mu(ds,dz)
\]

Recall that the operation \( \text{Tr} [ \cdot ] \) denotes the trace of a matrix.

Now, use the same argument as in Lemma 3.4 in Sirignano and Spiliopoulos (2017a) to show that

\[
\int_{\tau_k}^{\tau_{k+1}} \beta_s \left| \nabla_{\theta} \tilde{g}(\theta_s) \right|^2 \, ds \leq -\frac{\left| \nabla_{\theta} \tilde{g}(\theta_{\tau_k}) \right|}{8} \lambda,
\]

\[
\int_{\tau_k}^{\tau_{k+1}} \beta_s \langle \nabla_{\theta} \tilde{g}(\theta_s), \nabla_{\theta} b(X_s, \theta_s) \sigma(X_s)^{-1} \rangle \, dB_s \leq \left| \nabla_{\theta} \tilde{g}(\theta_{\tau_k}) \right| \epsilon,
\]

and

\[
\int_{\tau_k}^{\tau_{k+1}} \frac{\beta_s^2}{2} \text{Tr} \left[ (b(X_s, \theta_s) \sigma(X_s, \theta_s)^{-1}) \, (b(X_s, \theta_s) \sigma(X_s, \theta_s)^{-1})^\top \, \nabla_{\theta}^2 \tilde{g}(\theta_s) \right] \, ds \to 0 \quad (2.73)
\]
as $k \to \infty$ with probability one. Use a similar argument to that in the proof of Lemma 2.17 and Doob’s martingale convergence theorem to write

$$\int_{\tau_k}^{\tau_{k+1}} (\nabla \bar{g}(\theta_s), \nabla \bar{g}(\theta_s)) \mu(ds, dz) \to 0$$

(2.74)
as $k \to \infty$ with probability one. Next, we employ the same argument as that in Lemma 2.16 above with a higher order in $\theta$ to show that

$$\int_{\tau_k}^{\tau_{k+1}} \beta_s (\nabla \bar{g}(\theta_s), \nabla \bar{g}(\theta_s) - \nabla \bar{g}(X_s, \theta_s)) ds \to 0$$
as $k \to \infty$.

The remainder of the proof follows from Lemma 3.4 in Sirignano and Spiliopoulos (2017a).

Lemma 2.19. Suppose Conditions 2.1 to 2.6 hold and assume that there is an infinite number of intervals $I_k = [\tau_k, \tau_{k+1})$. There is a fixed constant $\gamma_1 < \gamma$, such that for $k$ large enough, one has

$$\bar{g}(\theta_{\tau_k}) - \bar{g}(\theta_{\tau_{k-1}}) \leq \gamma_1.$$  

(2.75)

Proof. See Lemma 3.5 in Sirignano and Spiliopoulos (2017a).

The next theorem shows the convergence of the SGDCT estimator.

Theorem 2.20. Convergence of the gradient. Let the process $\theta_t$ follow (1.9) and assume Conditions 2.1 to 2.6 hold. Then

$$|\nabla \bar{g}(\theta_t)| \to 0$$
as $t \to \infty$,

almost surely.

Proof. Apply Lemmas 2.18 and 2.19 above, and Theorem 2.4 in Sirignano and Spiliopoulos (2017a).

We remark that the crucial part of the proof of the convergence of the SGDCT estimator is the convergence of the deviation term $\Gamma_{k,\gamma}$ in (2.3), which we proved in Proposition 2.16.
2.5. Alternative specification of SGDCT estimator

Here, we propose an alternative SGDCT estimator that employs the continuous part of the process $X$, which we denote by $X^c$, to estimate the unknown parameter $\theta^*$. Specifically, the dynamics of $X^c$ satisfy

$$dX^c_t := b(X_t, \theta^*) \, dt + \sigma(X_t) \, dB_t - \int \xi(X_t - z) \, \nu(dz) \, dt. \tag{2.76}$$

Recall that the last term on the right-hand side of (2.76) is the compensator of the jump term in (1.1). We proceed as above to write

$$b(X_t, \theta^*) \, dt = dX^c_t + \int \xi(X_t - z) \, \nu(dz) \, dt - \sigma(X_t) \, dB_t, \tag{2.77}$$

which we substitute into (1.4), and the SGDCT becomes

$$d\theta_t = \beta_t \left[ \nabla_\theta b(X_t, \theta_t) \langle \sigma(X_t) \sigma(X_t)^T \rangle^{-1} dX^c_t \\
+ \nabla_\theta b(X_t, \theta_t) \langle \sigma(X_t) \sigma(X_t)^T \rangle^{-1} \int \xi(X_t - z) \, \nu(dz) \, dt \\
- \nabla_\theta b(X_t, \theta_t) \langle \sigma(X_t) \sigma(X_t)^T \rangle^{-1} b(X_t, \theta_t) \, dt \right]. \tag{2.78}$$

The proofs of the convergence of the estimator in (2.78) are very similar to those for the convergence of the estimator in (1.9). However, to implement the estimator in (2.78), one must filter the jumps in the process $X$ to obtain the process $X^c$; we return to this point below when we implement the estimator in (2.78) and the process $X$ follows (1.1).

We do not have a theoretical result to compare the performance of the two estimators: one where we employ $X$ and the other where we employ $X^c$. However, when we study the performance of the two estimators in Section 3, we find that the SGDTC that employs $X^c$ performs better: converges quicker and the standard deviation of the estimator of $\theta^*$ is smaller.

3. Performance of SGDCT estimator

In this section, we use simulations to study the performance of the SGDCT estimators for two jump-diffusion processes. We employ an Euler scheme to simulate paths of the process $X$ over a time horizon $[0, T]$, with $T > 0$ and initial value $X_0 = 2$, for two specifications of the functions $b$ and $\sigma$ in (1.1). An agent observes the path of the process $X$ and employs the estimators in (1.9) and (2.78) to estimate the unknown parameter $\theta^*$.

Here, we denote $|\Delta_t X| = |X_{t+\Delta t} - X_t|$ the increment of the process $X$ over the time-step $\Delta t$. Therefore, we write the discrete-time dynamics of the estimator $\theta_t$ in (1.9), which uses the raw data, as follows:

$$\theta_{t+\Delta t} - \theta_t = \beta_t \nabla_\theta b(X_t, \theta_t) \langle \sigma^2(X_t) \rangle^{-1} [(X_{t+\Delta t} - X_t) - b(X_t, \theta_t) \Delta t].$$
and the estimator $\theta_t$ in (2.78), which uses the filtered data, as follows:

$$\theta_{t+\Delta t} - \theta_t = \beta_t \nabla b(X_t, \theta_t) (\sigma^2(X_t))^{-1} \times \left[ (X_t^\Delta t - X_t^\gamma) + \int \xi(X_t, z) \nu(dz) \Delta t - b(X_t, \theta_t) \Delta t \right].$$

(3.1)

To implement (3.1), the agent employs the methodology in Gloter et al. (2018) to disentangle the diffusion and jump components of the innovations of the process $X$ as follows.

When the value of the increment $|\Delta_t X|$ is larger than a threshold $v_t = \rho (\Delta t)^{1/3}$, with $\rho > 0$, we assume that the innovation contains a jump, so we set the increment of the process to zero (i.e., $|\Delta_t X| = 0$) and write the discrete-time dynamics of the estimator $\theta_t$ in (3.1) as follows:

$$\theta_{t+\Delta t} - \theta_t = \beta_t \nabla b(X_t, \theta_t) (\sigma^2(X_t))^{-1} \times \left[ (X_t^\Delta t - X_t^\gamma) + \int \xi(X_t, z) \nu(dz) \Delta t - b(X_t, \theta_t) \Delta t \right] \approx \beta_t \nabla b(X_t, \theta_t) (\sigma^2(X_t))^{-1} \times \left[ \Delta_t X \mathbf{1}_{\{|\Delta_t X| \leq v_t\}} + \int \xi(X_t, z) \nu(dz) \Delta t - b(X_t, \theta_t) \Delta t \right],$$

where the indicator function $\mathbf{1}_{\{|\Delta_t X| \leq v_t\}}$ returns 1 if $|\Delta_t X| \leq v_t$ or 0 otherwise. In the simulations below we assume that the value of the threshold parameter $\rho$ is 1.

3.1. Ornstein-Uhlenbeck-type process

The process $X_t$ follows:

$$dX_t = -\theta^* X_t dt + \sigma dB_t + dL_t$$

(3.2)

where the unknown parameter $\theta^* = 2.7$, $\sigma > 0$, $B = (B_t)_{t \geq 0}$ is a standard Brownian motion independent of the compensated compound Poisson process $L = (L_t)_{t \geq 0}$ with arrival rate $\lambda$ and the jump sizes are i.i.d. normally distributed $N(0,1)$.\(^2\) Substitute the function $b(x, \theta) = -\theta x$ into (1.9), and write the first SGDCT estimator, which uses the raw data, as

$$d\theta_t = \beta_t \left[ -\frac{X_t}{\sigma^2} dX_t - \frac{\theta_t X_t^2}{\sigma^2} dt \right],$$

(3.3)

and write the second SGDCT estimator, which uses the filtered data, as

$$d\theta_t = \beta_t \left[ -\frac{X_t}{\sigma^2} dX_t^\gamma - \frac{\lambda 0.1 X_t^-}{\sigma^2} dt - \frac{\theta_t X_t^2}{\sigma^2} dt \right],$$

(3.4)

\(^2\)In the finance literature there are several algorithms designed to filter jumps, see e.g., Lee and Mykland (2008), Cartea and Karyampas (2012), and the references therein.

\(^3\)If the value of the volatility parameter is unknown, one can employ various methods to obtain an estimate of $\sigma$, see Cartea and Karyampas (2012).
both with initial condition \( \theta_0 = 4, \sigma = 1, \) and learning rate \( \beta_t = 1/(1 + t) \). We simulate 1,000 paths, and at every time-step of a path we employ the methodology described above to filter the jumps in the process \( X \) when we employ (3.4).

We study the performance of each online estimator for various choices of: time horizon \( T \), arrival rate of jumps \( \lambda \), and number of time-steps in the Euler scheme. The number of time-steps determines the frequency of the observations; thus, as the number of time-steps increases (for a fixed \( T \)), the agent observes the process more frequently. For each path, we update the estimate \( \theta_t \) every time a new observation arrives and denote by \( \theta_T \) the final estimate of the parameter \( \theta^* \).

Table 1 reports the mean and the standard deviation of the final parameter estimates \( \theta_T \) where the process \( \theta \) follows (3.3). For example, when the arrival rate of the jumps is \( \lambda = 10, \) \( T = 80, \) and the number of time-steps (i.e., observations) is 120,000, the mean and the standard deviation of the 1,000 final estimates \( \theta_T \) are 2.80 and 0.29, respectively. We observe that as the number of time-steps increases, the standard deviation of the estimates \( \theta_T \) decreases because the agent employs more observations to estimate the unknown parameter \( \theta^* \).

Similarly, Table 2 reports the mean and the standard deviation of the final parameter estimates \( \theta_T \) when the agent employs the estimator in (3.4). For example, when the arrival rate of the jumps is \( \lambda = 10, \) \( T = 80, \) and the number of time-steps (i.e., observations) is 120,000, the mean and the standard deviation of the 1,000 final estimates \( \theta_T \) are 2.72 and 0.09, respectively. Note that in all the simulations we run, this estimator converges quicker, and with a lower standard deviation, than the estimator that employs the raw data; i.e., without filtering the jumps – we return to this point at the end of the section.

As time evolves, we track the accuracy of the estimate \( \theta_t \) for \( t \in [0, T] \) with \( T = 150 \). We perform 500 simulations and the number of time-steps in each simulation is 1,500,000. The time \( t \) percent error of the estimate is the average of 100 \(|\theta_t - \theta^*|/\theta^*\) for the simulated paths, see Figures 1 and 2 for the estimator using raw data and filtered data respectively. Clearly, as the agent collects more information about the process \( X \), the estimate of the unknown parameter \( \theta^* \) improves.

### 3.2. Bimodal process

The process \( X_t \) follows:

\[
dX_t = -\theta^* X_t^3 \, dt + \sigma \, dB_t + dL_t,
\]

where the unknown drift coefficient \( \theta^* = 2.7, \sigma = 2, \) \( B = (B_t)_{t \geq 0} \) is a Brownian motion and \( L = (L_t)_{t \geq 0} \) is a compensated Poisson process with arrival rate \( \lambda \). Again, the second equation of (3.5) uses to align the equation with (1.1). Substitute the function \( b(x, \theta) = -\theta x^3 \) into (1.9), the first SGDCT estimator has the form

\[
d\theta_t = \beta_t \left[ -\frac{X_t^3}{\sigma^2} \, dX_t - \frac{\theta_t X_t^6}{\sigma^2} \, dt \right],
\]

(3.6)
<table>
<thead>
<tr>
<th>$\theta_T$</th>
<th>$\theta_T$</th>
<th>$\theta_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>75000</td>
<td>3.04</td>
</tr>
<tr>
<td>150000</td>
<td>3.14</td>
<td>0.65</td>
</tr>
<tr>
<td>225000</td>
<td>3.07</td>
<td>0.67</td>
</tr>
<tr>
<td>25</td>
<td>125000</td>
<td>3.02</td>
</tr>
<tr>
<td>250000</td>
<td>2.98</td>
<td>0.52</td>
</tr>
<tr>
<td>375000</td>
<td>2.97</td>
<td>0.53</td>
</tr>
<tr>
<td>35</td>
<td>175000</td>
<td>2.82</td>
</tr>
<tr>
<td>350000</td>
<td>2.93</td>
<td>0.44</td>
</tr>
<tr>
<td>525000</td>
<td>2.76</td>
<td>0.44</td>
</tr>
<tr>
<td>50</td>
<td>250000</td>
<td>2.80</td>
</tr>
<tr>
<td>250000</td>
<td>2.79</td>
<td>0.33</td>
</tr>
<tr>
<td>750000</td>
<td>2.77</td>
<td>0.39</td>
</tr>
<tr>
<td>80</td>
<td>400000</td>
<td>2.80</td>
</tr>
<tr>
<td>800000</td>
<td>2.82</td>
<td>0.32</td>
</tr>
<tr>
<td>1200000</td>
<td>2.77</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Table 1. Mean and standard deviation of $\theta_T$ (1,000 simulations) with estimator (3.3) when $X$ follows the OU-type process in (3.2), where $\sigma = 1$, $\lambda = 10, 30, 50$, $\theta^* = 2.7$, and $\theta_0 = 4$.

<table>
<thead>
<tr>
<th>$\theta_T$</th>
<th>$\theta_T$</th>
<th>$\theta_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>75000</td>
<td>2.73</td>
</tr>
<tr>
<td>150000</td>
<td>2.73</td>
<td>0.22</td>
</tr>
<tr>
<td>225000</td>
<td>2.76</td>
<td>0.21</td>
</tr>
<tr>
<td>25</td>
<td>125000</td>
<td>2.71</td>
</tr>
<tr>
<td>250000</td>
<td>2.72</td>
<td>0.16</td>
</tr>
<tr>
<td>375000</td>
<td>2.75</td>
<td>0.17</td>
</tr>
<tr>
<td>35</td>
<td>175000</td>
<td>2.73</td>
</tr>
<tr>
<td>350000</td>
<td>2.70</td>
<td>0.14</td>
</tr>
<tr>
<td>525000</td>
<td>2.73</td>
<td>0.15</td>
</tr>
<tr>
<td>50</td>
<td>250000</td>
<td>2.68</td>
</tr>
<tr>
<td>500000</td>
<td>2.72</td>
<td>0.11</td>
</tr>
<tr>
<td>750000</td>
<td>2.74</td>
<td>0.11</td>
</tr>
<tr>
<td>80</td>
<td>400000</td>
<td>2.71</td>
</tr>
<tr>
<td>800000</td>
<td>2.71</td>
<td>0.09</td>
</tr>
<tr>
<td>1200000</td>
<td>2.72</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 2. Mean and standard deviation of $\theta_T$ (1,000 simulations) with the second estimator (3.4) when $X$ follows the OU-type process in (3.2), where $\sigma = 1$, $\lambda = 10, 30, 50$, $\theta^* = 2.7$, and $\theta_0 = 4$. 
Figure 1. The y-axis shows the mean of the percent error $100|\hat{\theta} - \theta^*|/\theta^*$ for 500 simulations of the path of $X$ in (3.2). The x-axis is log of time, $T = 150$ with 1,500,000 observations. We use the estimator in (3.3), which uses raw data.
Figure 2. The $y$-axis shows the mean of the percent error $100\left(\hat{\theta} - \theta^*\right)/\theta^*$ for 500 simulations of the path of $X$ in (3.2). The $x$-axis is log of time, $T = 150$ with 1,500,000 observations. We use the estimator in (3.4), which uses filtered data.
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Table 3. Mean and standard deviation of $\theta_T$ (1,000 simulations) with estimator that uses raw data for the Bimodal process in (3.5) with $\sigma = 2$, $\lambda = 10, 30, 50$, $\theta^* = 2.7$, and $\theta_0 = 4$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>Steps (observations)</th>
<th>$\theta_T$ mean</th>
<th>$\theta_T$ std dev</th>
<th>$\theta_T$ mean</th>
<th>$\theta_T$ std dev</th>
<th>$\theta_T$ mean</th>
<th>$\theta_T$ std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>75000</td>
<td>3.18</td>
<td>0.50</td>
<td>3.57</td>
<td>0.82</td>
<td>3.93</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>150000</td>
<td>3.21</td>
<td>0.50</td>
<td>3.47</td>
<td>0.78</td>
<td>4.02</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>225000</td>
<td>3.10</td>
<td>0.47</td>
<td>3.52</td>
<td>0.87</td>
<td>3.96</td>
<td>0.96</td>
</tr>
<tr>
<td>25</td>
<td>125000</td>
<td>2.99</td>
<td>0.42</td>
<td>3.31</td>
<td>0.61</td>
<td>3.68</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>250000</td>
<td>2.97</td>
<td>0.43</td>
<td>3.31</td>
<td>0.66</td>
<td>3.62</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>375000</td>
<td>3.02</td>
<td>0.43</td>
<td>3.28</td>
<td>0.65</td>
<td>3.53</td>
<td>0.81</td>
</tr>
<tr>
<td>35</td>
<td>175000</td>
<td>2.91</td>
<td>0.37</td>
<td>3.13</td>
<td>0.54</td>
<td>3.38</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>350000</td>
<td>2.90</td>
<td>0.33</td>
<td>3.26</td>
<td>0.53</td>
<td>3.40</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>525000</td>
<td>2.94</td>
<td>0.35</td>
<td>3.18</td>
<td>0.51</td>
<td>3.39</td>
<td>0.76</td>
</tr>
<tr>
<td>50</td>
<td>250000</td>
<td>2.88</td>
<td>0.30</td>
<td>3.01</td>
<td>0.48</td>
<td>3.23</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>500000</td>
<td>2.86</td>
<td>0.32</td>
<td>3.00</td>
<td>0.43</td>
<td>3.23</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>750000</td>
<td>2.88</td>
<td>0.30</td>
<td>3.06</td>
<td>0.44</td>
<td>3.19</td>
<td>0.57</td>
</tr>
<tr>
<td>80</td>
<td>400000</td>
<td>2.77</td>
<td>0.22</td>
<td>2.89</td>
<td>0.39</td>
<td>3.06</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>800000</td>
<td>2.83</td>
<td>0.27</td>
<td>2.96</td>
<td>0.40</td>
<td>3.01</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>1200000</td>
<td>2.79</td>
<td>0.25</td>
<td>2.92</td>
<td>0.40</td>
<td>3.04</td>
<td>0.49</td>
</tr>
</tbody>
</table>

and the second SGDCT estimator is

$$d\theta_t = \beta_t \left[ \frac{X_t^3}{\sigma^2} dX_t - \frac{\lambda X_t^3}{\sigma^2} dt - \frac{\theta_t X_t^6}{\sigma^2} dt \right], \tag{3.7}$$

both with initial condition $\theta_0 = 4$, and learning rate $\beta_t = 1/(1 + t)$. As above, Tables 3 and 4 report the results of 1,000 simulations, and Figures 3 and 4 show the percent error of the estimation as time evolves for the estimator using raw data and filtered data, respectively. The interpretation of the results is similar to that provided in the examples above.

Finally, we remark that in the two examples we discuss, the estimator that employs the filtered data converges considerably faster, and with lower standard deviation, than the estimator that uses the raw data. Clearly, the jumps affect the performance of the estimator. Everything else being equal, when the value of the arrival rate $\lambda$ increases, the unbiased noise that stems from the compensated jump component in the process $X$ increases the variance of the estimator $\theta_t$. Thus, the estimator that uses the raw data is noisier and takes longer to converge.

4. Conclusions and future research

In this paper, we showed the convergence of the SGDCT algorithm to estimate the drift parameter of a jump-diffusion process. Our paper is an extension to the work of Sirignano and Spiliopoulos (2017a). We proposed two estimators: an estimator that uses
Table 4. Mean and standard deviation of $\theta_T$ (1,000 simulations) with estimator that uses filtered data for the Bimodal process in (3.5) with $\sigma = 2$, $\lambda = 10, 30, 50$, $\theta^* = 2.7$, and $\theta_0 = 4$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>Steps (observations)</th>
<th>$\theta_T$ mean</th>
<th>$\theta_T$ std dev</th>
<th>$\theta_T$ mean</th>
<th>$\theta_T$ std dev</th>
<th>$\theta_T$ mean</th>
<th>$\theta_T$ std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>75000</td>
<td>2.73</td>
<td>0.18</td>
<td>2.65</td>
<td>0.20</td>
<td>2.65</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>150000</td>
<td>2.75</td>
<td>0.18</td>
<td>2.75</td>
<td>0.19</td>
<td>2.71</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>225000</td>
<td>2.74</td>
<td>0.20</td>
<td>2.71</td>
<td>0.18</td>
<td>2.71</td>
<td>0.17</td>
</tr>
<tr>
<td>25</td>
<td>125000</td>
<td>2.71</td>
<td>0.14</td>
<td>2.70</td>
<td>0.13</td>
<td>2.75</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>250000</td>
<td>2.73</td>
<td>0.13</td>
<td>2.71</td>
<td>0.14</td>
<td>2.71</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>375000</td>
<td>2.70</td>
<td>0.15</td>
<td>2.69</td>
<td>0.15</td>
<td>2.71</td>
<td>0.14</td>
</tr>
<tr>
<td>35</td>
<td>175000</td>
<td>2.73</td>
<td>0.13</td>
<td>2.65</td>
<td>0.17</td>
<td>2.55</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>350000</td>
<td>2.71</td>
<td>0.11</td>
<td>2.71</td>
<td>0.11</td>
<td>2.71</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>525000</td>
<td>2.73</td>
<td>0.13</td>
<td>2.70</td>
<td>0.12</td>
<td>2.71</td>
<td>0.12</td>
</tr>
<tr>
<td>50</td>
<td>250000</td>
<td>2.71</td>
<td>0.12</td>
<td>2.64</td>
<td>0.12</td>
<td>2.52</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>500000</td>
<td>2.72</td>
<td>0.10</td>
<td>2.69</td>
<td>0.09</td>
<td>2.66</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>750000</td>
<td>2.72</td>
<td>0.10</td>
<td>2.70</td>
<td>0.10</td>
<td>2.71</td>
<td>0.11</td>
</tr>
<tr>
<td>80</td>
<td>400000</td>
<td>2.69</td>
<td>0.08</td>
<td>2.62</td>
<td>0.12</td>
<td>2.53</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>800000</td>
<td>2.70</td>
<td>0.09</td>
<td>2.68</td>
<td>0.10</td>
<td>2.68</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>1200000</td>
<td>2.70</td>
<td>0.08</td>
<td>2.68</td>
<td>0.08</td>
<td>2.67</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Figure 3. The y-axis shows the mean of the percent error $100|\hat{\theta} - \theta^*|/\theta^*$ for 500 simulations of the path of $X$ in (3.5). The x-axis is log of time, $T = 150$ with 1,500,000 observations. We use the estimator in (3.6), which uses raw data.
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Figure 4. The y-axis shows the mean of the percent error $100\left|\hat{\theta} - \theta^*\right|/\theta^*$ for 500 simulations of the path of $X$ in (3.5). The x-axis is log of time, $T = 150$ with 1,500,000 observations. We use the estimator in (3.7), which uses filtered data.
the raw data, and another that filters the jumps of the jump-diffusion process before estimating the drift parameter.

Our estimators are desirable because online updates are more computationally efficient than offline updates. As new observations arrive, the online estimator is updated, while offline algorithms solve a new optimisation problem to estimate the unknown parameter.

We employed simulations to illustrate the performance of the estimators. We see that when the agent filters the jumps in the process, the estimator converges quicker than when the agent employs the raw data (i.e., without filtering jumps).

The SGDCT estimator is well-suited for the recent advances in control theory that focus on adaptive robust control to obtain strategies robust to model uncertainty, see Bielecki et al. (2017). The adaptive control framework requires an estimator that is continuously updated with the arrival of new information and also requires that the coupled process \((X_t, \theta_t)_{t \geq 0}\) is Markov. The SGDCT algorithm we developed here meets both requirements.

The online estimators may be employed in many financial problems where prices, or other observed variables, follow jump-diffusion processes. For example, in high-frequency trading, many models assume that the midprice follows, over a short-period of time, an OU-type process. A similar application is in pairs trading, where a linear combination of two or more assets follows an OU-type process, see Cartea et al. (2015). In both cases, the success of these high-frequency trading strategies relies on being able to estimate the drift of a process. An important advantage of our estimator is that the estimates of the drift are quickly updated with the arrival of every innovation in the prices of the assets, so the strategies can be implemented in real time.

Finally, there are a number of future research directions. For example, one may analyse the statistical properties of the jump-diffusion SGDCT we presented here. If the function \(b\) is convex, one could follow the same argument as that in Sirignano and Spiliopoulos (2017b) to prove the central limit theorem of the estimator in (1.9). Although most of the proof of this extension would follow from standard results on the property of jump-diffusion processes, one would still require the proof of the convergence of the term in (2.2). Also, it would be interesting to study the jump-diffusion filtering problem where the agent partially observes the process.
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Appendix A

A.1 Proof of Lemma 2.8

The existence and uniqueness of the invariant measure $\pi^{\theta^*}$ and the existence of moments of all orders of the process $X$ follow directly from Lemma 2.1 in Gloter et al. (2018). By Condition 2.3, the Condition (CD3) in Meyn and Tweedie (1993) holds when $V(x) = |x|^p$. Due to Condition 2.2 and Theorem 6.1 in Meyn and Tweedie (1993), there exist positive constants $C_1$ and $C_2$, such that

$$\left\| P_{\theta^*,t} (x, \cdot) - \pi^{\theta^*} (\cdot) \right\|_{1+|x|^p} \leq C_1 f(x) e^{-C_2 t}, \quad (A.1)$$

where $f(x) = 1 + |x|^p$. This proves the first part of Lemma 2.8. Next, we use the comparison argument on the stochastic differential equation with Condition 2.6, see Appendix A.1 in Sirignano and Spiliopoulos (2017b) and Theorem 3.1 in Peng and Zhu (2006), to show that the process $\theta_t$ has moments of all orders.

A.2 Proof of Lemma 2.12

We recall the notation from Wang (2010). Under the non-degenerate assumption on the diffusion part of the process $X$ in (1.1), there exists $\lambda \geq 0$, such that $\langle \sigma(x) \sigma(x)^T h, h \rangle \geq \lambda |h|^2$ for all $x$ and $h$. Denote by $\sigma_\lambda$ the unique symmetric nonnegative definite matrix-valued function, such that $\sigma_\lambda^2 = \sigma^2 - \lambda I$, where $I$ is the identity matrix. For $x$ and $y$, define

$$\alpha(x, y) = \frac{1}{2} \| \sigma_\lambda(x) - \sigma_\lambda(y) \|^2, \quad B(x, y, \theta^*) = \langle b(x, \theta^*) - b(y, \theta^*), x - y \rangle,$$

$$\| \nu(x, \cdot) - \nu(y, \cdot) \|_{\text{Var}_{>1}} = \int_{|z|>1} |\nu(x, dz) - \nu(y, dz)|,$$

$$\| \tilde{\nu}(x, \cdot) - \tilde{\nu}(y, \cdot) \|_{\text{Var}_{\geq 1}} = \frac{1}{2} \int_U |\xi(x, z) - \xi(y, z)|^2 M(dz).$$

We have that $\| \nu(x, \cdot) - \nu(y, \cdot) \|_{\text{Var}_{>1}} = 0$ because the Lévy measure $\nu(\cdot, \cdot)$ does not depend on the first variable. Moreover, the value $\| \tilde{\nu}(x, \cdot) - \tilde{\nu}(y, \cdot) \|_{\text{Var}_{\geq 1}}$ is bounded by $C |x - y|^2$ for some positive constant $C$. Let

$$K(x, y, \theta^*) = \frac{\alpha_{\lambda}(x, y) + B(x, y, \theta^*) + \| \tilde{\nu}(x, \cdot) - \tilde{\nu}(y, \cdot) \|_{\text{Var}_{\geq 1}}}{|x - y|^2 (1 + |x - y|)} + \frac{\| \nu(x, \cdot) - \nu(y, \cdot) \|_{\text{Var}_{>1}}}{|x - y|}.$$  

(A.3)

To apply Theorem A.4, it suffices to show that there exist $\delta \in (0, 1)$ and a constant $C_\delta \geq 0$, such that for any $x, y \in \mathbb{R}^d$ with $|x - y| \leq \delta$,

$$(K(x, y, \theta^*) + C_\delta) |x - y| \leq \frac{2 \lambda}{1 + |x - y|^2}.$$  

(A.4)
From Condition 2.5 let \( \lambda = C_1/2 \) where \( C_1 \leq \sigma^2(x) \). From Condition 2.1, we have that

\[
\alpha_\lambda(x,y) = \frac{1}{2} \left\| \sigma_\lambda(x) - \sigma_\lambda(y) \right\|^2 = \frac{1}{2} \left( \frac{\sigma^2_\lambda(x) - \sigma^2_\lambda(y)}{\sigma_\lambda(x) + \sigma_\lambda(y)} \right)^2 \leq C_L \left( \frac{\sigma(x) + \sigma(y)}{\sigma(x) + \sigma(y)} \right)^2 |x - y|^2 \leq \tilde{C}_1 |x - y|^2 ,
\]

(A.5)

where \( C_L \) is Lipschitz coefficient of \( \sigma(x) \) and for all \( |x - y| \leq 1 \)

\[
B(x, y, \theta^*) = \langle b(x, \theta^*) - b(y, \theta^*), x - y \rangle \leq \tilde{C}_2 |x - y|^2 ,
\]

(A.6)

where \( \tilde{C}_1 \) and \( \tilde{C}_2 \) are positive constants that do not depend on \( x, y \). We choose \( \delta = \min \{ 2 \lambda / (C + \tilde{C}_1 + \tilde{C}_2),1 \} \) and \( C_\delta = 0 \), therefore for all \( x \) and \( y \), such that \( |x - y| \leq \delta \), we have that

\[
K(x, y, \theta^*) + C_\delta \leq \frac{C + \tilde{C}_1 + \tilde{C}_2}{1 + |x - y|} |x - y| \leq \frac{\delta (C + \tilde{C}_1 + \tilde{C}_2)}{1 + |x - y|^2} \leq \frac{2 \lambda}{1 + |x - y|^2} .
\]

(A.7)

Thus, (A.3) holds and we use Theorem A.4 to show the locally Lipschitz property of the function \( P_t f(x, \theta) \). Let \( x, y \) be any two points and define

\[
\tilde{f}(u, \theta) := \begin{cases} f(m, \theta) , & m \in [x, y] , \\ f(y, \theta) , & m > y , \\ f(x, \theta) , & m < x . \end{cases}
\]

It is not hard to show that the function \( \tilde{f} \) is Lipschitz with the constant bounded by \( C (1 + |x|^q + |y|^q) \). The result of the lemma follows directly from Theorem A.4.

### A.3 Further lemmas and theorem

**Lemma A.1.** Suppose that Conditions 2.1 to 2.5 hold. Then for all \( p > 0 \) and all \( t \), there exists a constant \( K > 0 \), such that

\[
\mathbb{E}_x \left[ \sup_{0 \leq s \leq t} |X_s|^p \right] \leq K t^{1/2} .
\]

**Proof.** From Lemma 2.8, we have

\[
\mathbb{E}_x |X_t|^{2p} \leq C \left( 1 + |x|^{2p} \right).
\]

Let \( f(x) = |x|^{2p} \) and use Itô’s lemma to write

\[
f(X_t) = f(x) + \int_0^t A f(X_s) \, ds + G_t + J_t ,
\]

where

\[
\mathbb{E}_x \left[ \sup_{0 \leq s \leq t} |J_s|^p \right] \leq K t^{1/2} .
\]
where $A$ is the infinitesimal generator of the process $X$

$$
G_t := \int_0^t \nabla f(X_s) \sigma(X_s) dB_s,
$$

$$
J_t := \int_0^t \int \mathbf{1}_{|z| \leq 1}(z)(f(X_{s-} + \xi(X_{s-}, z)) - f(X_{s-})) \tilde{\mu}(ds, dz)
+ \int_0^t \int \mathbf{1}_{|z| > 1}(z)(f(X_{s-} + \xi(X_{s-}, z)) - f(X_{s-})) \tilde{\mu}(ds, dz)
= J_1^t + J_2^t,
$$

(A.8)

where $J_1^t$ and $J_2^t$ represent the two double integrals, respectively, in the equation above.

Therefore, we have the following bound:

$$
\mathbb{E}_x \left[ \sup_{0 \leq s \leq t} f(X_s) \right] \leq f(x) + \int_0^t \mathbb{E}_x \left[ |A f(X_s)| \right] ds + \mathbb{E}_x \left[ \sup_{0 \leq s \leq t} G_t \right] + \mathbb{E}_x \left[ \sup_{0 \leq s \leq t} J_t \right].
$$

(A.9)

Next, consider the second, third, and fourth terms on the right-hand side of (A.9). The quantity $|A f(X_s)|$ in the second term obeys the upper bound:

$$
|A f(X_s)| \leq 2p |X_s|^{2p-2} \langle X_s, b(X_s) \rangle
+ p |X_s|^{2p-2} \text{Tr} \left( (p - 2) |X_s|^d \sigma(X_s)^d |X_s|^{-2} + I_d \right) \sigma(X_s)^2
+ \int \left( f(X_s + \xi(X_s, z)) - f(X_s) - \nabla f(X_s) \xi(X_s, z) \mathbf{1}_{|z| \leq 1}(z) \right) \nu(dz)
\leq C_1 |X_s|^{2p},
$$

(A.10)

where the last inequality follows from the condition 2.3. Therefore, by Lemma 2.8, we obtain

$$
\int_0^t \mathbb{E}_x \left[ |A f(X_s)| \right] ds \leq C_1 t (1 + |x|^{2p}).
$$

(A.11)

To bound the third term, employ the BDG inequality to write

$$
\mathbb{E}_x \left[ \sup_{0 \leq s \leq t} G_t \right] \leq C \mathbb{E}_x \left[ |G_t|^{1/2} \right]
= C \mathbb{E}_x \left[ \int_0^t |X_s|^{4p-4} X_s^\top \sigma(X_s) \sigma(X_s)^\top X_s ds \right]^{1/2}
\leq C_2 \mathbb{E}_x \left[ \int_0^t |X_s|^{4p-2} ds \right]^{1/2} \leq C_3 t^{1/2} (1 + |x|^{4p-2})^{1/2},
$$

(A.12)

where $C_3$ is a constant that does not depend on $x$ and $t$, the fourth inequality follows from the boundedness of $\sigma(x)$, and the last inequality follows from Lemma 2.8.
To bound the forth term, recall that $J_t = J_t^1 + J_t^2$ and apply the BDG inequality to the jump part $J_t^2$ and write

\[
E_x \left[ \sup_{0 \leq s \leq t} J_t^1 \right] \leq C E_x \left[ |J^1|^{1/2} \right] \\
= C E_x \left[ \int_0^t \int 1_{\|z\| \leq 1} (z) \left( f(X_{s-} + \xi(X_{s-}, z)) - f(X_{s-}) \right)^2 \nu(dz) \, ds \right]^{1/2}.
\]

For $|z| \leq 1$, from the elementary inequality $|x + y|^p \leq 2^p \left( |x|^p + |y|^p \right)$, we have that

\[
|f(X_{s-} + \xi(X_{s-}, z)) - f(X_{s-})| \leq C \left( |X_{s-}|^{2p} + |\xi(X_{s-}, z)|^{2p} \right)
\]

\[
\leq C_3 \left( |X_{s-}|^{2p} + |X_{s-}|^{2p} \right),
\]

where the last inequality follows from Condition 2.3. Therefore, based on the last two inequalities we write

\[
E_x \left[ \sup_{0 \leq s \leq t} J_t^1 \right] \leq C E_x \left[ \int_0^t \int 1_{\|z\| \leq 1} |X_{s-}|^{4p} \nu(dz) \, ds \right]^{1/2}
\]

\[
\leq C \left( \int_0^t E_x |X_{s-}|^{4p} \, ds \right)^{1/2} \leq C t^{1/2} \left( 1 + |x|^{4p} \right)^{1/2}.
\]

Similarly, for the jump part $J_t^2$, by the BDG inequality, we have that

\[
E_x \left[ \sup_{0 \leq s \leq t} J_t^2 \right] = C E_x \left[ \int_0^t \int 1_{\|z\| > 1} (z) \left( f(X_{s-} + \xi(X_{s-}, z)) - f(X_{s-}) \right)^2 \nu(dz) \, ds \right]^{1/2}
\]

\[
\leq C E_x \left[ \int_0^t \int 1_{\|z\| > 1} (z) \left( |X_s|^{4p} + |\xi(X_{s-}, z)|^{4p} \right) \nu(dz) \, ds \right]^{1/2}
\]

\[
\leq C E_x \left[ \int_0^t \int 1_{\|z\| > 1} (z) |X_s|^{4p} (1 + |z|^{4p}) \nu(dz) \, ds \right]^{1/2}
\]

\[
\leq C t^{1/2} \left( 1 + |x|^{4p} \right)^{1/2},
\]

because the value $\int |z|^{4p} \nu(dz)$ is finite from Condition 2.3.

Therefore, to finalise the proof of the lemma, combine equations (A.11), (A.12), (A.13), (A.14) to show that for all $t > 0$,

\[
E_x \left[ \sup_{0 \leq s \leq t} |X_s|^p \right] \leq E_x \left[ \sup_{0 \leq s \leq t} |X_s|^{2p} \right]^{1/2} \leq K t^{1/2},
\]
for some constant $K$.

\[ \hat{X}_t = X_{T-t} \quad \text{and} \quad \hat{X}_t = \hat{X}_{t+} \]

Then, the result follows directly from the proof of Theorem 4.6 in Errami et al. (2002).

**Lemma A.3. Convergence of the function $\tilde{G}$.** We have that

\[ \lim_{k \to \infty} \int_0^t \nabla_x G^k(X_s, \theta) \, d[X, B]_s = \int_0^t \tilde{G}(X_s, \theta) \, d[X, B]_s. \]  \hfill (A.15)

**Proof.** Let $H(x, \theta) := \lim_{k \to \infty} \nabla_x G^k(x, \theta)$. The function $H$ is a weak derivative with respect to $x$ of the function $G(x, \theta)$. Therefore, for each $\theta$, $H(x, \theta) = \tilde{G}(x, \theta)$ almost everywhere. Moreover, we have that the functions $H(x, \theta)$ and $\nabla_x G^k(x, \theta)$ are uniformly dominated by $C (1 + |x|^q)$ by an elementary calculation. Next, we apply the dominated convergence theorem to obtain

\[ \lim_{k \to \infty} \int_0^t \nabla_x G^k(X_s, \theta) \, d[X, B]_s = \int_0^t H(X_s, \theta) \, d[X, B]_s, \]  \hfill (A.16)

$\mathbb{P}$-almost surely because the function $\nabla_\theta G^k$ is dominated by $C (1 + |x|^q)$.

Now, it remains to show that

\[ \int_0^t H(X_s, \theta) \, d[X, B]_s = \int_0^t \tilde{G}(X_s, \theta) \, d[X, B]_s. \]

By the Cauchy–Schwarz inequality, we have

\[
\mathbb{E} \left[ \int_0^t \left( H(X_s, \theta) - \tilde{G}(X_s, \theta) \right) \, d[X, B]_s \right]^2 
\leq \mathbb{E} \left[ \int_0^t \left( H(X_s, \theta) - \tilde{G}(X_s, \theta) \right)^2 \, d[X, B]_s \right] \mathbb{E} \left[ \int_0^t 1_{\{X_s \notin \text{diff}(G)\}} \, d[X, B]_s \right],
\]

where $1_{\{x \notin \text{diff}(G)\}}$ is 1 when the function $G$ is differentiable at $x$ and 0 otherwise. Note that the first expectation is finite because the function $H$ and $\tilde{G}$ are dominated by $C (1 + |x|^q)$ and the second expectation is equal to zero (see Theorem 1.2 in Lowther (2010)). This implies that

\[ \int_0^t H(X_s, \theta) \, d[X, B]_s = \int_0^t \tilde{G}(X_s, \theta) \, d[X, B]_s \]  \hfill (A.18)

$\mathbb{P}$-almost surely.
We use the theorem below (Theorem 2.2 in Wang (2010)) in the proof of Lemma 2.12.

**Theorem A.4.** Suppose Conditions 2.1 to 2.6 hold. Let the function $f$ be Lipschitz and let $t \geq 0$. If the process $X_t$ follows (1.1), then

$$\left| \mathbb{E}^x f(X_t) - \mathbb{E}^y f(X_t) \right| \leq \begin{cases} (2 + \delta^{-1}) \exp(-C\delta t) C(f) |x - y|, & |x - y| \leq \delta \\ 2 \delta^{-1} \|f\| |x - y|, & |x - y| > \delta, \end{cases}$$

where $\mathbb{E}^x f(X_t) = \mathbb{E} [f(X_t) | X_0 = x]$, $\|f\|$ is the supremum norm of the function $f$, and $C(f)$ depends on $\|f\|$ and the Lipschitz constant of $f$.

**Definition A.5.** Let $\nu$ be a (non-negative) measure on a measurable space $(X, \Sigma)$. The support of $\nu$ is a subset of the $\sigma$-algebra $\Sigma$, which is given by

$$\text{supp}(\nu) = \left\{ A \in \Sigma \mid \nu(A) > 0 \right\},$$

where $\overline{B}$ is the closure of the set $B$ for $B \in \Sigma$. 