A $k$-points-based distance for robust geometric inference.
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Analyzing the sub-level sets of the distance to a compact submanifold of $\mathbb{R}^d$ is a common method in topological data analysis, to understand its topology. Therefore, topological inference procedures usually rely on a distance estimate based on $n$ sample points [43]. In the case where sample points are corrupted by noise, the distance-to-measure function (DTM, [16]) is a surrogate for the distance-to-compact-set function. In practice, approximating the homology of its sub-level sets requires to compute the homology of unions of $n$ balls ([29, 13]), that might become intractable whenever $n$ is large. To simultaneously face the two problems of a large number of points and noise, we introduce the $k$-power-distance-to-measure function ($k$-PDTM). This new surrogate for the distance-to-compact is a $k$-points-based approximation of the DTM. These $k$ points are minimizers of a robustified version of the classical $k$-means criterion [35]. The sublevel sets of the $k$-PDTM consist in unions of $k$ balls, and this distance is also proved robust to noise. We assess the quality of this approximation for $k$ possibly drastically smaller than $n$, and provide an algorithm to compute this $k$-PDTM from a sample. Numerical experiments illustrate the good behavior of this $k$-points approximation in a noisy topological inference framework.
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1. Introduction

Geometric and topological inference consist in recovering geometric and topological features of a compact set (e.g. a compact submanifold in $\mathbb{R}^d$) such as its intrinsic dimension, its curvature or its homology (number of connected components, loops, voids etc.), from a set of $n$ points sampled nearby. In statistics, such information is relevant, both to identify structures in datasets and to post process the data, be it in shape matching, classification or reconstruction etc. Methods of topological data analysis apply to numerous domains such as biology [30] or materials science [21], to name a few.

The information supplied by the homology is varied. The number of connected components is strongly related to the number of clusters in which the sample could be split. Other homological features may help determining the true number of parameters required
to describe the data. In particular, a widespread objective in topological inference consists
in the construction, from a dataset, of approximations of the (possibly fictive) underlying
compact set, with the correct homology. In line with current questions in statistics, in the
domain of signal compression for instance, with wavelet compression, image segmentation
e tc., more interest should be payed to approximations that have a low storage cost. This
paper provides results in this direction, in a noisy framework, via distance functions.

Let \( M \subset \mathbb{R}^d \) be a compact set whose geometry and topology are to be inferred from an
\( n \)-sample \( X_n = \{X_1, X_2, \ldots, X_n\} \) drawn on \( M \). The pioneering work [39] has paved the way
of topological inference, showing that the Devroye-Wise estimator \( \bigcup_{i=1}^{n} B(X_i, r) \), the union
of closed Euclidean balls of radius \( r \) centered at sampled points, has the same homology as
\( M \), provided that \( M \) is a compact submanifold and \( r \) is well-chosen according to \( n \). This
result can be thought of as a particular instance of topological inference based on distance
estimation: if \( d_M \) denotes the distance to \( M \), then \( \hat{d}_M \) is inferred via \( \hat{d}_{X_n} \), the distance to
sample points. The method exposed in [39] then boils down inferring the homology of the
\( 0 \)-sublevel set of \( d_M \), \( d_M^{-1}((-\infty, 0]) \), from the homology of the \( r \)-sublevel set of \( \hat{d}_{X_n} \). A general
framework for geometric inference based on distance function estimation can be found in
[16]. In a nutshell, [16, Proposition 4.3] states that if \( \hat{d} \) is an estimator for \( d_M \) and \( M \) is
smooth enough, then, for some \( r > 0 \), the \( r \)-sublevel set of \( \hat{d} \) has the same homology as \( M \)
provided that \( \|d_M - \hat{d}\|_\infty \) is small enough.

This distance estimation problem has been thoroughly investigated through the lens of
Hausdorff set estimation: indeed, if \( \hat{M} \) is a set estimator, \( \hat{d} = d_{\hat{M}} \), and \( d_M \) denotes
the Hausdorff distance, then \( d_H(\hat{M}, M) = \|\hat{d} - d_M\|_\infty \). Optimal rates of convergence for
\( \|\hat{d} - d_M\|_\infty \), in terms of sample size \( n \) have been derived under various types of regularity
assumptions on \( M \) and noise conditions. In the noise-free case, optimal rates for \( \|\hat{d} - d_M\|_\infty \)
are given in [41] whenever \( M \) satisfies some convexity-type assumptions, whereas [28, 31, 1, 2]
provide optimal rates when \( M \) is a smooth compact manifold. Note that, in the smooth
manifold case with noisy observations, additional results on optimal rates for Hausdorff
estimation can be found in [28]. All of these bounds can be combined with the aforementioned
result [16, Proposition 4.3] to assess that the homology of \( M \) may be retrieved from the
sublevel sets of \( \hat{d} \), provided that \( n \) is large enough.

However, when the sample size \( n \) is large, computing the homology from an \( n \)-points-based
distance estimator \( \hat{d} \) may be computationally intractable. For instance, in the simplest case
where \( \hat{d} = d_{X_n} \), a standard way to compute the homology of a sublevel set of \( d_{X_n} \) is to
build a Rips complex based on \( X_n \), whose homology can be efficiently computed [43]. The
construction of such a simplicial complex requires the computation of pairwise distances, that
is \( n^2 \) distances. To reduce this computational cost, a practical solution is to extract a corset
\( X_k \subset X_n \) such that \( \|d_{X_k} - d_M\|_\infty \) is small enough to ensure topological correctness, then
to compute a Rips complex based on \( X_k \). In the noise-free case, extracting such a corset boils
down to find an \( \varepsilon \)-covering of \( X_n \), where \( \varepsilon \) is the desired sup-norm precision. Using a
uniform grid shows that an \( \varepsilon \)-covering with \( k(\varepsilon) \leq \varepsilon^{-\frac{d}{2}} \) points at most exists, and can be
found in practice using farthest point sampling algorithm for instance [24]. Such a corset
may also be used to compute more involved estimates for \( d_M \), as in [36].

In noisy settings, with observations of the type \( X_i = Y_i + N_i \), \( Y_i \) on \( M \) and \( N_i \) denoting
Gaussian noise, using a covering of sample points as base points for a corset can lead to
arbitrarily poor estimation of \( d_M \). The goal of this paper is to nonetheless provide a corset
in such noisy situations, that is to build an approximation of \( d_M \), based on the computation
of a distance to \( k \) points, that may be proved close enough to \( d_M \) to allow further geometric
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Inference.

To be more precise, we will build our \( k \)-points distance approximation as an approximation of the distance-to-measure \([16]\), that may be thought of as a robust surrogate for \( d_M \). Namely, for a Borel probability measure \( P \) on \( \mathbb{R}^d \), a mass parameter \( h \in [0,1] \) and \( x \in \mathbb{R}^d \), the distance of \( x \) to the measure \( P \) (DTM), \( d_{P,h}(x) \) is defined by

\[
d_{P,h}^2(x) = P_{x,h} \|x - \cdot\|^2,
\]

where \( P_{x,h} \) is the probability distribution defined as the restriction of the distribution \( P \) to the ball centered at \( x \), with \( P \)-mass \( h \), and with the notation \( Qf \) for the expectation of the function \( f \) with respect to the distribution \( Q \). When \( P \) is uniform enough on \( M \) and \( M \) is regular enough, this distance is proved to approximate well the distance to \( M \) ([16, Proposition 4.9]) and is robust to noise ([16, Theorem 3.5]).

The distance-to-measure is usually inferred from \( \mathcal{X}_n \) via its empirical counterpart, called empirical DTM, replacing \( P \) by the empirical distribution \( P_n = \frac{1}{n} \sum_{i=1}^n \delta_{X_i} \), where \( \delta_x \) is the Dirac mass on \( x \). As noted in [29], the sublevel sets of empirical DTM are unions of around \( \binom{n}{q} \) balls, with \( q = hn \), which makes their computation intractable in practice. To bypass this issue, approximations of the empirical DTM have been proposed in [29] (\( q \)-witnessed distance) and [13] (power distance). Up to our knowledge, these are the only available approximations of the empirical DTM. The sublevel sets of these two approximations are union of \( n \) balls. Thus, it makes the computation of topological invariants more tractable for small data sets, from alpha-shapes for instance (see, e.g., [22]). Nonetheless, when \( n \) is large, there is still a need for an optimal set of points allowing to efficiently compute an approximation of the DTM, as pointed out in [40]. Up to our knowledge, the only results on such a reduction are on the negative side, exposing a lower bound on the number of points \( k(\varepsilon) \) that are needed to build an \( \varepsilon \)-approximation of the empirical DTM [38].

The main contribution of this paper is the construction (Section 2.3), for a distribution \( P \) and a mass parameter \( h \), of a \( k \)-power distance \( d_{P,h,k} \) of the form

\[
d_{P,h,k}(x) = \sqrt{\min_{i \in [1,k]} \|x - \tau_i\|^2 + \omega_{P,h,k}^2(\tau_i)},
\]

that we call \( k \)-power-distance-to-measure, \( k \)-PDTM for short. We will prove that this \( k \)-points power distance is robust to noise (Proposition 17), and is a provably good approximation of the distance-to-measure (Proposition 14). This will allow us to give bounds on \( \|d_{P,h,k} - d_M\|_\infty \) (Proposition 18) that can be used for further topological inference based on the sublevel sets of \( d_{P,h,k} \). We then prove that its empirical counterpart \( d_{P_n,h,k} \) is an optimal approximation of \( d_{P,h,k} \) from an \( n \)-sample (Theorem 19 and Proposition 21). At last we provide a Lloyd’s type algorithm [34] to compute in practice such a \( k \)-power distance based on \( n \) sample points (Section 3.3), and numerically illustrate its good performance in a framework of topological inference (Section 4).

The paper is organized as follows. Section 2 introduces definitions, notations and base results that are required for the construction of the \( k \)-PDTM. A proper definition of \( d_{P,h,k} \) is given in Section 2.3, along with some basic properties. Section 3 exposes the main theoretical results of the paper, that consist in guarantees for the \( k \)-PDTM in a topological inference framework (Section 3.1), optimality of the sample approximation of the \( k \)-PDTM (Section 3.2), and an algorithm to compute it (Section 3.3). Numerical illustrations are given in Section 4, and Section 5, 6 gather the derivations of the main results. Proof of technical intermediate results as well as additional figures are deferred to the Appendix.
2. Notations, definitions and first results

2.1. Notations for the distance-to-measure

Throughout the paper, observations will be elements of the Euclidean space \( \mathbb{R}^d, \| \cdot \| \). The ball centered at \( c \) with radius \( r \) is denoted by \( B(c, r) = \{ x \in \mathbb{R}^d \mid \| x - c \| < r \} \) and its closure by \( B(c, r) \). The sphere is denoted by \( S(c, r) = \{ x \in \mathbb{R}^d \mid \| x - c \| = r \} \). As well, if \( A \subset \mathbb{R}^d \), \( \overline{A} \) denotes the closure of \( A \), \( A^o \) its interior, \( \partial A = \overline{A} \setminus A^o \) its boundary and \( A^c = \mathbb{R}^d \setminus A \) its complementary set in \( \mathbb{R}^d \). For any positive integer \( k \), \( \left[ 1, k \right] = \{ 1, 2, \ldots, k \} \). For any set \( A \), \( A^{(k)} \) stands for equivalence classes of \( \{ t = (t_1, t_2, \ldots, t_k) \mid \forall i \in [1, k], t_i \in A \} \), where two elements are identified whenever they are equal up to a permutation of the coordinates.

Following the quantization terminology, elements of \( (\mathbb{R}^d)^{(k)} \) are called codebooks and their \( k \) elements codepoints. For any distribution \( P \) and any integrable function \( f \), the integral of \( f \) with respect to \( P \) is denoted by \( P f \) or \( \int f(u) P(du) \). We also denote \( \sup_x |f(x)| \) by \( \| f \|_{\infty} \). For \( a, b \in \mathbb{R} \) the maximum and minimum of \( a \) and \( b \) will be denoted by \( a \vee b \) and \( a \wedge b \).

We consider probability distributions \( P \) with support \( \text{Supp}(P) \subset \mathbb{R}^d \). The family of these distributions is denoted by \( \mathcal{P}(\mathbb{R}^d) \). The subset of distributions \( P \in \mathcal{P}(\mathbb{R}^d) \) with finite moment of order 2 (\( P \| \cdot \|^2 < \infty \)) is denoted by \( \mathcal{P}_2(\mathbb{R}^d) \). The distribution whose support is to be inferred is an element of \( \mathcal{P}_K^B(\mathbb{R}^d) = \{ P \in \mathcal{P}(\mathbb{R}^d) \mid \text{Supp}(P) \subset B(0, K) \} \) for \( K > 0 \). To infer \( \text{Supp}(P) \), we use a modified version \( Q \) of \( P \). This measure \( Q \) is assumed to be sub-Gaussian with variance \( V^2 > 0 \). That is, \( Q \) is a distribution in \( \mathcal{P}(\mathbb{R}^d) \) such that

\[
Q(\overline{B}(0, t^c)) \leq \exp \left( -\frac{t^2}{2V^2} \right)
\]

for all \( t > V \). The set of such measures is denoted by \( \mathcal{P}^V(\mathbb{R}^d) \). Given \( X_n = \{ X_1, X_2, \ldots, X_n \} \) an \( n \)-sample from \( P \), we denote by \( P_n = \frac{1}{n} \sum_{i=1}^n \delta_{X_i} \), the corresponding empirical distribution.

For \( P \in \mathcal{P}_2(\mathbb{R}^d) \) and \( h \in (0, 1) \), we use the notation \( \mathcal{P}_h(P) \) for the set of distributions \( P_h = \frac{1}{h} \mu \) with \( \mu \) a submeasure of \( P \) (i.e. such that \( \mu(B) \leq P(B) \) for every Borel set \( B \subset \mathbb{R}^d \)) satisfying \( \mu(\mathbb{R}^d) = h \). The set of all of their expectations is defined by

\[
\mathcal{M}_h(P) = \{ m(P_h) \mid P_h \in \mathcal{P}_h(P) \},
\]

with the notation \( m(P_h) = \int u dP_h(du) \) for the mean of \( P_h \), \( v(P_h) = \int \| u - m(P_h) \|^2 P_h(du) \) for its variance and \( M(P_h) = \| m(P_h) \|^2 + v(P_h) \) for its order 2 moment.

Some distributions in \( \mathcal{P}_h(P) \) will be of special interest. Denote by

\[
\delta_{P, h}(x) = \inf \{ r > 0 \mid P(\overline{B}(x, r)) > h \}
\]

the smallest radius of a ball centered at \( x \in \mathbb{R}^d \) of \( P \)-mass \( h \). Then, local distributions are defined as restrictions of \( P \) to these balls.

**Definition 1.**

Let \( P \in \mathcal{P}(\mathbb{R}^d) \). The set of local distributions at a point \( x \) with mass parameter \( h \in (0, 1] \), denoted by \( \mathcal{P}_{x, h}(P) \), is the set of distributions \( P_{x, h} \) defined by \( P_{x, h} = \frac{1}{h} \mu \), where \( \mu \) satisfies:

1. \( \mu \) is a submeasure of \( P \) with \( P \)-mass \( h \): \( \frac{1}{h} \mu \in \mathcal{P}_h(P) \).
2. \( \mu \) coincides with \( P \) on \( B(x, \delta_{P, h}(x)) \).
3. \( \text{Supp}(\mu) \subset \overline{B}(x, \delta_{P, h}(x)) \).
Note that when \( P(\partial B(x, \delta_{P,h}(x))) = 0 \), the set of distributions \( P_{x,h}(P) \) is reduced to a singleton \( \{ P_{x,h} \} \) with \( P_{x,h}(B) = \frac{1}{h} P(B \cap B(x, \delta_{P,h}(x))) \), for any Borel set \( B \). Accordingly, we may define a local mean as the expectation of a local distribution, \( m(P_{x,h}) = \int uP_{x,h}(du) \) associated to some \( x \in \mathbb{R}^d \) and \( h \in (0,1] \). The set of local means of \( P \) with parameter \( h \in (0,1] \) is defined by

\[
\mathcal{M}_h(P) = \{ m(P_{x,h}) \mid x \in \mathbb{R}^d, P_{x,h} \in P_{x,h}(P) \}.
\]

**Example 2** (Uniform distribution on a circle). Let \( P = U_{S(0,1)} \), the uniform distribution on the unit sphere \( S(0,1) \subset \mathbb{R}^2 \). Then, for every \( x \neq 0 \), \( P_{x,h}(P) \) is the singleton \( \{ P_{x,h} \} \), \( P_{x,h} \) being the uniform distribution on the arc centered at \( \frac{x}{\|x\|} \) subtending an angle \( 2\pi h \). For \( x = 0 \), \( P_{0,h}(P) \) coincides with \( P_h(P) \). As a consequence, for \( x \neq 0 \), \( m(P_{x,h}) = \text{sinc}(h\pi)\frac{x}{\|x\|} \) and \( v(P_{x,h}) = 1 - \text{sinc}(h\pi)^2 \) where \( \text{sinc} : x \mapsto \frac{\sin(x)}{x} \) is the sinus cardinal function. For \( x = 0 \), the set \( \{ m(P_{0,h}) \mid P_{0,h} \in P_{x,h}(P) \} \) coincides with the ball \( \overline{B}(0, \text{sinc}(h\pi)) \) and \( v(P_{0,h}) \geq 1 - \text{sinc}(h\pi)^2 \) with equality if and only if \( P_{0,h} = P_{x,h} \) for some \( x \neq 0 \). Note that for such an example, \( \mathcal{M}_h(P) \) coincides with the set of local means \( \mathcal{M}_h(P) \).

These notions of local distributions and local means are required to define the notion of distance-to-measure.

### 2.2. Definition of the distance-to-measure (DTM)

In the framework of geometric inference, to face the non-robustness to noise of the function distance to a compact set, the notion of distance-to-measure (DTM) has been introduced in [16]. The DTM \( d_{P,h} \) is a function defined on \( \mathbb{R}^d \), associated with a probability distribution \( P \) and depending on a mass parameter \( h \in [0,1] \). Two equivalent definitions of the DTM in terms of submeasures are given in [16, Proposition 3.3]. For every \( x \in \mathbb{R}^d \), \( h \in (0,1] \) and \( P_{x,h} \in P_{x,h}(P) \),

\[
d^2_{P,h}(x) = \inf_{P_{h} \in P_{P,h}(P)} P_{h}\|x - \cdot\|^2 = P_{x,h}\|x - \cdot\|^2.
\]

Note that \( P_{x,h}\|x - \cdot\|^2 \) does not depend on the choice of \( P_{x,h} \in P_{x,h}(P) \). Indeed, if \( P_1, P_2 \) are in \( P_{x,h}(P) \), then they coincide on \( B(x, \delta_{P,h}(x)) \), and the function \( \|x - \cdot\|^2 \) is constant on \( \partial B(x, \delta_{P,h}(x)) \). Whenever \( h \) is small, the DTM provably approximates well the distance to the support of \( P \) [16, Corollary 4.8 and Proposition 4.9], when \( P \) is a uniform distribution on a submanifold for instance.

If a small \( h \) allows to approximate the distance to the support of \( P \), larger values for \( h \) make the DTM robust to small variations of the distribution \( P \), in terms of the Wasserstein metric. Indeed, according to [16], if \( P \) and \( Q \) are two probability distributions on the space \( (\mathbb{R}^d, \| \cdot \|) \) with finite second moment, then

\[
\|d_{P,h} - d_{Q,h}\|_{\infty} \leq \frac{1}{\sqrt{h}} W_2(P, Q).
\]

Let us recall that the Wasserstein metric \( W_p \) is defined, for \( p \geq 1 \), by

\[
W_p^2(P, Q) = \inf_{\pi \in \Pi(P,Q)} \mathbb{E}_{(X,Y) \sim \pi} [\|X - Y\|^p],
\]

where \( \Pi(P,Q) \) is the set of all probability measures on \( \mathbb{R}^d 	imes \mathbb{R}^d \) with marginals \( P \) and \( Q \) respectively.
where $\Pi(P,Q)$ denotes the set of distributions on $\mathbb{R}^d \times \mathbb{R}^d$ of random vectors $(X,Y)$ such that $X \sim P$ (i.e. $X$ is a random variable with distribution $P$) and $Y \sim Q$.

According to (1) and the bias-variance decomposition $P_h \|x - \cdot\|^2 = \|x - m(P_h)\|^2 + v(P_h)$, for $P_h \in \mathcal{P}_h(P)$, the distance-to-measure can be expressed as a power distance in the following Equation (4), that is as the square root of a function $f_{r,\omega} : x \mapsto \inf_{i \in I} \|x - \tau_i\|^2 + \omega_i^2$ for some set $I$, a family of centers $\tau = (\tau_i)_{i \in I}$ and weights $\omega = (\omega_i)_{i \in I}$. Namely, for every $P \in \mathcal{P}(\mathbb{R}^d)$ and $x \in \mathbb{R}^d$, we have

$$
d_{P,h}(x) = \inf_{P_h \in \mathcal{P}_h(P)} \|x - m(P_h)\|^2 + v(P_h),
$$

where the minimum is attained at any measure $P_h = P_{x,h}$ in $\mathcal{P}_{x,h}(P)$. In this case, the centers $m(P_h)$ are elements of $\mathcal{M}_h(P)$. Note that according to the second equality of Equation (1), $\mathcal{P}_h(P)$ can be replaced by $\bigcup_{x \in \mathbb{R}^d} \mathcal{P}_{x,h}(P)$ in (4), so that the centers are actually elements of $\mathcal{M}_h(P)$.

Special instances of power distances that will be of particular interest in the following are $k$-power distances, indexed on a finite set of cardinality $|I| = k$. The following example gives some intuition on why the distance-to-measure can be a convenient tool for geometric inference in noisy settings, compared to classical quantization-based approaches.

**Example 3 (Uniform distribution on a circle with noise).** Let $Q_\beta = \beta U_{S(0,1)} + (1-\beta) U_{B(0,1)}$ be a noisy version of $P = U_{S(0,1)}$, the uniform distribution on the circle, for some $\beta \in (0,1)$. According to [16, Theorem 3.5, Corollary 4.8], since $W_2(Q_\beta, P) \leq \sqrt{1 - \beta}$, we have $\|d_{Q_\beta,h} - d_{S(0,1)}\|_\infty \leq C h + \sqrt{\frac{1-\beta}{h}}$ for some $C > 0$. Thus, for $h > 81(1-\beta)$ and $1 - \beta$ small enough, [16, Theorem 4.6] ensures that the $r$-sublevel sets of $d_{Q_\beta,h}$ are homotopy equivalent to $S(0,1)$ for a range of $r$’s.

Now let $\tau^*$ be a minimizer of the $k$-means criterion $Q_\beta \min_{j \in [1,k]} \|\cdot - \tau_j\|^2$, in other words, an optimal $k$-points codebook for $Q_\beta$. The following Lemma shed some light on the approximation properties of the distance to $\tau^*$ function.

**Lemma 4.** Consider the setup in Example 3. Let $d_{\tau^*}$ denote the distance to $\tau^*$ function. Then, for $k$ large enough,

$$
\sup_{x \in S(0,1)} |d_{\tau^*}(x) - d_{S(0,1)}(x)| \leq C \left( \frac{1}{k^2} + (1 - \beta) \right)^{\frac{1}{2}}.
$$

for some constant $C > 0$. On the other hand, for every $\rho > 0$, there exists $k_{\rho,\beta}$ such that, for all $k \geq k_{\rho,\beta}$, $\tau^*$ has at least one codepoint in $B(0, \rho)$.

A direct consequence of Lemma 4 is

$$
\sup_{k \geq 0} \|d_{S(0,1)} - d_{\tau^*}\|_\infty \geq \sup_{k \geq 0} |d_{S(0,1)}(0) - d_{\tau^*}(0)| = 1.
$$

A proof of Lemma 4 is given in Section A.1 of the Appendix. The intuition behind Lemma 4 is that though optimal codebooks designed via classical quantization can yield provably good covering of topological structures such as manifolds, they are also likely to have codepoints far from the structure in some noisy cases. In this case, geometric inference based on the sublevel sets of $d_{\tau^*}$ might lead to poor results.
2.3. Definition of the k-PDTM

As illustrated above, in Example 3, the distance-to-measure may be thought of as a robustified version of the distance-to-compact-set, designed for geometric inference in noisy settings. According to (4), its sub-level sets are unions of balls centered at elements of $\mathcal{M}_h(P)$. As noted in [29], in general, for empirical distributions based on $n$ points $\{X_1, \ldots, X_n\}$, this amount of balls is finite but may be large (of order $\binom{n}{2h}$, where $h$ is the mass parameter of the DTM). Approximations of the DTM consisting in reducing this number of balls to the sample size $n$ are exposed in [29, 13]. In this paper, we propose to reduce this number of balls to some $k \in \mathbb{N}^*$ possibly much smaller than the sample size, resulting in an approximation of the distance-to-measure that we prove accurate enough for further topological inference. This section is devoted to the introduction of such an approximation, namely the k-PDTM.

The k-PDTM is an approximation of the DTM obtained after reducing the set of submeasures $P_h(P)$ (or equivalently, the set of centers $\mathcal{M}_h(P)$) to a set of $k$ well-chosen submeasures (or $k$ centers) in the definition of the DTM (4). As an answer to [40], such a set of $k$ centers may be considered as a coreset for the DTM. These $k$ submeasures are obtained by minimizing the following criterion $R$.

**Definition 5.**
For $P \in \mathcal{P}(\mathbb{R}^d)$ and $P = (P_i)_{i \in [1,k]} \in \mathcal{P}_h(P)^{(k)}$, we define $R(P)$ by

$$R(P) = \min_{i \in [1,k]} \| -m(P_i)\|_2 + v(P_i).$$

The following Proposition 6 ensures that there exist optimal submeasures with respect to the risk $R$.

**Proposition 6.**
If $P \in \mathcal{P}(\mathbb{R}^d)$, then the minimum of $R$ is attained in $\mathcal{P}_h(P)^{(k)}$. We denote by $P^*$ any such minimizer.

The proof of Proposition 6 is to be found in Section 5.1. These optimal submeasures allow us to define the k-PDTM as follows.

**Definition 7.**
The k-PDTM is any function $d_{P,h,k} : \mathbb{R}^d \rightarrow \mathbb{R}$ defined by

$$d_{P,h,k}^2(x) = \min_{i \in [1,k]} \| x - m(P_i)\|_2 + v(P_i^*),$$

for some $P^* = (P_1^*, \ldots, P_k^*) \in \arg \min_{P \in \mathcal{P}_h(P)^{(k)}} R(P)$.

The k-PDTM is a $k$-power distance whose graph lies above the graph of the DTM. It is not necessarily uniquely defined, since several minimizers of $R$ may exist. Its sublevel sets are unions of $k$ balls. Besides, the $k$ centers of the k-PDTM yield a decomposition of the space $\mathbb{R}^d$ into $k$ cells, and consequently, a decomposition of $P$ into $k$ weighted Voronoi measures.

**Definition 8.**
A set of weighted Voronoi measures associated to a distribution $P \in \mathcal{P}(\mathbb{R}^d)$, $k$ submeasures $(P_i)_{i \in [1,k]} \in \mathcal{P}_h(P)^{(k)}$ and $h \in (0,1]$ is a collection $\{\tilde{P}_{1,h}, \tilde{P}_{2,h}, \ldots, \tilde{P}_{k,h}\}$ of $k \in \mathbb{N}^*$ non-negative submeasures of $P$ such that $\sum_{i=1}^k \tilde{P}_{i,h} = P$ and

$$\forall x \in \text{Supp}(\tilde{P}_{i,h}), \| x - m(P_i)\|_2 + v(P_i) \leq \| x - m(P_j)\|_2 + v(P_j), \forall j \in [1,k].$$
Note that a set of weighted Voronoi measures can always be assigned to any $P \in \mathcal{P}_2(\mathbb{R}^d)$ and $(P_i)_{i \in [1,k]} \in \mathcal{P}_h(P)^{(k)}$. Indeed, $\mathbb{R}^d$ may be split into weighted Voronoi cells associated to the centers $(m(P_i))_{i \in [1,k]}$ and weights $(v(P_i))_{i \in [1,k]}$ ([9, Section 4.4.2]), with ties arbitrarily broken. The following key property of weighted Voronoi measures implies that minimizers $P^*$ of the criterion $R$ are actually elements of $(\bigcup_{t \in \mathbb{R}^d} \mathcal{P}_{t,h}(P))^{(k)}$.

**Proposition 9.**

Let $P \in \mathcal{P}_2(\mathbb{R}^d)$, and $(P_i)_{i \in [1,k]} \in \mathcal{P}_h(P)^{(k)}$. Let $Q_1, \ldots, Q_k$ be such that $Q_i \in \mathcal{P}_{m(\tilde{P}_{i,h}),h}(P)$, for $i = 1, \ldots, k$. Then

$$R(Q_1, \ldots, Q_k) \leq R(P_1, \ldots, P_k),$$

with equality only if, for all $i \in [1,k]$ such that $\tilde{P}_{i,h}(\mathbb{R}^d) \neq 0$, we have $P_i \in \mathcal{P}_{m(\tilde{P}_{i,h}),h}(P)$.

The proof of Proposition 9 is deferred to Section 5.2. Now assume that, for any $t \in \mathbb{R}^d$, a choice of $P_{t,h} \in \mathcal{P}_{t,h}$ is given by $f(t)$. For $t \in (\mathbb{R}^d)^k$, set $f(t) = (f(t_1), \ldots, f(t_k))$. We may then define a risk $R_f(t)$ via the quantity

$$R_f(t) = R(f(t)).$$

(5)

Proposition 9 shows that minimizing $R$ over the set of $k$ submeasures boils down to minimize $t \mapsto R_f(t)$ over $(\mathbb{R}^d)^{(k)}$. It also provides a natural and tractable procedure for computing local optima of the criterion $R_f$, cf. Algorithm 1 in Section 3.3. An alternative definition of the $k$-PDTM in terms of local distributions may be stated accordingly.

**Corollary 10.**

Let $t \in (\mathbb{R}^d)^{(k)}$. The $k$-PDTM is any function $d_{P,h,k} : \mathbb{R}^d \mapsto \mathbb{R}$ defined by

$$d_{P,h,k}^2(x) = \min_{i \in [1,k]} \|x - m(f(t_i^*))\|^2 + v(f(t_i^*)),
\text{for some } t^* = (t_1^*, \ldots, t_k^*) \in \arg\min_{t \in (\mathbb{R}^d)^{(k)}} R_f(t).$$

A proof of Corollary 10 is given in Section 5.3. An interesting consequence of Corollary 10 is that whatever the choice of $f$ (choice of $P_{t,h} \in \mathcal{P}_{t,h}$), minimizers $t^*$ of $R_f$ always provide minimizers of $R$ via $f(t^*)$. Thus, in what follows, we assume that such a $f$ is given, denote by $P_{t,h}$ the corresponding choice $f(t)$, and, with a slight abuse of notation, denote by $R(t)$ the corresponding risk $R_f(t)$.

The above definition of the $k$-PDTM in terms of local means and variances is very convenient for the purpose of its computation, but the more general definition of the $k$-PDTM in terms of submeasures (Definition 7) is also crucial. Indeed, from Definition 7 we may also state an alternative parametrization of the $k$-PDTM by elements $\tau = m(P_h)$ of $\mathcal{M}_h(P)$ that will allow for a geometric interpretation of the $k$-PDTM. The corresponding variances $v(P_h)$ will be obtained as images $\omega_{P,h}(\tau)$ of the function $\omega_{P,h}$ defined for every $\tau$ in $\mathbb{R}^d$ by

$$\omega_{P,h}^2(\tau) = \sup_{x \in \mathbb{R}^d} d_{P,h}^2(x) - \|x - \tau\|^2.$$

**Lemma 11.**

If $P \in \mathcal{P}_2(\mathbb{R}^d)$, then $\omega_{P,h}(\tau) < +\infty$ if and only if $\tau \in \mathcal{M}_h(P)$. Moreover, if $\tau \in \mathcal{M}_h(P)$, then there exists $P_h \in \mathcal{P}_h(P)$ such that $\tau = m(P_h)$ and $\omega_{P,h}^2(\tau) = v(P_h)$. More precisely, $\omega_{P,h}^2(\tau) = \min_{P_h \in \mathcal{P}_h(P), m(P_h) = \tau} v(P_h)$. 

Theorem 12.
Let $P \in \mathcal{P}(\mathbb{R}^d)$. Then $t^* \in \arg\min_{t \in (\mathbb{R}^d)^{(k)}} R(t)$ if and only if
\[
\left(\{m_1(P_{t^*}^1), \ldots, m_k(P_{t^*}^k)\} \in \arg\min_{\tau \in (\mathbb{R}^d)^{(k)}} \sup_{\tau \in [1,k]} \tau \cdot ||\tau||^2 + \omega^2_{P,h}(\tau).\right)
\]

The proof of Theorem 12 is to be found in Section 5.5. Theorem 12 states that the $k$-PDTM is a solution of a weighted $k$-means-type criterion. According to Lemma 11, the regularization terms $\omega_{P,h}(\tau_i)$ force the optimal codebooks $\tau^*$ to be in $M_h(P)^{(k)}$. Intuitively, elements $\tau$ such that $\omega_{P,h}(\tau)$ is small will be favoured. Such $\tau$‘s gather a proportion $h$ of the mass of $P$ on their neighborhood. On the contrary, for elements $\tau$ such that $\omega_{P,h}(\tau)$ is large, the corresponding weighted Voronoi measures will not be massive, and the ball associated to such $\tau$‘s will appear in the r-sublevel set of the function $x \mapsto ||x-\tau||^2 + \omega^2_{P,h}(\tau)$ for large $r$‘s only. A direct consequence of Theorem 12 is that the squared $k$-PDTM may be interpreted as the closest squared $k$-power distance to the squared DTM from above, in terms of $L_1(P)$ norm. This interpretation comes from the straightforward inequality $||x-\tau||^2 + \omega^2_{P,h}(\tau) \geq d_{P,h}^2(x)$. The resulting inequality $d_{P,h,k}^2 \geq d_{P,h}^2$ allows for further comparison with $k$-means approximation of the distance-to-compact-set in remote areas, contrary to the distance based on $k$-means, $d_{r^*}$. To check whether the $k$-PDTM provides also an efficient covering of the targeted structure is investigated in the following section.

3. Theoretical results for the $k$-PDTM

3.1. Geometric inference with the $k$-PDTM

Let $M$ be a compact subset of $\mathbb{R}^d$, and $P$ a distribution with support $M$. Here we show that the $k$-PDTM approximates the DTM, provided that the covering number of $M$ with respect to the Euclidean norm and the continuity modulus $\zeta_{P,h}$ of the map $x \mapsto m(P_{x,h})$ are not too large.

For a subset $\mathcal{F}$ of a Banach space $\mathcal{B}$ endowed with the norm $\|\cdot\|_\mathcal{B}$, the $\varepsilon$-covering number of $\mathcal{F}$, $N'_1(\varepsilon, \mathcal{F})$ is defined as the minimum number of balls with radius $\varepsilon$ that are needed to cover $\mathcal{F}$. In what follows, we adopt the shortcut $f_M(\varepsilon)$ to denote $N'_1(\varepsilon, M)$, that is the $\varepsilon$-covering number of $M$ considered as a subset of $\mathbb{R}^d$ endowed with the Euclidean norm $\|\cdot\|$. For every $\varepsilon > 0$, the continuity modulus $\zeta_{P,h}(\varepsilon)$ is defined by
\[
\zeta_{P,h}(\varepsilon) = \sup_{x,y \in M, \|x-y\|_\mathcal{B} \leq \varepsilon} \sup_{P_{x,h}, P_{y,h} \in \mathcal{P}(\mathcal{B}(P), P_{y,h} \in \mathcal{P}(\mathcal{B}(P)} \left\{|m(P_{x,h}) - m(P_{y,h})|\right\}.
\]
In what follows, $c_{t_1,\ldots,t_s}$ and $c_{t_1,\ldots,t_s}$ denote quantities depending on $l_1,\ldots,l_s$ only.
Proposition 14.
Let \( K > 0, P \in \mathcal{P}^K(\mathbb{R}^d) \) (a distribution whose support is included in \( \overline{B}(0, K) \)), and let \( M \subset B(0, K) \) be such that \( P(M) = 1 \). Let \( f_M(\varepsilon) \) denote the \( \varepsilon \)-covering number of \( M \). Then we have

\[
0 \leq P \left( d^2_{P,h,k} - d^2_{P,h} \right) \leq 2f_M^{-1}(k)\zeta_{P,h}(f_M^{-1}(k)), \quad \text{with} \quad f_M^{-1}(k) = \inf \{ \varepsilon > 0 \mid f_M(\varepsilon) \leq k \}.
\]

A proof of Proposition 14 is given in Section 6.2. Whenever \( P \) is roughly uniform on its support, the quantities \( f_M^{-1}(k) \) and \( \zeta_{P,h} \) mostly depend on the dimension and radius of \( M \). We illustrate this point with two instances of particular interest for geometric inference. First, the case where the distribution \( P \) has an ambient-dimensional support is investigated.

Corollary 15.
Assume that \( P \) has a density \( f \) satisfying \( 0 < f_{\min} \leq f \leq f_{\max} \) on its support. Then

\[
0 \leq P \left( d^2_{P,h,k} - d^2_{P,h} \right) \leq Cf_{\max,K,d,h,k}^{-2/d}.
\]

The proof of Corollary 15 is given in Section 6.3. Note that no assumptions on the geometric regularity of \( M \) are required for Corollary 15 to hold. In the case where \( M \) has a lower-dimensional structure, more regularity is required, as for instance in the following corollary.

Corollary 16.
Suppose that \( P \) is supported on \( N \subset B(0, K) \), a compact \( d' \)-dimensional \( C^2 \)-submanifold. Assume that \( P \) has a density \( 0 < f_{\min} \leq f \leq f_{\max} \) with respect to the volume measure on \( N \). Moreover, suppose that \( P \) satisfies, for all \( x \in N \) and positive \( r \),

\[
P(B(x, r)) \geq c_{N,f_{\min}} r^{d'} \wedge 1.
\]

Then, for \( k \geq c_{N,f_{\min}} \) and \( h \leq C_{N,f_{\min}} \), we have

\[
0 \leq P \left( d^2_{P,h,k} - d^2_{P,h} \right) \leq C_{N,f_{\min},f_{\max}} k^{-2/d'}.
\]

Note that (6), also known as \((c_{f_{\min}}, d')\)-standard assumption, is a usual assumption in the set estimation framework (see, e.g., [17]). In the submanifold case, it may be thought of as a condition preventing the boundary from being arbitrarily narrow. This assumption is satisfied for instance in the case where \( \partial N \) is empty or is a \( C^2 \) \((d' - 1)\)-dimensional submanifold (see, e.g., [3, Corollary 1]). An important feature of Corollary 16 is that this approximation bound does not depend on the ambient dimension. The proof of Corollary 16 may be found in Section 6.4. Next we assess that our \( k \)-PDTM shares with the DTM the key property of robustness to noise.

Proposition 17.
Let \( P \in \mathcal{P}^K(\mathbb{R}^d) \) for some \( K > 0 \) and \( Q \in \mathcal{P}_2(\mathbb{R}^d) \). Let \( d^2_{Q,h,k} \) denote a \( k \)-PDTM for \( Q \). Then,

\[
P \left( d^2_{Q,h,k} - d^2_{P,h,k} \right) \leq 4W_1(P,Q) \sup_{s \in \mathbb{R}^d} \| m(P_{s,h}) \| + \| d^2_{Q,h} - d^2_{P,h} \|_{\infty,B(0,K)}.
\]

Further, we have \( P \left| d^2_{Q,h,k} - d^2_{P,h} \right| \leq B_{P,Q,h,k} \), where

\[
B_{P,Q,h,k} = 3\| d^2_{Q,h} - d^2_{P,h} \|_{\infty,B(0,K)} + P \left( d^2_{P,h,k} - d^2_{P,h} \right) + 4W_1(P,Q) \sup_{s \in \mathbb{R}^d} \| m(P_{s,h}) \|.
\]
The proof of Proposition 17 can be found in Section 6.5. Note that Lemma 23 provides a bound on \(|m(P_r,h)|\) whenever \(P\) is sub-Gaussian. Moreover, \([16, \text{Theorem 3.5}]\) ensures that \(\|d_{Q,h}^2 - d_{P,h}^2\|_{\infty, B(0,K)}\) can be bounded in terms of \(W_2(P,Q)\), up to a constant dependent on \(K\). Combining these results can assess the stability of the \(k\)-PDTM, via a bound on \(P(d_{Q,h,k}^2 - d_{P,h,k}^2)\). Note at last that bounds on \(P\left(d_{P,h,k}^2 - d_{P,h}^2\right)\) may be derived using Proposition 14, leading to the global bound \(B_{P,Q,h,k}\).

It is worth mentioning that bounds on \(P\left|d_{Q,h,k}^2 - d_{P,h}^2\right|\) involving \(Q(d_{Q,h,k}^2 - d_{Q,h}^2)\) may be stated as well. However, if the support of \(Q\) is not compact, then Proposition 14 cannot be used. Also, if the support of \(Q\) is compact but has a dimension larger than the support of \(P\) (in the case of bounded additive noise for instance), Corollary 16 illustrates that \(Q(d_{Q,h,k}^2 - d_{Q,h}^2)\) is likely to decrease slower than \(P(d_{P,h,k}^2 - d_{P,h}^2)\) with respect to \(k\). Therefore, whenever \(Q\) is thought of as a perturbation of \(P\), bounds on \(P\left|d_{Q,h,k}^2 - d_{P,h}^2\right|\) in terms of \(P(d_{P,h,k}^2 - d_{P,h}^2)\) lead to better dependencies in \(k\).

Proposition 17 can provide guarantees on \(Pd_{Q,h,k}^2\). In turn, provided that \(M\) is regular enough, these bounds can be turned into \(L_\infty\) bounds between \(d_{Q,h,k}\) and \(d_M\). Following \([16, \text{Section 4}]\), these \(L_\infty\) bounds can guarantee that the sublevels sets of the \(k\)-PDTM are homotopy equivalent to \(M\), under suitable assumptions.

**Proposition 18.**

Let \(M\) be a compact set in \(B(0,K)\) such that \(P(M) = 1\). Moreover, assume that there exists \(d'\) such that, for every \(p \in M\) and \(r \geq 0\),

\[
P(B(p,r)) \geq C(P)r^{d'} \land 1. \tag{7}
\]

Let \(Q\) be a Borel probability measure (thought of as a perturbation of \(P\)), and let \(\Delta_{P}^{2}\) denote \(Pd_{Q,h,k}^2\). Then, we have

\[
\|d_{Q,h,k} - d_M\|_{\infty} \leq \max \left\{ C(P)^{-\frac{1}{r+2}} \Delta_{P}^{\frac{2}{r+2}}, 2\Delta_P, W_2(P,Q)h^{-\frac{1}{2}} \right\},
\]

where \(W_2\) denotes the Wasserstein distance.

The proof of Proposition 18 can be found in Section 6.6. According to \([16, \text{Corollary 4.8}]\), if \(P\) satisfies (7), then

\[
\|d_{Q,h} - d_M\|_{\infty} \leq \left(\frac{h}{C(P)}\right)^{\frac{3}{2}} + W_2(P,Q)h^{-\frac{1}{2}}.
\]

Hence, Proposition 18 ensures that the \(k\)-PDTM achieves roughly the same performance as the distance-to-measure provided that \(d_{Q,h,k}^2\) is small enough on the support \(M\) to be inferred. As will be shown in the following section, this will be the case if \(Q\) is an empirical measure drawn close to the targeted support.

### 3.2. Approximation of the \(k\)-PDTM from point clouds

In this section, \(P \in \mathcal{P}^K(\mathbb{R}^d)\) is a distribution supported on a compact set \(M\) to be inferred. We have at our disposal an \(n\)-sample \(X_n = \{X_1, X_2, \ldots, X_n\}\) from a modification \(Q \in \mathcal{P}_2(\mathbb{R}^d)\)
of $P$. An approximation of the $k$-PDTM $d_{Q,h,k}$, is given by the empirical $k$-PDTM $d_{Q_n,h,k}$, where $Q_n = \sum_{i=1}^n \frac{1}{n} \delta_{X_i}$ is the empirical measure from $X_n$.

An approximation of the distance to empirical measure, $d_{Q_n,h}$, is given by the so-called $q$-witnessed distance, introduced in [29]. Namely, if $Q_{n,i} \in P_{X_i,\frac{q}{n}}(Q_n)$, $i = 1, \ldots, n$, are $n$ distributions that are uniform on sets of $q$-nearest neighbors of the points in $X_n$, the (squared) $q$-witnessed distance is defined as follows:

$$ (d_{Q_n,q}^W)^2 : x \mapsto \min_{i \in [1,n]} ||x - \cdot||^2. $$

Note that when $k = n$, any $q$-witnessed distance $d_{Q_n,q}^W$ for $q = nh$, is an empirical $k$-PDTM $d_{Q_n,h,n}$. Indeed, the criterion of Definition 5 is minimal for any such family of $n$ distributions $(Q_{n,i})_{i \in [1,n]}$. For any point $x$ whose set of $q$ nearest neighbors in $X_n$ is not a set of $q$-nearest neighbors of elements in $X_n$, the $q$-witnessed distance may differ from the distance to the empirical measure. Our empirical $k$-PDTM may be thought of as a slight generalization of the $q$-witnessed distance. This is a $k$-power distance, for an arbitrary $k$.

We investigate the quality of approximation of the DTM $d_{P,h}$ with the empirical $k$-PDTM $d_{Q_n,h,k}$, when $Q$ is defined as the convolution of $P$ with a sub-Gaussian distribution with variance $\sigma^2$. Within this context, according to Lemma 24, $Q$ is sub-Gaussian with variance $V^2 = (K + \sigma)^2$.

**Theorem 19.**

Let $P$ be supported on $M \subset B(0,K)$. Assume that we observe $X_1, \ldots, X_n$ such that $X_i = Y_i + Z_i$, where the $Y_i$’s and $Z_i$’s are all independent, $Y_i$ is sampled from $P$ and $Z_i$ is sub-Gaussian with variance $\sigma^2$, with $\sigma \leq K$. Let $Q_n$ denote the empirical distribution associated with the $X_i$’s. Then, for any $p > 0$, with probability larger than $1 - 10n^{-p}$, we have

$$ |P \{ d_{Q_n,h,k}^2 - d_{P,h}^2 \} | \leq C \sqrt{kd} \frac{K^2 ((p + 1) \log(n))^\frac{3}{2}}{h \sqrt{n}} + C \frac{K \sigma}{\sqrt{h}}. $$

A proof of Theorem 19 is given in Section 6.7. The $\sqrt{kd}/\sqrt{n}$ term is in line with the rate of convergence for the $k$-means method (see, e.g., [8]), as well as with the rate of convergence for $||d_{P_n,h} - d_{P,h}||_{\infty}$ exposed in [18]. The $K \sigma$ term is due to the expectation with respect to $P$ (instead of $Q$). Theorem 19, combined with Proposition 17, allows us to choose $k$ in order to minimize $P \{ d_{Q_n,h,k}^2 - d_{P,h}^2 \}$. Indeed, in the framework of Corollaries 15 and 16 where the support has intrinsic dimension $d'$, such a minimization boils down to optimizing a quantity of the form $C \sqrt{K^2 ((p + 1) \log(n))^{\frac{3}{2}}} + C_{P,h} k^{-\frac{d'}{2}}$. Choosing $k \sim n^\frac{d'}{d'+4}$ achieves the desired tradeoff between bias and variance. From the point of view of geometric inference, this leads to computing the distance to $n^d/(d'+4)$ points rather than $n$, which might save some time. Note that when $d'$ is large, smaller choices of $k$, though suboptimal for our bounds, would nonetheless give the right topology for large $n$. In some sense, Theorem 19 advocates only an upper bound on $k$, above which no increase of precision can be expected. Combining Theorem 19 and Proposition 14 leads to the following result.

**Proposition 20.**

With the same setting as Theorem 19, if $M$ is a submanifold with intrinsic dimension $d' \geq 1$, then:

$$ |P \{ d_{Q_n,h,k}^2 - d_{P,h}^2 \} | \leq C \sqrt{kd} \frac{K^2 ((p + 1) \log(n))^\frac{3}{2}}{h \sqrt{n}} + C \frac{K \sigma}{\sqrt{h}} + C_{P,h} k^{-\frac{d'}{2}}. $$
Thus, choosing \( k \sim n^{\frac{p}{p+1}} \) leads to

\[
|P(d_{Q,h,k}^2 - d_{P,h}^2)| \leq C_P h \sqrt{n} \frac{k^2 (p+1) \log(n)^\frac{3}{2}}{h} + C \frac{K \sigma}{\sqrt{h}}.
\]

The proof of Proposition 20 is to be found in Section 6.8. Noting that \( P d_{P,h}^2 \leq C_P h^{\frac{d}{2}} \) in this case (see, e.g., [16, Proposition 4.9]), Proposition 20 can be combined with Proposition 18 to yield a bound on \( \|d_{Q,h,k} - d_M\|_\infty \).

To assess optimality of Theorem 19 in terms of sample size dependency, a lower bound on the best \( k \)-points approximation of the DTM that is achievable on the set of distributions supported in \( B(0,K) \) may be derived from [7, Theorem 1] or [33, Proposition 3.1].

**Proposition 21.**

For \( t \in (\mathbb{R}^d)^{(k)} \) and \( P \) a probability measure, denote

\[
d_{P,h,t}^2 : x \mapsto \min_{j \in [1:k]} \left( \|x - m(P_{t,j,h})\|^2 + v(P_{t,j,h}) \right),
\]

where, for \( j = 1, \ldots, k \), \( P_{t,j,h} \in \mathcal{P}_{t,j,h} \). For \( k \geq 3 \), \( n \geq \frac{3k}{2} \) and \( h \leq \frac{1}{2K} \), we have

\[
\inf_{\hat{t}} \sup_{P | \text{Supp}(P) \subset B(0,K)} \mathbb{E} P(d_{P,h,\hat{t}}^2 - d_{P,h,k}^2) \geq c_0 K^2 k^{\frac{3}{2} - \delta} \frac{1}{\sqrt{n}},
\]

where \( c_0 \) is a constant and \( \hat{t} \) denotes an empirically designed vector \((\hat{t}_1, \ldots, \hat{t}_k)\) in \((\mathbb{R}^d)^{(k)}\). Moreover, if \( n \geq 14k \), then

\[
\inf_{\hat{t}} \sup_{P | \text{Supp}(P) \subset B(0,K)} \mathbb{E} P(d_{P_n,h,\hat{t}}^2 - d_{P_n,h,k}^2) \geq c_0 K^2 k^{\frac{3}{2} - \delta} \frac{1}{\sqrt{n}} - 32K^2 ke^{-\frac{n}{4k^2}}.
\]

Thus, Proposition 21 confirms that the sample size dependency of Theorem 19 is optimal in the noise-free case, up to \( \log(n) \) factors. A proof is given in Section 6.9.

### 3.3. Algorithm

In this section we expose a Lloyd-type algorithm to compute a local minimizer for the cost function associated with the empirical \( k \)-PDTM. For an \( n \)-sample \( X_n \) with empirical distribution \( Q_n \), Proposition 9 suggests a procedure to minimize the empirical risk \( \tilde{R}_n(t) = Q_n \min_{i \in [1,k]} \|Q_{n,t_i,h} - m(Q_{n,t_i,h})\|^2 + v(Q_{n,t_i,h}) \). Indeed, given some codebook \( t \), replacing \( t \) with the means of the weighted Voronoi measures \( (Q_{n,t_i,h})_{i \in [1,k]} \) can only decrease the empirical risk \( R_n \). For a sample \( X_n \), this boils down to compute the weighted Voronoi cells \( (C(t_i))_{i \in [1,k]} \) (i.e. the support of the measures \( (Q_{n,t_i,h})_{i \in [1,k]} \)), and to replace \( t_i \) with the mean of the points of \( X_n \) in \( C(t_i) \). We use the notation \( |C(t)| \) for the cardinality number of \( C(t) \), \( m(t) \) for \( m(Q_{n,t,h}) \) and \( v(t) \) for \( v(Q_{n,t,h}) \). The procedure is described in Algorithm 1.

**Algorithm 1.** Local minimum algorithm

Input: \( X_n \) an \( n \)-sample from \( Q \), \( h \) and \( k \);

# Initialization
Algorithm 1 converges to a local minimum of 

A simple computation based on 

Actually, Lloyd’s algorithm only works for Bregman divergences \( d \). This suggests that our criterion \( \psi \) may be expressed in terms of some Bregman divergence.

Let \( \mathbb{R}^d \) be a compact subset of \( \mathbb{R}^d \). Geometric and topological information about \( M \) can be recovered from some \( r \)-sublevel sets of the function distance to \( M \), \( d_M \) (see, e.g., \[16\].

<table>
<thead>
<tr>
<th>Sample ( t_1, t_2, \ldots, t_k ) from ( X_n ) without replacement:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>while</strong> ( R_n(t) ) decreases make the following two steps:</td>
</tr>
<tr>
<td><strong>for</strong> ( j ) in ( 1 \ldots n ):</td>
</tr>
<tr>
<td>Add ( X_j ) to the ( C(t_i) ) (for ( i ) as small as possible) satisfying</td>
</tr>
<tr>
<td>( |X_j - m(t_i)|^2 + v(t_i) \leq |X_j - m(t_l)|^2 + v(t_l) \forall l \neq i );</td>
</tr>
<tr>
<td><strong>for</strong> ( i ) in ( 1 \ldots k ):</td>
</tr>
<tr>
<td>( t_i = \frac{1}{</td>
</tr>
<tr>
<td><strong>Output</strong>: ( (t_1, t_2, \ldots, t_k) )</td>
</tr>
</tbody>
</table>

**Proposition 22.**

Algorithm 1 converges to a local minimum of \( R_n : t \mapsto Q_n \min_{i \in [1,k]} \| \cdot - m(Q_{n,t_i,h}) \|^2 + v(Q_{n,t_i,h}) \).

This result is a direct consequence of Proposition 9. Therefore, Algorithm 1 provides an approximation of the \( k \)-PDTM. Since the algorithm does not converge to the optimal centers, we suggest running the algorithm several times and storing the best solution in terms of the empirical cost \( R_{n,i} \), as for \( k \)-means.

As mentioned above, Algorithm 1 may be thought of as a special instance of Lloyd’s algorithm \[34\]. This algorithm consists in repeatedly decomposing the space \( \mathbb{R}^d \) into cells associated to the \( t_i \)’s, and then replacing the \( t_i \)’s by the means of \( P \) restricted to the cells. This kind of algorithm provably outputs local minimizers of risks of the form \( R_\psi : \tau \mapsto \min_{i \in [1,k]} d(C(\tau_i), \tau_i) \), for any Bregman divergence \( d \) (see, e.g., \[6\]). We recall that a Bregman divergence is defined by \( d(x, y) = \phi(x) - \phi(y) - \langle \nabla \phi(y), x - y \rangle \), for some convex function \( \phi \). Actually, Lloyd’s algorithm only works for Bregman divergences \[5\], since they are the only functionals \( d \) such that \( c \mapsto Pd(\cdot, c) \) attains its minimum at \( c = \bar{c} \), the expectation of \( P \).

This suggests that our criterion \( R \) may be expressed in terms of some Bregman divergence.

For \( P \in \mathcal{P}_2(\mathbb{R}^d) \), according to \[16\], Proposition 3.6, the function \( \psi_{P,h} : x \mapsto \|x\|^2 - d_{P,h}^2(x) \) is convex, and its set of subgradients at \( x \) is given by \( \Delta_{x,h} = \{2m(P_{x,h}) \mid P_{x,h} \in \mathcal{P}_{x,h}(P)\} \).

A simple computation based on \( \psi \) shows that the Bregman divergence associated with \( \psi_{P,h} \) is defined for every \( x, t \in \mathbb{R}^d \) by

\[
d_{\psi_{P,h}}(x, t) = \|x - m(P_{t,h})\|^2 + v(P_{t,h}) - d_{P,h}^2(x).
\] (10)

Since \( d_{P,h}^2(x) \) does not depend on \( t \), our criterion \( R \) has the same minimizers as \( R_\psi \) for the Bregman divergence \( d = d_{P,h} \). Thus, Proposition 9 is a consequence of the fact that \( \psi_{P,h} \) is a Bregman divergence.

## 4. Numerical illustrations

### 4.1. Topological inference from noisy pointclouds

Let \( M \) be a compact subset of \( \mathbb{R}^d \). Geometric and topological information about \( M \) can be recovered from some \( r \)-sublevel sets of the function distance to \( M \), \( d_M \) (see, e.g., \[16\],...
Proposition 4.3]. To tackle the tough question of the selection of $r$, or simply to track multiscale information, the concept of persistent homology has been introduced in [23]. It consists in describing the evolution of the homology (number of connected components, holes, etc.) of the sublevel sets of $d_M$. Persistent homology can be encoded via persistence diagrams. A persistence diagram is a multiset of points $(b, d)$. Each point $(b, d)$ is associated to one topological feature (a connected component, a hole, a void, etc.) that appears when $r = b$ (its birth time) and disappears when $r = d$ (its death time). As well, if $\|d - d_M\|_\infty$ is small enough, then the persistence diagrams associated with $\hat{d}$ and $d_M$ will be provably close [19], that is the set of pairs $(b, d)$ build from the sublevel sets of $d_M$ and $\hat{d}$ will be roughly similar. In particular, the lifetimes $d - b$ of the topological features will be close. To assess the relevancy of our approach in a noisy topological inference setting, we will compute the persistence diagrams associated with the empirical $k$-PDTM and its trimmed and truncated versions, and compare them with the outputs of other methods.

Following [29], we choose for $M$ the infinity symbol embedded in $\mathbb{R}^2$. The persistence diagram associated to $d_M$ is depicted in Figure 3. This diagram contains one red point $(0, \infty)$, that corresponds to the connected component (0-dimensional topological feature), and two green points that correspond to the two holes (1-dimensional topological features).

![Persistence Diagram](image)

**Figure 1.** Persistence diagrams for the DTM and empirical DTM functions

We generated a sample of 200 points, uniformly on the infinity symbol, with an additional additive Gaussian noise, with standard deviation $\sigma = 0.02$. This sample is corrupted by 80 outliers – 40 points generated according to the uniform distribution on the rectangle $[-2, 5] \times [-2, 2]$ and 40 points on the rectangle $[-4, 7] \times [-4, 4]$. This results in a corrupted sample $X_n$ of 280 points. The persistence diagram associated with the sublevel sets of the empirical DTM function is represented in Figure 1 (left). Approximations of the persistence diagrams of the DTM for the uniform distribution $P$ on $M$ and the sampling distribution $Q$, from samples of size 5000 are also represented in Figure 1. The diagrams are computed with the function `gridDiag` of the R package TDA [25].

We compare several methods to recover relevant features of $M$ from $X_n$. Each method boils down to building an approximation $f$ of $d_M$. These functions are of the type $f : x \mapsto \sqrt{\min_{i \in I} \|x - \tau_i\|^2 + \omega_i^2}$, for some finite set $I$, centers $\tau_i \in \mathbb{R}^d$ and weights $\omega_i \geq 0$. The first function we consider is derived from the $k$-means algorithm [37] ($|I| = k$, centers $\tau_i$ are given by the optima of the $k$-means criterion and $\omega_i = 0$), the second is the $q$-witnessed distance [29] ($|I| = n = 280$, it coincides with the $k$-PDTM for $k = n$, with mass parameter $h = q/n$), the third one is the $k$-PDTM ($|I| = k$, with mass parameter $h = q/n$). We also compare with the power distance [13], that chooses $|I| = n = 280$, $\tau_i$ as the $i$-th point of the sample $X_n$, and $\omega_i^2$ as the squared DTM at $\tau_i$ to the empirical distribution on $X_n$, with mass parameter $h = q/n$. At last, we include in our comparative study the distance function to the
decluttered sample $\tilde{X}$, that is $\{\tau_i\}_{i \in I} = \tilde{X}$, $\omega_i = 0$. This decluttered sample $\tilde{X}$ is issued from the denoising procedure exposed in [14], with parameters 5.4 and 7.95, so that on average 200 points are considered as signal points by the procedure (i.e. $|I| \approx 200$ on average).

Most of these methods depend on two parameters $q$ and $k$. Providing a method to calibrate $q$ and $k$ in general is beyond the scope of the paper. Here, we choose $q = 10$ and $k = 50$. Roughly, $q$ is chosen small enough so that the distance to the $q$-th nearest neighbor remains small compared to the curvature of $M$ but large enough to deal with noise, and $k$ is chosen large enough so that a uniform grid with $k$ points has grid size small compared to the curvature of $M$. More details on this heuristic can be found in the Appendix.
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**Figure 2.** Comparison of the basic methods

We implemented these methods with the R software. To be more specific, we used the function `kmeans`, the FNN library to compute nearest neighbors and the function `dtm` from the TDA package to compute the DTM. In Figure 2 we plotted the points of $X_n$. Points are represented with the same color when they lie in the same weighted Voronoi cell (for the centers $\tau_i$ and weights $\omega_i^2$). Centers $\tau_i$ are represented by triangles and colored in function of the weights $\omega_i^2$ (black centers correspond to $\omega_i^2 = 0$). The second row of Figure 2 depicts the corresponding persistence diagrams. They were obtained using the function `weighted_alpha_complex_3d_persistence` in the Gudhi C++ library, based on alpha-shapes [22]. We observe on Figure 2 that the three main features of the symbol infinity (one connected component, two holes) are recovered for the $k$-PDTM and the $q$-witnessed distance, but not for $k$-means. As exposed in Lemma 4, this is due to the "void-filling" drawback of $k$-means. The persistence diagrams built from the power distance [13] and the distance to decluttered sample [14] are also quite similar to the $k$-PDTM and $q$-witnessed ones, succeeding in recovering the topological features of the infinity symbol. The corresponding illustrations can be found in Section D.1 of the Appendix.

### 4.2. Outliers detection

Another possible interest of the proposed method is outlier detection, based on the following principle: if an observation $X_i$ is such that $d_M(X_i)$ is large, then it can be considered as an
A robust $k$-points-based distance

outlier. Our denoising scheme consists in replacing $d_M$ with an approximation $\hat{d}$, then to remove points $X_i$ such that $\hat{d}(X_i)$ is large.

Such a procedure needs as an input a level $\alpha$, that is the proportion of points that will be considered as signal points. Note that there exist heuristics to empirically design such an $\alpha$ (see, e.g., [11]). A level $\alpha$ being given, a straightforward approach consists in removing the $n(1-\alpha)$ points that corresponds to the largest values of $\hat{d}$, for an estimate $\hat{d}$ of $d_M$. In the following, we refer to this method as truncation, resulting in truncated $k$-means, truncated power distance, truncated $q$-witnessed distance and truncated $k$-PDTM.

However, it is possible to combine compression and denoising, by looking simultaneously for a subset of $n\alpha$ points (trimming set) and a set of $k$ points that approximates the best the trimming set. For a non-negative function $d$, this corresponds to the minimization of the criterion $\tau \mapsto \inf_{P_{\alpha} \in P_{\alpha}(P)} P_{\alpha} \min_{i \in [1,k]} d(.,\tau_i)$. Whenever $d$ is a Bregman divergence, minimizers of such a criterion may be obtained via a Lloyd-type algorithm (see, e.g., [11]). Fortunately, since the $k$-means distance and the $k$-PDTM may be expressed via Bregman divergences, namely the squared Euclidean norm and (10), the procedure exposed in [11] applies. The outputs of the aforementioned procedure will be called trimmed $k$-means ([20]) and trimmed $k$-PDTM.

![Trimmed $k$-means](image1)
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**Figure 3.** Comparison of the trimmed versions of the methods

We experiment each of these methods for the dataset of the previous section (200 signal points around the infinity symbol, 80 ambient noise points). We choose $\alpha = 200$, $q = 10$ and $k = 50$. Figure 3 depicts, for the trimmed versions of the algorithms, the resulting partition signal/outliers along with the $k$ centers and weights (shade of triangles) in the first row. The second row exposes the corresponding persistence diagrams. Similar illustrations for the truncated algorithms may be found in the Appendix.

The trimmed $k$-PDTM globally succeeds in identifying noise points and providing a relevant geometric approximation of the signal. To be more precise on the topological performances of the aforementioned methods, we repeated the experiment 100 times. At each time, we computed the lifetimes of the topological features and sorted them in decreasing order. Figure 4 below exposes the means of these lifetimes.

Methods based on the $k$-PDTM, the $q$-witnessed and the power distance, as well as the decluttering method of [14] are close to the ground truth. This is not the case for $k$-means-based methods that add spurious holes (corresponding to the three last 1-dimensional
features), and add many spurious connected components. In this case, spurious connected components are caused by centers located far from the support, whereas spurious holes are caused by centers located inside loops, breaking large loops into smaller loops. This phenomenon does not occur for \( k \)-PDTM-based methods since potentially damaging centers have a large weight. Consequently, such centers are either removed by truncation or appear lately in the sublevel set of the function. Thus, their impact on lifetimes of relevant features is weak. The first 0-dimensional feature, corresponding to the infinite connected component, has been removed in Figure 4. On the whole, our method compares well with the \( q \)-witnessed and the power-distance-based methods.

The diagram on Figure 5 depicts the mean amount of False positive over the 100 repetitions, that is the number of signal points that are labeled as outliers by the different algorithms. We also include comparison with other trimming approaches for outlier detection, such as tclust \[27\] (tclust function in trimcluster R library) and the truncated version of \( k \)-median \[15\] (kGmedian function of the Gmedian R library). Again, our method compares well with \( q \)-witnessed and power-distance-based denoising, contrary to the other methods.
5. Proofs for Section 2

5.1. Proof of Proposition 6

It suffices to prove that \( \mathcal{P}_h(P) \) is a compact set (for the weak convergence metric) and that \( R \) is continuous (i.e. that \( P_h \mapsto m(P_h) \) and \( P_h \mapsto M(P_h) \) are continuous on \( \mathcal{P}_h(P) \)).

The set \( h\mathcal{P}_h(P) \) is tight. Prokhorov’s Theorem entails that, for any sequence \((\mu_n/h)_{n \in \mathbb{N}}\) in \( \mathcal{P}_h(P) \), up to a subsequence, there exists \( \mu \) a Borel positive measure on \( \mathbb{R}^d \) such that \( \mu_n \) converges weakly to \( \mu \). The dominated convergence Lemma applied to the functions \( \mathbb{1}_{\mathbb{R}^d} \) and \( \mathbb{1}_O \), for an open set \( O \), ensures that \( \mu(\mathbb{R}^d) = h \) and \( \mu(O) \leq P(O) \), proving that \( \mu \in h\mathcal{P}_h(P) \). Then, [4, p. 438] yields that \( \mu \) and \( P \) are regular measures. Thus, \( \mu \) is a submeasure of \( P \) of mass \( h \), and \( \mathcal{P}_h(P) \) is compact.

We will now prove that the maps \( P_h \mapsto m(P_h) \) and \( P_h \mapsto M(P_h) \) are continuous on \( \mathcal{P}_h(P) \). For \( M > 0 \) and \( u \in \mathbb{R}^d \), denote by \( u \wedge M \) the vector \( (u_1 \wedge M, \ldots, u_d \wedge M) \), where \( u_i \wedge M \) denotes \( \min(u_i, M) \). Consider \( (P_{h,n})_{n \in \mathbb{N}} \) a sequence in \( \mathcal{P}_h(P) \) converging to some distribution \( P_h \). Then there exists \( M_\varepsilon > 0 \) such that for every \( P'_h \in \mathcal{P}_h(P) \),

\[
\left\| P'_h(\cdot \wedge M) - P_h(\cdot \wedge M) \right\| \leq \frac{P(\| \mathbb{1}_{\| \cdot \| > M_\varepsilon } \|_h)}{h} \leq \varepsilon.
\]

On the other hand, since \( \cdot \mapsto \cdot \wedge M \) is bounded and continuous, \( \| P_{h,n}(\cdot \wedge M) - P_h(\cdot \wedge M) \| \) converges to 0. This proves the continuity of \( P_h \mapsto m(P_h) \). We also have that \( P_{h,n} \mapsto \| \cdot \|^2 \wedge M \mapsto P_h \| \cdot \|^2 \wedge M \). Since for every \( P'_h \in \mathcal{P}_h(P) \),

\[
\left| P'_h(\| \cdot \|^2 \wedge M - \| \cdot \|^2) \right| \leq \frac{P(\| \cdot \|^2 \mathbb{1}_{\| \cdot \|^2 > M} h)}{h}
\]

and \( P \) has a finite second order moment, we deduce as well that \( M(P_{h,n}) \rightarrow M(P_h) \). □

5.2. Proof of Proposition 9

For short, we use the notation \( m_i = m(\hat{P}_{i,h}) \), \( v_i = v(\hat{P}_{i,h}) \) and \( Q(du)f(u) \) for the expectation of \( f \) with respect to the Borel measure \( Q \). Then, a bias-variance decomposition yields

\[
R(P_1, \ldots, P_k) = P(du) \min_{i \in [1,k]} P_i(dz) \| u - z \|^2 = \sum_{i=1}^k \hat{P}_{i,h}(du)P_i(dz) \| u - z \|^2
\]

\[
= \sum_{i=1}^k \hat{P}_{i,h}(\mathbb{R}^d)P_i(dz) (\| z - m_i \|^2 + v_i) \geq \sum_{i=1}^k \hat{P}_{i,h}(\mathbb{R}^d)Q_i(dz) (\| z - m_i \|^2 + v_i)
\]

\[
= \sum_{i=1}^k \hat{P}_{i,h}(du)Q_i(dz) \| z - u \|^2,
\]

where \( Q_i \in \mathcal{P}_{m_i,h}(P) \), and equality holds if and only if \( P_i \in \mathcal{P}_{m_i,h}(P) \) or \( \hat{P}_{i,h}(\mathbb{R}^d) = 0 \). Thus, denoting by \( (\hat{P}_{m_i,h})_{i \in [1,k]} \) the set of weighted Voronoi measures associated to the measures \((Q_i)_{i \in [1,k]} \), we have

\[
R(P_1, \ldots, P_k) \geq \sum_{i=1}^k \hat{P}_{m_i,h}(du)Q_i(dz) \| z - u \|^2 = R(Q_1, \ldots, Q_k).
\]

□
5.3. Proof of Corollary 10

Let \((P_1^*, \ldots, P_k^*)\) be a minimizer of \(R\), and \(\tilde{P}_1, \ldots, \tilde{P}_k\) be the associated weighted Voronoi measures provided by Definition 8. Then, according to Proposition 9, \(f(m(\tilde{P}_1), \ldots, m(\tilde{P}_k))\) is also an \(R\)-minimizer. \(\square\)

5.4. Proof of Lemma 11

Let \(g(x, P_h) = M(P_h) - \|\tau\|^2 + 2\langle x, \tau - m(P_h) \rangle\). Then (4) entails that

\[
\omega^2_{P, h}(\tau) = \sup_{x \in \mathbb{R}^d} \inf_{P_h \in P_h(P)} g(x, P_h).
\]

According to Section 5.1, \(P_h(P)\) is a compact set, and \(P_h \mapsto m(P_h)\) as well as \(P_h \mapsto M(P_h)\) are continuous. Note also that \(P_h \mapsto m(P_h)\) and \(P_h \mapsto M(P_h)\) are linear functions on the space of positive measures. So, for every \(x \in \mathbb{R}^d\), \(g(x, \cdot)\) is continuous and linear. On the other hand, for every \(P_h\) in \(P_h(P)\), \(g(\cdot, P_h)\) is linear and continuous. Sion’s theorem [32] yields that

\[
\omega^2_{P, h}(\tau) = \min_{P_h \in P_h(P)} \sup_{x \in \mathbb{R}^d} M(P_h) - \|\tau\|^2 + 2 \langle x, \tau - m(P_h) \rangle.
\]

(11)

Therefore, \(\omega^2_{P, h}(\tau) < \infty\) is equivalent to \(\tau \in \tilde{M}_h(P)\). Now let \(\tau\) be in \(\tilde{M}_h(P)\). According to (11), we have

\[
\omega^2_{P, h}(\tau) = \inf_{P_h \in P_h(P), m(P_h) = \tau} M(P_h) - \|\tau\|^2 = \inf_{P_h \in P_h(P), m(P_h) = \tau} v(P_h).
\]

Since \(P_h \mapsto v(P_h)\) is continuous on \(P_h(P)\) and \(P_h(P) \cap m^{-1}(\{\tau\})\) is compact, there exists \(P_h\) such that \(m(P_h) = \tau\) and \(\omega^2_{P, h}(\tau) = v(P_h)\). \(\square\)

5.5. Proof of Theorem 12

Let \(\tilde{R} : \tau \mapsto P \min_{j \in [1:k]} \|\cdot - \tau_j\|^2 + \omega^2_{P, h}(\tau_j)\), for \(\tau \in (\mathbb{R}^d)^{(k)}\). Lemma 11 ensures that \(\min_{P_h(P)^{\times k}} R(P_1, \ldots, P_k) = \min_{(\mathbb{R}^d)^{(k)}} \tilde{R}(\tau)\).

Assume that \(\mathbf{t}\) is such that \((m(P_{t_1}, \ldots, m(P_{t_k})) \in \arg \min_\tau \tilde{R}(\tau)\), and, for short, denote by \(\omega^2_{t_i} = \omega^2_{P, h}(m(P_{t_i})).\) For a fixed \(i\), if \(\omega^2_{t_i} < v(P_{t_i}),\) then Lemma 11 provides \(P_i' \in P_h(P)\) such that \(m(P_i') = m(P_{t_i})\) and \(v(P_i') = \omega^2_{t_i} < v(P_{t_i}).\) Thus

\[
P_i'(du)\|u - t_i\|^2 = \|t_i - m(P_{t_i})\|^2 + \omega^2_{t_i} < P_{t_i}(du)\|u - t_i\|^2,
\]

hence the contradiction. Thus \(\omega^2_{t_i} = v(P_{t_i}),\) \(\tilde{R}(m(P_{t_1}), \ldots, m(P_{t_k})) = R(P_{t_1}, \ldots, P_{t_k}),\) and \((P_{t_1}, \ldots, P_{t_k})\) minimizes \(R\).

Conversely, assume that \((P_{t_1}, \ldots, P_{t_k})\) minimizes \(R\). Then \(\tilde{R}(m(P_{t_1}), \ldots, m(P_{t_k})) \leq R(P_{t_1}, \ldots, P_{t_k}) = \min_{(\mathbb{R}^d)^{(k)}} \tilde{R}(\tau)\), according to Lemma 11. Thus \((m(P_{t_1}), \ldots, m(P_{t_k}))\) minimizes \(\tilde{R}\). \(\square\)
6. Proofs for Section 3

6.1. Intermediate results

The proofs of the Section 3 results will make intensive use of the following Lemmas, whose proofs are postponed to the Appendix. We first mention some known results about sub-Gaussian distributions.

**Lemma 23.**  
Let $Q \in \mathcal{P}^V(\mathbb{R}^d)$, a sub-Gaussian measure with variance $V^2 > 0$, and $Q_h \in \mathcal{P}_h(Q)$. Then we have

$$Q_h \| \cdot \|_2 \leq \frac{3V^2}{h}.$$  

The proof of Lemma 23 is given in Section A.2 of the Appendix. Next, Lemma 24 below ensures that the distributions involved in Theorem 19 are sub-Gaussian.

**Lemma 24.**  
If $Y$ is a random variable sampled from a distribution $P$ in $\mathcal{P}_K(\mathbb{R}^d)$ and $Z$ is independent from $Y$ and sampled from a distribution $Q'$ in $\mathcal{P}(\sigma)(\mathbb{R}^d)$ for some $\sigma > 0$. Then, the distribution $Q$ of the random variable $X = Y + Z$ is sub-Gaussian with variance $V^2 = (K + \sigma)^2$, that is in $\mathcal{P}(K + \sigma)(\mathbb{R}^d)$.

Moreover,

$$W_1(P, Q) \leq 3\sigma \text{ and } W_2(P, Q) \leq \sqrt{3}\sigma.$$  

A proof of Lemma 24 can be found in Section A.3, Appendix. In what follows, we let $\gamma$ and $\hat{\gamma}$ denote the functions

$$\gamma(t, x) = \min_{i \in \{1, \ldots, k\}} -2\langle x, m(Q_{t_i, h}) \rangle + \|m(Q_{t_i, h})\|_2^2 + v(Q_{t_i, h}),$$

$$\hat{\gamma}(t, x) = \min_{i \in \{1, \ldots, k\}} -2\langle x, m(Q_{n_{t_i}, h}) \rangle + \|m(Q_{n_{t_i}, h})\|_2^2 + v(Q_{n_{t_i}, h}),$$

(12)

for $(t, x) \in (\mathbb{R}^d)^k \times \mathbb{R}^d$ with $t = (t_1, t_2, \ldots, t_k)$. We will use two deviation bounds, stated below.

**Lemma 25.**  
If $Q$ is sub-Gaussian with variance $V^2$, then, for every $p > 0$, with probability larger than $1 - \frac{1}{n}$, we have

$$\sup_{t \in (\mathbb{R}^d)^k} |(Q - Q_n)\gamma(t, \cdot)| \leq C\frac{V^2\sqrt{kd(1 + p)\frac{3}{2}} \log(n)^{\frac{3}{2}}}{h\sqrt{n}},$$

for some absolute positive constant $C$.

The proof of Lemma 25 is deferred to Section B.5 of the Appendix.

**Lemma 26.**  
Assume that $Q$ is sub-Gaussian with variance $V^2$, then, for every $p > 0$, with probability larger than $1 - \frac{9}{n}$, we have

$$\sup_{t \in \mathbb{R}^d} \|m(Q_{t, h}) - m(Q_{n_{t, h}})\| \leq \frac{CV^2\sqrt{d(1 + p)\log(n)}}{h\sqrt{n}},$$

$$\sup_{t \in (\mathbb{R}^d)^k} |Q_n(\gamma - \hat{\gamma})(t, \cdot)| \leq \frac{CV^2\sqrt{d(1 + p)\frac{3}{2}} \log(n)^{\frac{3}{2}}}{h\sqrt{n}}.$$  

As well, the proof of Lemma 26 is deferred to Section B.4 in the Appendix.
6.2. Proof of Proposition 14

The first inequality comes from (4). We now focus on the second bound. By definition of $d_{P,h,k}$, for all $t = (t_1, t_2, \ldots, t_k) \in (\mathbb{R}^d)^k$ we have $P d_{P,h,k}^2 \leq P \min_{i \in [1,k]} \| \cdot - m(P_{i,h}) \|^2 + v(P_{i,h})$. Thus,

$$
P(d_{P,h,k}^2 - d_{P,h}^2) \leq P \left( \min_{i \in [1,k]} \| \cdot - m(P_{i,h}) \|^2 + v(P_{i,h}) - d_{P,h}^2 \right)
$$

$$
= P \left( \min_{i \in [1,k]} (d_{P,h}^2(t_i) - \|t_i\|^2) - (d_{P,h}^2 - \| \cdot \|^2) + \langle \cdot - t_i, -2m(P_{i,h}) \rangle \right),
$$

according to (1). Now [16, Corollary 3.7] ensures that, for $x, y$ in $\mathbb{R}^d$,

$$
\|y\|^2 - d_{P,h}^2(y) - (\|x\|^2 - d_{P,h}^2(x)) \geq 2 \langle m(P_{x,h}), y - x \rangle. \tag{13}
$$

We deduce that

$$
P(d_{P,h,k}^2 - d_{P,h}^2) \leq P \min_{i \in [1,k]} 2 \langle \cdot - t_i, m(P_{i,h}) - m(P_{i,h}) \rangle
$$

$$
\leq 2P \min_{i \in [1,k]} \| \cdot - t_i \| \|m(P_{i,h}) - m(P_{i,h})\|.
$$

Now choose $t_1, \ldots, t_k$ such that $M \subset \bigcup_{i \in [1,k]} B(t_i, f_M^{-1}(k))$. The result follows. \hfill \Box

6.3. Proof of Corollary 15

The proof of Corollary 15 is based on the following bounds, in the case where $P$ is absolutely continuous with respect to the Lebesgue measure, with density $f$ satisfying $0 < f_{\min} \leq f \leq f_{\max}$.

$$
f_M^{-1}(k) \leq 2K \sqrt{k}^{-1/d}, \tag{14}
$$

$$
\zeta_{P,h}(f_M^{-1}(k)) \leq C_{f_{\max}, K,d,h} k^{-1/d}. \tag{15}
$$

First, note that since $M \subset B(0, K)$, for any $\varepsilon > 0$, $f_M(\varepsilon) \leq f_{B(0,K)}(\varepsilon) \leq \left( \frac{2K \sqrt{2}}{\varepsilon} \right)^d$, hence (14). To prove the second inequality, we have to give a bound on the modulus of continuity $\zeta_{P,h}$. Let $x, y$ be in $M$, and denote by $\delta = \|x - y\|$. Since $P$ has a density,

$$
P \partial B(x, \delta_{P,h}(x)) = P \partial B(y, \delta_{P,h}(y)) = 0.
$$

We deduce that $P_{x,h} = \frac{1}{K} P|_{B(x, \delta_{P,h}(x))}$ and $P_{y,h} = \frac{1}{K} P|_{B(y, \delta_{P,h}(y))}$. Without loss of generality, assume that $\delta_{P,h}(x) \geq \delta_{P,h}(y)$. Then

$$
B(y, \delta_{P,h}(y)) \subset B(x, \delta_{P,h}(x) + \delta).
$$

We may bound $\|m(P_{x,h}) - m(P_{y,h})\|$ by

$$
\frac{1}{h} \left\| P \cdot (\mathbb{1}_{B(x, \delta_{P,h}(x))} - \mathbb{1}_{B(y, \delta_{P,h}(y))}) \right\| \leq \frac{K}{h} P \left| \mathbb{1}_{B(x, \delta_{P,h}(x))} - \mathbb{1}_{B(y, \delta_{P,h}(y))} \right|
$$

$$
= 2 \frac{K}{h} P \left( B(y, \delta_{P,h}(y)) \setminus (B(x, \delta_{P,h}(x)) \cap B(y, \delta_{P,h}(y))) \right)
$$

$$
\leq 2 \frac{K}{h} P \left( B(x, \delta_{P,h}(x) + \delta) \cap B(x, \delta_{P,h}(x)) \right)
$$

$$
= 2 \frac{K}{h} \omega_d \left[ (\delta_{P,h}(x) + \delta)^d - \delta_{P,h}(x)^d \right] \leq 2 \frac{K}{h} \omega_d \left[ 1 + \frac{\delta}{\delta_{P,h}(x)} \right]^d - 1,
$$
where \( \omega_d \) denotes the Lebesgue volume of the ball \( B(0,1) \) in \( \mathbb{R}^d \). Since \((1 + v)^d \leq 1 + d(1 + v)^{d-1}v \), for \( v \geq 0 \), and \( \delta_{P,h}(x) \geq \left( \frac{h}{\max \omega_d} \right)^{1/d} \), we have \( \zeta_{P,h}(\delta) \leq C_{f_{\max},K,d,h} \delta \), hence (15). The result of Corollary 15 follows. \( \square \)

### 6.4. Proof of Corollary 16

Since \( N \) is a \( C^2 \)-submanifold, its reach \( \rho \) (as defined in [26, Definition 4.1]) is positive. Without loss of generality we assume that \( N \) is connected. Since \( P \) has a density with respect to the volume measure on \( N \), we have \( P(N^0) = 1 \). Thus we take \( M = N^0 \), that is the set of interior points. Since \( P \) satisfies a \((c_{f_{\min},d'})\)-standard assumption, we have

\[
f_M(\varepsilon) \leq 2^{d'}/(c_{f_{\min},d'}),
\]

according to [17, Lemma 10]. Hence

\[
f_M^{-1}(k) \leq C_{f_{\min},N} k^{-1/d'}.
\]

It remains to bound the continuity modulus of \( x \mapsto m(P_{x,h}) \). For any \( x \) in \( M \), since \( P(\partial N) = 0 \) and \( P \) has a density with respect to the volume measure on \( N \), we have \( P_{x,h} = P|_{[B(x,\delta_{P,h}(x))]} \). Besides, since for all \( r > 0 \), \( P(B(x,r)) \geq c_{f_{\min}} r^d \), we may write \( \delta_{P,h}(x) \leq c_{N,f_{\min}} h^{1/d} \leq \rho/12 \), for \( h \) small enough. Now let \( x \) and \( y \) be in \( M \) so that \( \|x - y\| = \delta \leq \rho/12 \), and without loss of generality assume that \( \delta_{P,h}(x) \geq \delta_{P,h}(y) \). Then, proceeding as in the proof of (15), it comes

\[
\|m(P_{x,h}) - m(P_{y,h})\| \leq \frac{2K}{h} P \left( B(x, \delta_{P,h}(x) + \delta) \cap B(x, \delta_{P,h}(x))^c \right).
\]

Since \( \delta_{P,h}(x) + \delta \leq \rho/6 \), for any \( u \) in \( B(x, \delta_{P,h}(x) + \delta) \cap M \) we may write \( u = \exp_x(rv) \), where \( v \in T_xM \) with \( \|v\| = 1 \) and \( r = d_N(u,x) \) is the geodesic distance between \( u \) and \( x \) (see, e.g., [26, Theorem 4.18] or [1, Proposition 25]). Note that, according to [1, Proposition 26], for any \( u_1 \) and \( u_2 \) such that \( \|u_1 - u_2\| \leq \rho/4 \),

\[
\|u_1 - u_2\| \leq d_N(u_1, u_2) \leq 2\|u_1 - u_2\|.
\]

Now let \( p_1, \ldots, p_m \) be a \( \delta \)-covering of the sphere \( S(x, \delta_{P,h}(x)) = \overline{B}(x, \delta_{P,h}(x)) \setminus B(x, \delta_{P,h}(x)) \). According to (16), we may choose \( m \leq c_d \delta_{P,h}(x)^{d-1} \delta^{(d-1)} \).

Now, for any \( u \) such that \( u \in M \) and \( \delta_{P,h}(x) \leq \|x - u\| \leq \delta_{P,h}(x) + \delta \), there exists \( t \in S(x, \delta_{P,h}(x)) \) such that \( \|t - u\| \leq 2\delta \). Hence

\[
P \left( B(x, \delta_{P,h}(x) + \delta) \cap B(x, \delta_{P,h}(x))^c \right) \leq \sum_{j=1}^{m} P \left( B(p_j, 2\delta) \right).
\]

For any \( j \), since \( 2\delta \leq \rho/6 \), in local polar coordinates around \( p_j \) we may write,

\[
P \left( B(p_j, 2\delta) \right) \leq \int_{\{r, v \in \exp_{p_{j}}(rv) \in M, r \leq 4\delta \}} f(r, v) J(r, v) dr dv \leq f_{\max} \int_{\{r, v | r \leq 4\delta \}} J(r, v) dr dv,
\]

using (16), where \( J(r, v) \) denotes the Jacobian of the volume form. According to [1, Proposition 27], we have \( J(r, v) \leq C_d r^d \), hence \( P \left( B(p_j, 2\delta) \right) \leq C_d f_{\max} \delta^d \). Thus,

\[
\|m(P_{x,h}) - m(P_{y,h})\| \leq \frac{2K}{h} m C_d f_{\max} \delta^d \leq C_{N,f_{\max},f_{\min}} \delta.
\]

Choosing \( k \) large enough so that \( f_M^{-1}(k) \leq C_{f_{\min},N} k^{-1/d'} \leq \rho/12 \) gives the result. \( \square \)
Thus, \( \Delta = d \) with \( \Delta \) denotes the negative part of any function \( W \). To bound \( P \Delta \) from above, let \( s \in (B(0, K))^{(k)} \) be a \( k \)-points minimizer of \( R \) for \( P \), such that when \( \tilde{P}_{s, h}(\mathbb{R}^d) \neq 0, s_i = m(\tilde{P}_{s, h}) \). Such an \( s \) exists according to Proposition 9 and Lemma 11. Set \( f_{Q,t}(x) = -2(x, m(Q_{t,h})) + M(Q_{t,h}) \) for \( t \in \mathbb{R}^d \), and let \( t \) be a \( k \)-points minimizer of \( R \) for \( Q \);

\[
P \Delta = P \left( \min_{i \in [1,k]} f_{Q,t_i} - \min_{i \in [1,k]} f_{P,s_i} \right) \leq (P - Q) \min_{i \in [1,k]} f_{Q,t_i} + (Q - P) \min_{i \in [1,k]} f_{Q,s_i} + P \left( \min_{i \in [1,k]} f_{Q,s_i} - \min_{i \in [1,k]} f_{P,s_i} \right).
\]

For a transport plan \( \pi \) between \( P \) and \( Q \), \( (P - Q) \min_{i \in [1,k]} f_{Q,t_i} \) is bounded by

\[
\mathbb{E}_{(X,Y) \sim \pi} \left[ \min_{i \in [1,k]} -2(X, m(Q_{t_i,h})) + M(Q_{t_i,h}) - \min_{i \in [1,k]} -2(Y, m(Q_{t_i,h})) + M(Q_{t_i,h}) \right] \leq 2 \mathbb{E}_{(X,Y) \sim \pi} \left[ \sup_{t \in \mathbb{R}^d} (Y - X, m(Q_{t,h})) \right].
\]

Thus, \( (P - Q) \min_{i \in [1,k]} f_{Q,t_i} \leq 2W_1(P,Q) \sup_{t \in \mathbb{R}^d} \|m(Q_{t,h})\| \), choosing for \( \pi \) the optimal transport plan for the \( W_1 \) distance between \( P \) and \( Q \) in (3). Also note that \( P(\min_{i \in [1,k]} f_{Q,s_i} - \min_{i \in [1,k]} f_{P,s_i}) \) is bounded from above by

\[
\sum_{i=1}^k P_{s_i,h} (-2(\cdot, m(Q_{s_i,h}))) + M(Q_{s_i,h}) - (-2(\cdot, m(P_{s_i,h}))) + M(P_{s_i,h})) \leq \sum_{i=1}^k P_{s_i,h} 2(-s_i, m(P_{s_i,h}) - m(Q_{s_i,h})) + d_{Q,h}(s_i) - d_{P,h}(s_i) \leq \|d_{P,h} - d_{Q,h}\|_{\infty, B(0,K)} + 2 \sum_{i=1}^k P_{s_i,h}(\mathbb{R}^d) (m(\tilde{P}_{s_i,h}) - s_i, m(P_{s_i,h}) - m(Q_{s_i,h})).
\]

Since \( s_i = m(\tilde{P}_{s_i,h}) \), the result follows.
6.6. Proof of Proposition 18

Let $\Delta_{\infty,K}$ denote $\sup_{x \in M} d_{Q,h,k}(x)$, and let $x \in M$ achieving the maximum distance. Since $d_{Q,h,k}$ is 1-Lipschitz, we deduce that $B\left(x, \frac{\Delta_{\infty,K}}{2}\right) \subset \left\{ y \mid d_{Q,k,h}(y) \geq \frac{\Delta_{\infty,K}}{2} \right\}$. Since $P \left( B\left(x, \frac{\Delta_{\infty,K}}{2}\right) \right) \geq C(P) \left( \frac{\Delta_{\infty,K}}{2} \right)^{d'} \land 1$, Markov inequality yields that

$$\Delta_{x,P}^2 \geq C(P) \left( \frac{\Delta_{\infty,K}}{2} \right)^{d'+2} \land \frac{\Delta_{\infty,K}^2}{4}.$$ 

Thus we have $\sup_{x \in M} (d_{Q,h,k} - d_M)(x) = \Delta_{\infty,K} \leq C(P)^{-\frac{1}{d'+2}} \Delta_{d}^\frac{d}{d'+2} \lor 2 \Delta_P$. Now, for $x \in \mathbb{R}^d$, we let $p \in M$ such that $\|x - p\| = d_M(x)$. Denote by $r = \|x - p\|$, and let $t_j$ be such that $d_{Q,h,k}(p) = \sqrt{\|p - m(Q_{t_j,h})\|^2 + v(Q_{t_j,h})}$. Then

$$d_{Q,h,k}(x) \leq \sqrt{\|x - m(Q_{t_j,h})\|^2 + v(Q_{t_j,h})}$$

$$\leq \sqrt{d_{Q,h,k}(p)^2 + r^2} \|p - m(Q_{t_j,h})\|$$

$$\leq \sqrt{d_{Q,h,k}(p)^2 + r^2} + 2rd_{Q,h,k}(p)$$

$$= d_M(x) + (d_{Q,h,k}(p) - d_M(p)).$$

Hence, $\sup_{x \in \mathbb{R}^d} (d_{Q,h,k} - d_M)(x) = \sup_{x \in M} (d_{Q,h,k} - d_M)(x) = \Delta_{\infty,K}$. On the other hand, we have $d_{Q,h,k} \geq d_{Q,h}$, along with $\|d_{Q,h} - d_{P,h}\|_\infty \leq h^{-\frac{1}{2}} W_2(P,Q)$ (see, e.g., [16, Theorem 3.5]) as well as $d_{P,h} \geq d_M$. Hence $d_{Q,h,k} \geq d_M - h^{-\frac{1}{2}} W_2(P,Q)$.

6.7. Proof of Theorem 19

We recall that $\gamma$ and $\hat{\gamma}$ are defined in (12). According to Lemma 24, $Q \in \mathcal{P}^{(V)}(\mathbb{R}^d)$ with $V = \sigma + K$. Let

$$s = \arg\min \left\{ Q \gamma(t, \cdot) \mid t = (t_1, t_2, \ldots, t_k) \in (\mathbb{R}^d)^{(k)} \right\},$$

$$\hat{s} = \arg\min \left\{ Q \gamma(t, \cdot) \mid t = (t_1, t_2, \ldots, t_k) \in (\mathbb{R}^d)^{(k)} \right\},$$

$$\hat{s} = \arg\min \left\{ Q \gamma(t, \cdot) \mid t = (t_1, t_2, \ldots, t_k) \in (\mathbb{R}^d)^{(k)} \right\}.$$ 

With these notations, for all $x \in \mathbb{R}^d$,

$$d_{Q,h,k}(x) = \|x\|^2 + \gamma(s, x)$$

and $d_{Q,h,k}(x) = \|x\|^2 + \gamma(\hat{s}, x)$.

We intend to bound $l(s, \hat{s}) = Q(d_{Q,h,k}^2 - d_{Q,h,k}^2) = Q(\gamma(\hat{s}, \cdot) - \gamma(s, \cdot))$.

$$l(s, \hat{s}) = Q \gamma(\hat{s}, \cdot) - Q_n \gamma(\hat{s}, \cdot) + Q_n \gamma(\hat{s}, \cdot) - Q_n \gamma(\hat{s}, \cdot) + Q_n \gamma(\hat{s}, \cdot) - Q_n \gamma(\hat{s}, \cdot)$$

$$\leq \sup_{t \in (\mathbb{R}^d)^{(k)}} (Q_n - Q) \gamma(t, \cdot) + \gamma(\hat{s}, \cdot) + \gamma(\hat{s}, \cdot) + \sup_{t \in (\mathbb{R}^d)^{(k)}} (Q_n - Q) \gamma(t, \cdot),$$

where we used $Q_n \gamma(\hat{s}, \cdot) \leq Q_n \gamma(s, \cdot)$. Now, since $Q_n (\gamma(\hat{s}, \cdot) - \gamma(\hat{s}, \cdot)) \leq 0$, we get

$$l(s, \hat{s}) \leq \sup_{t \in (\mathbb{R}^d)^{(k)}} (Q_n - Q) \gamma(t, \cdot) + \sup_{t \in (\mathbb{R}^d)^{(k)}} (Q_n - Q) \gamma(t, \cdot)$$

$$+ \sup_{t \in (\mathbb{R}^d)^{(k)}} Q_n (\gamma - \gamma)(t, \cdot) + \sup_{t \in (\mathbb{R}^d)^{(k)}} Q_n (\gamma - \gamma)(t, \cdot).$$
Combining Lemma 25 and Lemma 26 entails, with probability larger than $1 - 10^{-p}$,

$$l(s, \tilde{s}) \leq CV^2 \sqrt{kd \frac{(p + 1)^2 \log(n)}{h \sqrt{n}}}.$$  

It remains to bound $|P_{d_{Q,n,h,k}}^2 - Qd_{Q,n,h,k}^2|$ as well as $|P_{d_{Q,h,k}}^2 - Qd_{Q,h,k}^2|$. To this aim we recall that $X = Y + Z$, $Z$ being sub-Gaussian with variance $\sigma^2$. Thus, denoting by $s_j(x) = \arg \min_{j \in [1, k]} \|x - m(Q_{s_j,h})\|^2 + v(Q_{s_j,h})$,

$$P_{d_{Q,h,k}}^2 - Qd_{Q,h,k}^2 \leq \mathbb{E}_{(Y,Z)}[(|Y - m(Q_{s_j(Y+Z),h})|^2 + v(Q_{s_j(Y+Z),h})) - (|Y + Z - m(Q_{s_j(Y+Z),h})|^2 + v(Q_{s_j(Y+Z),h}))]
\leq \mathbb{E}_Z |Z|^2 + 2 \mathbb{E}_{(Y,Z)} \max_{j \in [1, k]} \left| \left(Z, m(Q_{s_j,h}) - Y \right) \right|
\leq 3\sigma^2 + 2\sqrt{3}\sigma \left( \max_{j \in [1, k]} \|m(Q_{s_j,h})\| + K \right) \leq \frac{C\sigma K}{\sqrt{h}},$$

using Cauchy-Schwarz inequality, Lemma 23 and $\sigma \leq K$.

The converse bound on $Qd_{Q,n,h,k}^2 - P_{d_{Q,n,h,k}}^2$ may be proved the same way. Similarly, we may write

$$P_{d_{Q,n,h,k}}^2 - Qd_{Q,n,h,k}^2 \leq 3\sigma^2 + 2\sqrt{3}\sigma \left( \max_{j \in [1, k]} \|m(Q_{n,s_j,h})\| + K \right)
\leq 3\sigma^2 + 2\sqrt{3}\sigma \left( \max_{j \in [1, k]} \|m(Q_{s_j,h})\| + \sup_{t \in \mathbb{R}^d} \|m(Q_{t,h}) - m(Q_{n,t,h})\| + K \right)
\leq 3\sigma^2 + 2\sqrt{3}\sigma \left( \max_{j \in [1, k]} \|m(Q_{s_j,h})\| + C(K + \sigma) \sqrt{d} (p + 1) \log(n) \frac{1}{h \sqrt{n}} + K \right)
\leq \frac{C\sigma K}{\sqrt{h}} + \frac{C\sigma K \sqrt{d}(p + 1) \log(n)}{h \sqrt{n}},$$

according to Lemma 23 and Lemma 26. The bound on $Qd_{Q,n,h,k}^2 - P_{d_{Q,n,h,k}}^2$ derives from the same argument. Collecting all pieces, we get, using $\sigma \leq K$,

$$|P(d_{Q,n,h,k}^2 - d_{Q,h,k}^2)| \leq |Q(d_{Q,n,h,k}^2 - d_{Q,h,k}^2)| + \frac{C\sigma K \sqrt{d}(p + 1) \log(n)}{h \sqrt{n}} + \frac{C\sigma K}{\sqrt{h}}
\leq \frac{C\sigma K \sqrt{d}(p + 1) \log(n)}{h \sqrt{n}} + \frac{C\sigma K \sqrt{d}(p + 1) \log(n)}{h \sqrt{n}} + \frac{C\sigma K}{\sqrt{h}}.$$

\[\Box\]

6.8. Proof of Proposition 20

Combining bounds obtained in Theorem 19 and Proposition 17 yields

$$|P(d_{Q,n,h,k}^2 - d_{P,h,k}^2)| \leq C \sqrt{kd} \frac{K^2((p + 1) \log(n))^{3/2}}{h \sqrt{n}} + \frac{C\sigma K}{\sqrt{h}}
+ 3d_{Q,h}^2 - d_{P,h}^2 \parallel_{\infty,B(0,K)} + P(d_{P,h,k}^2 - d_{P,h}^2) + 4W_1(P,Q) \sup_{s \in \mathbb{R}^d} \|m(P_{s,h})\|.$$
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Using Corollary 16 and Lemma 23 entails
\[
|P\left(d_{Q,h.}^2 - d_{P,h}^2\right)| \leq C\sqrt{k}\frac{K^2((p+1)\log(n))^{\frac{3}{2}}}{h^{\sqrt{n}}} + C\frac{K\sigma}{\sqrt{h}} + 3\|d_{Q,h}^2 - d_{P,h}^2\|_{\infty, B(0,K)} + C_pk^{-\frac{3}{2}}.
\]

At last, using (2), Lemmas 23 and 24 leads to
\[
\|d_{Q,h}^2 - d_{P,h}^2\|_{\infty, B(0,K)} \leq \|d_{Q,h} - d_{P,h}\|_{\infty, B(0,K)} \left(\|d_{Q,h}\|_{\infty, B(0,K)} + \|d_{P,h}\|_{\infty, B(0,K)}\right)
\leq \frac{W_2(P,Q)}{\sqrt{h}} \left(\sup_{x \in B(0,K)} \sqrt{|x - m(Q_{x,h})|^2 + v(Q_{x,h}) + 2K}\right)
\leq \sqrt{3\sigma} \left(\sqrt{K^2 + 2K\sqrt{3\sigma + K}} + 3\frac{(\sigma + K)^2}{h} + 2K\right)
\leq \sqrt{3\sigma} \left(3K + \sqrt{3}(K + \sigma)\right).
\]

\[\square\]

6.9. Proof of Proposition 21

As in the proof of [7, Theorem 1], for the sake of simplicity we assume that $k$ is divisible by 3, set $m = (2k)/3$, and let $z_1, \ldots, z_m$ be a $6\Delta$-net in $B(0,K)$, with $\Delta = K/(6m^{\frac{1}{3}})$, so that such a net exists. We let as well $w_1, \ldots, w_m$ be in $\mathbb{R}^d$ such that $\|w_i\| = \Delta$ and $z_i + w_i \in B(0,K)$. For $\sigma \in \{-1, +1\}^m$ such that $\sum_{i=1}^m \sigma_i = 0$ we denote by $P_\sigma$ the distribution that satisfies, for $i \in [1, m]$,
\[
P_\sigma(\{z_i\}) = P_\sigma(\{z_i + w_i\}) = \frac{(1 + \sigma_i \delta)}{2m},
\]
with $\delta \leq \frac{1}{3}$. For $\tau \in \{-1, +1\}^m$, $\sigma(\tau)$ is defined by $\sigma(\tau)_j = \tau_j$ and $\sigma(\tau)_{\bar{w},+j} = -\tau_j$, for $j \in [1, m/2]$. We define now a $p$-points quantizer $F$ as a map from $\mathbb{R}^d$ such that $|F(\mathbb{R}^d)| = p$, and define $F_\sigma$ as the $k$-points quantizer satisfying
\[
F_\sigma(z_i) = z_i, \quad F_\sigma(z_i + w_i) = z_i + w_i \quad \text{if} \quad \sigma_i = +1
\]
\[
F_\sigma(z_i) = F_\sigma(z_i + w_i) = z_i \quad \text{if} \quad \sigma_i = -1.
\]

At last, for a quantizer $F$ with images $q_1, \ldots, q_p$ and sets of preimages $V_1, \ldots, V_p$, we denote by $R(F, P_\sigma)$ the quantity
\[
R(F, P_\sigma) = \sum_{i=1}^p P_\sigma \left[|r - m(P_{q_i,h})|^2 + v(P_{q_i,h})\right] I_{V_i},
\]
where for $i \in [1, p]$, $P_{q_i,h} \in \mathcal{P}_{q_i,h}(P_\sigma)$. With a slight abuse we call nearest-neighbor quantizer a quantizer whose sets of preimages are the set of Voronoi cells associated with $(m(P_{q_i,h}), v(P_{q_i,h}))$, with ties arbitrarily broken.

The proof of Proposition 21 follows from the same arguments as [33, Proposition 3.1]. We first use the following Lemma.
Lemma 27. Assume that $\delta \leq \frac{1}{3}$ and $h \leq \frac{1}{3\hat{m}}$. Let $\sigma$ and $\sigma'$ be such that $\sum_{i=1}^{m} \sigma_i = \sum_{i=1}^{m} \sigma'_i = 0$, and let $\rho(\sigma, \sigma')$ denote the distance $\sum_{i=1}^{m} |\sigma_i - \sigma'_i|$. Then

$$R(F_\sigma, P'_\sigma) = R(F_\sigma, P_\sigma) + \frac{\delta \Delta^2}{2m} \rho(\sigma, \sigma').$$

Moreover, for every $k$-points nearest neighbor quantizer $F$ there exists $\sigma$ and $\tau$ such that

$$\forall P_{\sigma(\tau')} \quad R(F, P_{\sigma(\tau')}) \geq R(F_\sigma, P_{\sigma(\tau')}) \geq \frac{1}{2} R(F_\sigma, P_{\sigma(\tau')}).$$

The proof of Lemma 27 is a slight modification of that of [33, Proposition 4.2]. For the sake of completeness it is given in Section C.1 of the Appendix. Let $\mathbf{t}$ be an empirically designed vector in $(\mathbb{R}^{d})^k$, and recall that $P d_{P, h, t}$ is defined as $P \sum_{j=1}^{k} \left[\|\cdot - m(P_j, h)\|^2 + v(P_j, h)\right] \mathbf{1}_{\mathbf{B}(0, K)}$. According to Lemma 27, we may write

$$\inf_{\mathbf{t}} \sup_{P \in \text{Supp}(P) \subseteq B(0, K)} \mathbb{E} P(d_{P, h, t}^2 - d_{P, h, k}^2) \geq \inf_{\mathbf{t}} \sup_{P_{\sigma(\tau')}} \mathbb{E} R(\mathbf{t}) - R(F_\sigma, P_{\sigma(\tau')})$$

$$\geq \frac{1}{2} \inf_{\mathbf{t}} \sup_{P_{\sigma(\tau')}} \mathbb{E}(F_\sigma(\mathbf{t}), P_{\sigma(\tau')}) - R(F_\sigma(\tau'), P_{\sigma(\tau')})$$

$$\geq \frac{\delta \Delta^2}{2m} \inf_{\mathbf{t}} \sup_{P_{\sigma(\tau')}} \mathbb{E} \rho(\mathbf{t}, \tau'),$$

where $\mathbf{t}$ denotes an empirically designed element of $\{-1, +1\}^{\hat{m}}$. Let $\mu$ denote the measure $\sum_{i=1}^{m} (\delta z_i + \delta z_i + w_i)$. For any distribution $P$ and $Q$ having densities with respect to $\mu$ we denote by $H^2(P, Q)$ their Hellinger distance.

Lemma 28. Let $\tau$ and $\tau'$ in $\{-1, +1\}^{\hat{m}}$ such that $\rho(\tau, \tau') = 2$. Then

$$H^2(P_{\sigma(\tau)}, P_{\sigma(\tau')}) \leq \frac{4n\delta^2}{m} : = \alpha.$$ 

The proof of Lemma 28 is a slight modification of the proof of [33, Lemma 4.5], and is given in Section C.2 in the Appendix. A direct application of Assouad’s Lemma (see, e.g., [42, Theorem 2.12]) entails that, for $\alpha \leq 2$,

$$\inf_{\mathbf{t}} \sup_{\tau \in \{-1, +1\}^{\hat{m}}} \mathbb{E} \rho(\mathbf{t}, \tau) \geq \frac{m}{4} \left(1 - \sqrt{\alpha(1 - \alpha/4)}\right).$$

For $\delta = \frac{\sqrt{m}}{2\sqrt{\alpha}}$, (17) yields

$$\inf_{\mathbf{t}} \sup_{P \in \text{Supp}(P) \subseteq B(0, K)} \mathbb{E} P(d_{P, h, t}^2 - d_{P, h, k}^2) \geq \frac{K^2 \hat{k} \hat{z} - \frac{3}{2}}{\sqrt{n}}.$$ 

This proves (8).

Now denote by $A$ the event $\bigcup_{i=1}^{m} \{P_n(\{z_i\}) \leq h\} \cup \{P_n(\{z_i + w_i\}) \leq h\}$. If $\delta \leq \frac{1}{8}$ and $h \leq \frac{1}{2k}$, using $\frac{(1-\delta)}{2m} - h \geq \frac{1}{4k}$ and a union of bounded difference inequalities (see, e.g.,
The result (17) leads to the result again. □
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Appendix: Additional figures and proofs of technical results

(). Due to space constraints, we relegate technical details as well as additional figures pertaining to Section 4 to the supplement [12].