A family of Beckner inequalities under various curvature-dimension conditions
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In this paper, we offer a proof for a family of functional inequalities interpolating between the Poincaré and the logarithmic Sobolev (standard and weighted) inequalities. The proofs rely both on entropy flows and on a $CD(\rho, n)$ condition, either with $\rho = 0$ and $n > 0$, or with $\rho > 0$ and $n \in \mathbb{R}$. As such, results are valid in the case of a Riemannian manifold, which constitutes a generalization to what was proved in [BGS20, Ngu19].
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1. Introduction

The family of the Beckner inequalities interpolate between the Poincaré and the logarithmic Sobolev inequalities. For instance, let $d\mu = e^{-V} dx$ be a probability measure on $\mathbb{R}^d$, where $V : \mathbb{R}^d \to \mathbb{R}$ is a smooth function satisfying $\nabla^2 V \geq \rho \text{Id}$ for some $\rho > 0$. Then, Bakry-Émery’s curvature-dimension condition implies that, for any $p \in (1, 2]$, and any nonnegative smooth function $f$,

$$
\frac{p}{p-1} \left[ \int f^2 d\mu - \left( \int f^{2/p} d\mu \right)^p \right] \leq \frac{2}{\rho} \int |\nabla f|^2 d\mu,
$$

these results can be found in [BGL14, Sec. 7.6.2]. When $p = 2$, that is the usual Poincaré inequality for the measure $\mu$ and when $p \to 1$ the inequality becomes the logarithmic Sobolev inequality,

$$
\int f^2 \log \frac{f^2}{\int f^2 d\mu} d\mu \leq \frac{2}{\rho} \int |\nabla f|^2 d\mu,
$$

both optimal when $\mu$ is the standard Gaussian measure.

Similar inequalities have first been proved by Bidaut-Véron-Véron in [BV91] for the sphere, using the method proposed in [GS81]. In this article, we refer to them as Beckner inequalities, in reference to [Bec89], where Beckner proves inequality (1) for the Gaussian measure. They are sometimes called convex inequalities.

These inequalities play a major role among functional inequalities for probability measures, being useful to understand both asymptotic behaviour of parabolic equations, and
also the geometry of measured spaces. It is interesting to notice that for the Gaussian measure, although the Poincaré and the logarithmic Sobolev inequalities are optimal and have nonconstant extremal functions, whenever \( p \in (1, 2) \), Beckner inequalities do not have extremal functions, and even admit various improvements (see for instance [AD05, BG10, DEKL13]).

Other attractive examples appear for measures which satisfy a (weighted) Poincaré inequality but no logarithmic Sobolev inequality. More precisely, let \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R}_+^* \) be a smooth and positive function such that for any \( \beta > d/2 \),
\[
\int \varphi - \beta dx < +\infty.
\]
Now, define
\[
d\mu_\beta = c_\beta \varphi^{-\beta} dx,
\]
where \( c_\beta \) is a normalization constant such that \( \mu_\beta \) is a probability measure on \( \mathbb{R}^d \).

In [BGS20], the authors prove that, when \( \varphi = 1 + |x|^2 \) then for any \( \beta \geq d + 1 \) and \( p \in [p^*, 2] \),
\[
\frac{p}{p-1} \left[ \int f^2 d\mu_\beta - \left( \int f^{2/p} d\mu_\beta \right)^p \right] \leq \frac{1}{\beta-1} \int |\nabla f|^2 \varphi d\mu_\beta,
\]
where \( p^* = 1 + 1/(\beta - d) \). This inequality is rich enough to be equivalent to the Sobolev inequality on the sphere. This result has then been extended by N’Guen in [Ngu19], where the author proves similar inequalities in \( \mathbb{R}^d \) with a function \( \varphi \) satisfying the convex assumption \( \nabla^2 \varphi \geq c \text{Id} \) for some constant \( c > 0 \). The only difference with inequality (3) is that the constant \( (\beta - 1)^{-1} \), in front of the right hand side, becomes \( 2(c(\beta - 1))^{-1} \), which is consistent with previous results, since \( c = 2 \) for \( \varphi : x \mapsto 1 + |x|^2 \). In that regard, N’Guen’s result is more general, but there exists a limitation: the range of the parameter \( p \) for which the inequality remains valid is strictly smaller.

We would like to extend Beckner’s inequality more precisely inequality (3) in the general context of curvature-dimension conditions. The goal is twofold. First, we extend some results of [BGS20, Ngu19] in the context of a Riemannian manifold. Then, under a curvature-dimension condition \( CD(\rho, n) \) with \( n \) negative, we also prove Beckner inequalities. We recover for instance the weighted Poincaré inequality for generalized Cauchy distributions.

More precisely, we prove functional inequalities under two kinds of assumptions, the curvature-dimension conditions \( CD(0, n) \) with \( n > 0 \) or \( CD(\rho, n) \) with \( \rho > 0 \) and \( n \in \mathbb{R} \). Let us give here a flavour of our results.

- In theorem 3.1, we prove the following Poincaré inequality under \( CD(0, n) \), \( n > 0 \). Let \( (M, g) \) be a smooth \( d \)-dimensional Riemannian manifold with a nonnegative Ricci curvature and let \( \varphi \) be a positive function such that \( \text{Hess}(\varphi) \geq cg, c > 0 \). Then for any function \( f \) and \( \beta \geq d + 1 \),
\[
\text{Var}_{\mu_{\varphi, \beta}}(f) \leq \frac{1}{c(\beta - 1)} \int \Gamma(f) \varphi d\mu_{\varphi, \beta},
\]
where \( \mu_{\varphi, \beta} = z_{\varphi, \beta} \varphi^{-\beta} dx \) is a probability measure. This inequality generalizes previous results on the subject.
In theorem 4.4, we prove a family of Beckner inequalities under $CD(\rho,n)$ with $\rho > 0$ and $n \in \mathbb{R}$. On a $d$-dimensional Riemannian manifold, for any nonnegative function $f$,

$$\frac{p}{p-1} \left( \int f^2d\mu - \left( \int f^{2/p}d\mu \right)^p \right) \leq 2\frac{n-1}{\rho n} \int \Gamma(f)d\mu.$$

- for all $p \in (1,2]$ if $n \geq d$,
- for all $p \in [p^*,2]$ if $n < -2$, where $p^* = 1 + \frac{4n}{2n+1}$.

In this context, $\mu$ is the reversible measure and $\Gamma$ is the carré du champ operator. The use of a negative dimension is new, up to our knowledge.

The article is organized as follows. In the next section, we state various definitions useful for the rest of the paper. In section 3 we prove weighted Beckner inequalities, like inequality (4) under $CD(0,n)$ conditions, $n > 0$. The $\Phi$-entropy inequalities are also studied in this context. Section 4 is devoted to Beckner’s inequality under the curvature-dimension condition $CD(\rho,n)$ conditions with $\rho > 0$ and $n \in \mathbb{R}$. Finally in section 5, we apply our methods in the one dimensional case, giving another way to prove optimal weighted Poincaré inequality on $\mathbb{R}$.

2. Settings and definitions

Consider a connected, $C^\infty$ Riemannian manifold $(M,g)$ of dimension $d$ and the Laplace-Beltrami operator $\Delta_g$ given by, in a local chart

$$\Delta_g f = \frac{1}{\sqrt{|g|}} \partial_i \left( \sqrt{|g|} g^{ij} \partial_j f \right),$$

where $g^{ij}$ are the components of the inverse metric tensor, $g^{-1}$. In this formula and in what follows, the Einstein notation was used, where the summation on indices is implied.

On this manifold, define the symmetric diffusion operator $L = \Delta_g + \Gamma^{\Delta_g}(V,\cdot)$, where $\Gamma^{\Delta_g}$ is the carré du champ operator (the definition of which is recalled below) associated to $\Delta_g$, and $V$ is a $C^\infty$ function. Most of the notions and results related to this operator $\Gamma$ can be found in the quite thorough [BGL14].

**Definition 2.1** (Carré du champ operator). Given a differential operator $L$ on a smooth manifold $M$, the carré du champ operator $\Gamma^L$ is a symmetric bilinear map from $C^\infty(M) \times C^\infty(M)$ onto $C^\infty(M)$. It is defined by

$$\Gamma^L(a,b) = \frac{1}{2}(L(ab) - aLb - bLa).$$
An important example to keep in mind is the manifold \((\mathbb{R}^d, I_d)\), on which the Laplace-Beltrami operator is the usual Laplacian, and its carré du champ operator is, for any smooth functions \(a\) and \(b\),

\[
\Gamma^\Delta(a, b) = \nabla a \cdot \nabla b.
\]

More generally, respectively using the Levici-Vita connection \(\nabla\), and in a local chart, operator \(\Gamma^\Delta_g\) is given by

\[
\Gamma^\Delta_g(a, b) = g(\nabla a, \nabla b) = g^{ij} \partial_i a \partial_j b.
\]

We iterate this definition to get the second order operator, \(\Gamma^2\).

**Definition 2.2 (Iterated carré du champ operator).** Given a differential operator \(L\) on a smooth manifold \(M\), the iterated carré du champ operator \(\Gamma^L_2\) is a symmetric bilinear map from \(C^\infty(M) \times C^\infty(M)\) onto \(C^\infty(M)\) defined by

\[
\Gamma^L_2(a, b) = \frac{1}{2}(L(\Gamma^L(a, b)) - L(a, Lb) - L(b, La)).
\]

We point out that if \(L = \Delta_g + \Gamma^\Delta_g(V, .)\), then \(\Gamma^L = \Gamma^\Delta_g\); the drift part of \(L\), namely \(V\), does not appear in this operator. For this reason, and for readability’s sake, we shall simply use the notation \(\Gamma\) instead of \(\Gamma^\Delta_g\) in what follows, as long as it is not ambiguous. We will also write \(\Gamma(a, a) = \Gamma(a)\) for brevity. We will do the same for \(\Gamma_2\), but one should keep in mind that the drift does play a role in \(\Gamma_2\), and \(\Gamma^L_2 \neq \Gamma^\Delta^2_g\). The idea behind the carré du champ operator is that it contains all the information about the geometry of the space \((M, g)\), and it thus proves worthwhile to stick to its use in the (sometimes heavy) calculations. Generally, a formula that is valid for the standard Laplacian on \(\mathbb{R}^d\) involving only the \(\Gamma\) operator will remain valid on more general manifolds. For instance, if \(a, b,\) and \(c\) are smooth functions defined on \(\mathbb{R}^d\), the Hessian of \(a\) may be expressed in the following fashion

\[
\text{Hess}(a)(\nabla b, \nabla c) = \frac{1}{2}(\nabla b \cdot \nabla(\nabla a \cdot \nabla c) + \nabla c \cdot \nabla(\nabla a \cdot \nabla b) - \nabla a \cdot \nabla(\nabla b \cdot \nabla c))
\]

hence the following lemma

**Lemma 2.3 (Hessian of a function).** Let \(a, b, c\) be smooth functions on \((M, g)\). Then, the Hessian of \(a\) is given by

\[
\nabla^2 a(\nabla b, \nabla c) = \frac{1}{2}((\Gamma(b, \Gamma(a, c)) + \Gamma(c, \Gamma(a, b)) - \Gamma(a, \Gamma(b, c))),
\]

where \(\Gamma\) is the carré du champ operator associated to the Laplace-Beltrami operator \(\Delta_g\).

**Proof.** Since the Hessian is symmetric and bilinear, it is sufficient to prove that

\[
\nabla^2 a(\nabla b, \nabla b) = \Gamma(b, \Gamma(a, b)) - \frac{1}{2}\Gamma(a, \Gamma(b)).
\]
By definition,
\[
\text{Hess}(a)(\nabla b, \nabla b) = g(\nabla \nabla_b \nabla a, \nabla b)
= \nabla \nabla_b g(\nabla a, \nabla b) - g(\nabla a, \nabla \nabla_b \nabla b)
= g(\nabla_b, \nabla g(\nabla a, \nabla b)) - \frac{1}{2} g(\nabla a, \nabla g(\nabla_b, \nabla b))
\]
which is the claimed formula.

In the development of this article, we shall assume so-called curvature-dimension conditions on the different diffusion operators:

**Definition 2.4 (Curvature-dimension conditions \(CD(\rho, n)\)).** A diffusion operator \(L\) is said to satisfy a \(CD(\rho, n)\) condition for \(\rho \in \mathbb{R}\) and \(n \neq 0\), if for every smooth function \(f\),
\[
\Gamma_2(f) \geq \rho \Gamma(f) + \frac{1}{n} (Lf)^2.
\]

(5)

For example, the Bochner-Lichnerowicz formula implies that the Laplace-Beltrami operator \(\Delta_g\) satisfies the \(CD(\rho, n)\) condition with \(n \geq d\) and \(\rho \in \mathbb{R}\) whenever the Ricci curvature is uniformly bounded from below by \(\rho g\), [BGL14, Sec. C.6].

Denoting by \(dx\) the Riemannian measure associated to \((M, g)\), we define \(\mu\) to be the reversible measure associated to \(L\), i.e. \(d\mu = ZV e^V dx\), where \(ZV\) a normalizing constant such that \(\mu\) is a probability measure if finite, and \(ZV = 1\) otherwise. The triple \((M, \Gamma, \mu)\) is a Markov triple, as defined in [BGL14, Sec. 3.2]. Then, for any smooth functions \(a, b\) such that the integrals are well defined, we have the following integration by parts formula:
\[
\int_M \Gamma(a, b) d\mu = - \int_M aLb d\mu = - \int_M bLad\mu,
\]
a notable consequence of which is that \(\int_M Lad\mu = 0\).

**Remark 2.5.** We could have chosen to study a general symmetric Markov semigroup, for instance a generic Markovian triple \((E, \Gamma, \mu)\) as proposed in [BGL14]. However, assuming \(L\) is a symmetric diffusion operator in a smooth Riemannian manifold, which is the case of interest for us, there exists a metric \(\tilde{g}\) and a function \(V\) such that the operator can be rewritten \(L = \Delta_{\tilde{g}} + \Gamma^\Delta_{\tilde{g}}(V, .)\), so we are not, in fact, losing any generality.

3. Weighted inequalities under nonnegative Ricci curvature

For a more pedestrian approach, we first explain the case of the Poincaré inequality, only to tackle more general inequalities later on.
3.1. Weighted Poincaré inequality

Let \( \varphi \) be a \( C^2 \) positive function on \( M \) such that
\[
\nabla^2 \varphi \geq cg
\]
for some positive constant \( c \). For \( \beta \in \mathbb{R} \) such that \( \varphi^{-\beta} \) is integrable with respect to \( \mu \), let \( \mu_{\varphi,\beta} = Z_{\varphi,\beta} \varphi^{-\beta} \mu \), with the constant \( Z_{\varphi,\beta} \) such that this new measure is a probability measure. The main result is the following:

**Theorem 3.1** (Weighted Poincaré inequality). Assume that the diffusion operator \( L \) satisfies a \( CD(0,n) \) condition with \( n \geq d \), and fix a real number \( \beta \geq n + 1 \). Then for all smooth bounded functions \( f \),
\[
\text{Var}_{\mu_{\varphi,\beta}}(f) = \int f^2 d\mu_{\varphi,\beta} - \left( \int f d\mu_{\varphi,\beta} \right)^2 \leq \frac{1}{c(\beta - 1)} \int \Gamma(f) \varphi d\mu_{\varphi,\beta}.
\]

**Remark 3.2.** As explained in section 2, the main example to keep in mind is the Laplace-Beltrami operator on a Riemannian manifold with a nonnegative Ricci curvature, in which case \( \mu_{\varphi,\beta} = Z_{\varphi,\beta} \varphi^{-\beta} dx \).

This inequality happens to be optimal whenever \((M,g) = (\mathbb{R}^d, \text{Id})\), and \( \varphi(x) = 1+|x|^2 \), where the optimal constant is reached for projectors \( x \mapsto x_i \), \( 1 \leq i \leq d \). This optimal case has been proved in [BBD+07] and also in [Ngu14, ABJ18] with different methods.

**Proof.** Fix \( \beta \in \mathbb{R}\setminus\{2\} \), and define
\[
\mathcal{T} := \varphi L - (\beta - 1)\Gamma(\varphi,\cdot).
\]
Note that the operator \( \mathcal{T} \) is, in fact, of the form \( \mathcal{T} = \Delta_{\varphi} + \Gamma \Delta_{\varphi}(\nabla \cdot, \cdot) \), where \( g = \varphi^{-1} g \) and \( \nabla = V + (d/2 - \beta) \log \varphi \), so the operator we are considering here is obtained from the first one through a conformal transformation. In what follows, everything written with an overline relates to objects associated to the operator \( \mathcal{T} \) or the manifold \((M, g)\). For instance, the carré du champ operator is given by \( \Gamma = \varphi \Gamma' \), its reversible measure is \( \bar{\mu} = \mu_{\varphi,\beta} \), and
\[
\Gamma_2(f) = \Gamma_2^\mathcal{T}(f) = \varphi^2 \Gamma_2(f) + (\beta - 1)\varphi \nabla^2 \varphi (\nabla f, \nabla f) + \frac{\Gamma(f)}{2}(\varphi L \varphi - (\beta - 1)\Gamma(\varphi)) + \varphi \Gamma(f, \Gamma(\varphi)) - \varphi L \Gamma(f, \varphi), \tag{8}
\]
a proof of which can be stringed together with information from [BGL14, Sec. 6.9.2], for instance.

Now, fix \( f \), a smooth and bounded function on \( M \), and consider the Markov semigroup \((f_t)_{t \geq 0}\), solution of the initial-value system
\[
\begin{cases}
\partial_t f_t = \mathcal{T} f_t & \text{on } (0, +\infty) \times M, \\
f_0 = f & \text{on } M.
\end{cases}
\tag{9}
\]
We study the variance of $f_t$ along the flow:

$$\text{Var}_{\bar{\mu}}(f_t) = \int f_t^2 d\bar{\mu} - \left( \int f_t d\bar{\mu} \right)^2.$$ 

Since $\mathcal{L}$ is mass-preserving, $\int f_t d\bar{\mu} = \int f d\bar{\mu}$, and so we may consider only the part that is not constant,

$$\Lambda(t) := \int f_t^2 d\bar{\mu}.$$ 

To prove convexity of $\Lambda$ with respect to time, we use the following estimate:

**Lemma 3.3.** If $\beta > 1$ and $\beta \neq 2$, then for all $t \geq 0$,

$$\Lambda''(t) \geq -2c(\beta - 1)\Lambda'(t) + \frac{4}{\beta - 2} \int \varphi^2 [(\beta - 1)\Gamma_2(f_t) - (L f_t)^2] d\bar{\mu}. \quad (10)$$

Furthermore, there is equality in (10) for all $t \geq 0$ whenever the Hessian of $\varphi$ is a constant, i.e. when inequality (6) is an equality.

Assume that $L$ satisfies the $CD(0, n)$ condition for some $n > 0$, and that $\beta - 1 \geq n$, and $\beta > 2$. Then, we deduce from equation (10) that

$$\Lambda''(t) \geq -2c(\beta - 1)\Lambda'(t)$$

which we can integrate once between 0 and $t$ to find that

$$-\Lambda'(t) \leq -\Lambda'(0)e^{-2c(\beta - 1)t}$$

and then once again, between $t = 0$ and $t = +\infty$,

$$\Lambda(0) - \lim_{t \to +\infty} \Lambda(t) \leq \frac{-1}{2c(\beta - 1)}\Lambda'(0).$$

The Markov semigroup studied is ergodic, in other words, it ensures the convergence of $f_t$ towards its mean in $L^2(\bar{\mu})$, so that

$$\lim_{t \to +\infty} \Lambda(t) = \left( \int f d\bar{\mu} \right)^2 = \left( \int f d\bar{\mu} \right)^2$$

and the previous inequality is simply the stated result, for smooth and bounded functions, and for $\beta > 2$. The general case is established by approximation. The particular case $\beta = 2$ (also implying $n = d = 1$) is proved by letting $\beta \to 2$ directly in inequality (7).

**Proof of lemma 3.3.** By definition of $\bar{\mu}$, we may integrate by parts the derivative of $\Lambda$ to find

$$\Lambda'(t) = 2 \int f_t \mathcal{L} f_t d\bar{\mu} = -2 \int \Gamma(f_t) d\bar{\mu},$$
and, differentiating once again,
\[
\Lambda''(t) = -4 \int \Gamma(f_t, L f_t) d\bar{\mu} = -4 \int \Gamma(f_t, L f_t) d\mu + 2 \int \mathcal{L}(\Gamma(f_t)) = 4 \int \Gamma_2(f_t) d\bar{\mu}.
\]

We may now use formula (8) to find that
\[
\Lambda''(t) = 4 \int (\beta - 1) \varphi \nabla^2 \varphi (\nabla f_t, \nabla f_t) d\bar{\mu}
+ 4 \left[ \varphi^2 \Gamma_2(f_t) + \frac{\Gamma(f_t)}{2} (\varphi L \varphi - (\beta - 1) \Gamma(\varphi)) + \varphi \Gamma(\varphi, \Gamma(f_t)) - \varphi L f_t \Gamma(f_t, \varphi) \right] d\bar{\mu}. \tag{11}
\]

First, the convexity assumption (6) on \(\varphi\) yields
\[
4 \int (\beta - 1) \varphi \nabla^2 \varphi (\nabla f_t, \nabla f_t) \geq 4 c (\beta - 1) \int \Gamma(f_t) d\bar{\mu} = -2 c (\beta - 1) \Lambda'(t).
\]

Now, in the second integral of equation (11), we may not directly use the integration by parts formula, because \(\bar{\mu}\) is the invariant measure for \(\Gamma\), and not for \(\Gamma\). We must thus rewrite it in terms of \(\mu\). First,
\[
\int \frac{\Gamma(f_t)}{2} \varphi L \varphi d\bar{\mu} = Z_{\varphi, \beta} \int \frac{\Gamma(f_t)}{2} \varphi^{1-\beta} L \varphi d\mu = -Z_{\varphi, \beta} \int \Gamma(\varphi, \varphi^{1-\beta} \Gamma(f_t)) d\mu
= -\frac{1}{2} \int \Gamma(\varphi, \Gamma(f_t)) d\bar{\mu} \frac{1}{\beta - 2} \int \Gamma(f_t) \Gamma(\varphi) d\bar{\mu}.
\]

Then,
\[
\int \varphi \Gamma(\varphi, \Gamma(f_t)) d\bar{\mu} = Z_{\varphi, \beta} \int \varphi^{1-\beta} \Gamma(\varphi, \Gamma(f_t)) d\mu = \frac{Z_{\varphi, \beta}}{2 - \beta} \int \Gamma(\varphi^{2-\beta}, \Gamma(f_t)) d\mu
= \frac{1}{\beta - 2} \int \varphi^2 \Gamma(f_t) d\bar{\mu},
\]

and likewise,
\[
- \int \varphi L f_t \Gamma(f_t, \varphi) d\bar{\mu} = \frac{Z_{\varphi, \beta}}{\beta - 2} \int L f_t \Gamma(f_t, \varphi^{2-\beta}) d\mu = \frac{Z_{\varphi, \beta}}{\beta - 2} \left[ \Gamma(f_t, \varphi^{2-\beta} L f_t) - \varphi^{2-\beta} \Gamma(f_t, L f_t) \right] d\mu - \frac{1}{\beta - 2} \int \varphi^2 \Gamma(L f_t)^2 + \Gamma(f_t, L f_t) d\bar{\mu}.
\]

We conclude putting these three identities together. \(\square\)

### 3.2. \(\Phi\)-entropy and weighted Beckner inequalities

Instead of the variance, we may consider a generic \(\Phi\)-entropy along the flow. Choose a strictly convex real function \(\Phi \in C^4(I)\), (where \(I \subset \mathbb{R}^*_+\) is an open interval) and consider
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the $\Phi$-entropy of any function $f : M \mapsto I$ such that the integrals below are well defined

$$\text{Ent}_{\mu,\varphi,\beta}^{\Phi}(f) := \int \Phi(f)d\mu_{\varphi,\beta} - \Phi\left(\int f\,d\mu_{\varphi,\beta}\right),$$

so that $\text{Var}_{\mu,\varphi,\beta} = \text{Ent}_{\mu,\varphi,\beta}^{\Phi}$. Generalizations of inequalities like (7) to $\Phi$-entropies have already been studied under $\text{CD}(\rho, \infty)$ condition, $\rho > 0$ in [Cha04, BG10]. We find a generalized version of theorem 3.1:

**Theorem 3.4 (\Phi-entropy inequalities).** Assume that the diffusion operator $L$ satisfies a $\text{CD}(0, n)$ condition with $n \geq 0$, and fix a real number $\beta \geq n + 1$. Let $\Phi : I \mapsto \mathbb{R}$ be a strictly convex function such that

$$\Phi^{(4)}\Phi'' \geq C_{n,\beta}(\Phi^{(3)})^2,$$

with

$$C_{n,\beta} = \frac{8(\beta - 1 - n)(2\beta - 1) + 9n}{8(\beta - 1 - n)(\beta - 1)}.$$  

Then, for all smooth bounded functions $f : M \mapsto I$, there holds

$$\text{Ent}_{\mu}^{\Phi}(f) \leq \frac{1}{2c(\beta - 1)} \int \Phi''(f)\Gamma(\varphi)d\mu.$$

**Proof.** Let us first assume that $\beta > 2$, the case $\beta = 2$ can be proved by passing to the limit in (13). Assume also that $f$ is a smooth and bounded function, the general case can be proved by approximations. Consider, just like before, the function $f_t$, solution of the initial-value system (9) starting from $f$, and define $\Lambda(t)$ to be, for $t \geq 0$, the non-constant part of the entropy

$$\Lambda(t) = \int \Phi(f_t)d\bar{\mu},$$

where, again, $\bar{\mu} = \mu_{\varphi,\beta}$ like in section 3.1. Differentiating the entropy yields

$$\Lambda'(t) = -\int \frac{\Gamma(\Phi'(f_t))}{\Phi''(f_t)}d\bar{\mu},$$

and, from [BG10, Lem. 4],

$$\Lambda''(t) = \int \left[2\frac{\Gamma_2(\Phi'(f_t))}{\Phi''(f_t)} + \left(-\frac{1}{\Phi''}\right)''(f_t)\left(\frac{\Gamma(\Phi'(f_t))}{\Phi''(f_t)}\right)^2\right]d\bar{\mu}.$$  

We follow exactly the same steps as in section 3.1. For brevity, we write $h := \Phi'(f_t)$. First, expanding $\Gamma_2$ in terms of $\Gamma_2$, $\Gamma$ and $L$, and also using the convexity hypothesis on
\( \varphi \) (6), we find,

\[
\Lambda''(t) \geq -2c(\beta - 1)\Lambda'(t) + \int \frac{2}{\Phi''(f_1)} \left( \varphi^2 \Gamma_2(h) + \frac{\Gamma(h)}{2}(\varphi L\varphi - (\beta - 1)\Gamma(\varphi)) + \varphi \Gamma(\varphi, \Gamma(h)) \right.
\]

\[
\quad - \varphi Lh \Gamma(h, \varphi) \bigg) + \varphi^2 \left( \frac{-1}{\Phi'} \right)''(f_1) \left( \frac{\Gamma(h)}{\Phi''(f_1)} \right)^2 \bigg] \, d\bar{\mu}.
\]

We may now give these terms the same treatment as in the previous section: the goal is to remove all derivatives on \( \varphi \). The calculations are not made explicit here; they involve the exact same ingredients we used before, only with more terms appearing. We finally find, using only integration by parts, that

\[
\Lambda''(t) \geq -2c(\beta - 1)\Lambda'(t) + 1 \beta - 2 \int \frac{\varphi^2}{\Phi''(f_1)} \left( a_0 \Gamma_2(h) + a'_0 (Lh)^2 + a_2 \Gamma(h) Lh + a_3 \Gamma(h)^2 \right) d\bar{\mu},
\]

where

\[
\left\{
\begin{array}{ll}
a_0 &= 2(\beta - 1), \\
a'_0 &= -2, \\
a_2 &= 3 \frac{\Phi'''(f_1)}{(\Phi''(f_1))^2}, \\
a_3 &= (\beta - 1) \frac{\Phi^{(4)}(f_1)}{(\Phi''(f_1))^3} + (1 - 2\beta) \frac{(\Phi'''(f_1))^2}{(\Phi''(f_1))^4}.
\end{array}
\right.
\]

Just like for the Poincaré inequality proof, this inequality becomes an equality when \( \text{Hess}(\varphi) = cg \). Invoke the \( CD(0, n) \) condition to find that

\[
\Lambda''(t) \geq -2c(\beta - 1)\Lambda'(t) + \frac{1}{\beta - 2} \int \frac{\varphi^2}{\Phi''(f_1)} \left( a_1 (Lh)^2 + a'_1 (Lh)^2 + a_2 \Gamma(h) Lh + a_3 \Gamma(h)^2 \right) d\bar{\mu},
\]

where \( a_1 = a_0 / n + a'_0 = \frac{2}{n}(\beta - 1 - n) \). In the same way as before, we want this integrated quantity to be nonnegative. Since \( \Phi \) is strictly convex, it is sufficient to require the polynomial function \( X \mapsto a_1 X^2 + a_2 X + a_3 \) to be nonnegative, which itself is equivalent to

\[
a_1 \geq 0 \quad \text{and} \quad a_2^2 - 4a_1a_3 \leq 0.
\]

A straightforward computation yields that this, in turn, is equivalent, whenever \( n \geq 0 \), to

\[
\beta \geq n + 1 \quad \text{and} \quad \Phi^{(4)} \Phi'' \geq C_{\beta, n}(\Phi'''^2),
\]

where

\[
C_{\beta, n} = \frac{8(\beta - 1 - n)(2\beta - 1) + 9n}{8(\beta - 1 - n)(\beta - 1)}.
\]

If this condition is satisfied, the integrand is pointwise nonnegative, thus

\[
\Lambda''(t) \geq -2c(\beta - 1)\Lambda'(t),
\]
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and integrating this twice yields the theorem, since, by ergodicity,

\[ \Lambda(0) - \lim_{t \to \infty} \Lambda(t) = \text{Ent}_\mu^\Phi(f). \]

We can explicit this theorem in the particular case where \( \Phi(x) = x^p, \ p > 1 \). Condition (12) is then equivalent to

\[ p \in \left[p^*, 2\right], \]

where

\[ p^* = 1 + \frac{8(\beta - 1 - n) + 9n}{\beta(\beta - 1 - n) + 9n} \in (1, 2). \quad (15) \]

Thus, if this condition is satisfied,

\[ \int f^p d\bar{\mu} - \left( \int f d\bar{\mu} \right)^p \leq \frac{p(p-1)}{2c(\beta - 1)} \int f^{p-2} \varphi \Gamma(f) d\bar{\mu}. \]

Rewriting this inequality with \( \tilde{f} = f^{2/p} \) in place of \( f \), we find

**Corollary 3.5 (Weighted Beckner inequalities).** Under the same assumptions as theorem 3.4, for all \( p \in [p^*, 2] \), and all smooth bounded functions \( f \), we have

\[ \frac{p}{p-1} \left[ \int f^2 d\mu_{\varphi, \beta} - \left( \int f^{2/p} d\mu_{\varphi, \beta} \right)^p \right] \leq \frac{2}{c(\beta - 1)} \int \varphi \Gamma(f) d\mu_{\varphi, \beta}, \quad (16) \]

where \( p^* \) is given by (15).

Corollary 3.5 is optimal (and thus so is theorem 3.4) in the sense that there exists no constant \( 0 < C < (c(\beta - 1))^{-1} \) such that \( \mathcal{T} \) satisfies a Beckner inequality \( B_p(C) \) (see definition 4.5 below), because \( B_p(C) \) (for any \( p \in (1, 2) \)) implies the Poincaré inequality with constant \( C \). Indeed, testing inequality (16) with the function \( 1 + \varepsilon f \), \( f \) bounded, we find that

\[ \frac{p}{p-1} \left[ \int (1 + \varepsilon f)^2 d\bar{\mu} - \left( \int (1 + \varepsilon f)^{2/p} d\bar{\mu} \right)^p \right] \leq \frac{2\varepsilon^2}{c(\beta - 1)} \int \varphi \Gamma(f) d\bar{\mu}, \]

which, after being expanded when \( \varepsilon \) is small, turns into

\[ \int f^2 d\bar{\mu} - \left( \int f d\bar{\mu} \right)^2 + o(1) \leq \frac{1}{c(\beta - 1)} \int \varphi \Gamma(f) d\bar{\mu}, \]

which is exactly the optimal weighted Poincaré inequality 3.1.
Remark 3.6. In the case of interest, when \( \Phi(X) = X^p \), we may explicit inequality (14)
\[
\Lambda''(t) \geq -2c(\beta - 1)\Lambda'(t) + \frac{1}{\beta - 2} \int \phi^2 h^{\frac{p-2}{p-1}} \left( a'_1(Lh)^2 + a_2 \frac{\Gamma(h)}{h} Lh + a'_3 \frac{\Gamma(h)^2}{h^2} \right) d\bar{\mu},
\]
where the \( a'_i, i \in \{1, 2, 3\} \) are real constants. The inequality can be then improved using the fact that
\[
a'_1 X^2 + a'_2 X + a'_3 = a'_1 \left( X + \frac{a'_2}{2a'_1} \right)^2 - \frac{(a'_2)^2 - 4a'_1 a'_3}{4a'_1},
\]
so that, whenever \( \delta := \frac{1}{4a'_1} ((a'_2)^2 - 4a'_1 a'_3) \geq 0 \), we find that
\[
\Lambda''(t) \geq -2c(\beta - 1)\Lambda'(t) + \frac{\delta}{\beta - 2} \int \phi^2 h^{\frac{p-2}{p-1}} \frac{\Gamma(h)^2}{h^2} d\bar{\mu}
\geq -2c(\beta - 1)\Lambda'(t) + \frac{\delta}{\beta - 2} \left( \int \phi h^{\frac{2-p}{p-1}} \Gamma(h) d\bar{\mu} \right)^2
= -2c(\beta - 1)\Lambda'(t) + C_p \frac{\Lambda'(t)^2}{\Lambda(t)},
\]
by Jensen’s inequality, where, for reference,
\[
C_p = \frac{\delta}{\beta - 2} (p - 1)^2 p^{\frac{2-p}{p-1}} \geq 0.
\]
This leads, when integrated, to a refined version of Beckner’s inequality, which we will come back to in section 4, and specifically, corollary 4.6.

Remark 3.7. As explained in section 1, we extend the result of Nguyen [Ngu19] in two aspects. First, Beckner inequalities (16) are proved in the more general context of Riemannian manifolds satisfying a \( CD(0, n) \) condition, and secondly, the range of parameter \( p \in [p^*, 2] \) given by (15) contains strictly the one proposed in [Ngu19].

On the other hand, in [BGS20], corollary 3.5 is proved in the special case of \( M = \mathbb{R}^d \) and \( \varphi(x) = 1 + |x|^2 \). Interestingly, the range found in their article is greater than what we can manage here. Indeed, it is valid for all \( p \in [p^*_{BGS}, 2] \), where
\[
1 < p^*_{BGS} = 1 + \frac{1}{\beta - d} < p^*.
\]
It might be worth it to note that in our case, we used the fact that the second degree polynomial appearing in the integral is greater than 0, when this is in fact quite a gross lower bound. Indeed, the argument is that
\[
\int \phi^2 h^{\frac{2-p}{p-1}} \left( \frac{hLh}{\Gamma(h)} + \frac{a'_2}{2a'_1} \right)^2 \frac{\Gamma(h)^2}{h^2} d\bar{\mu} \geq 0,
\]
but the squared term can probably be controlled in a way that leads to a wider range of \( p \), since
\[
\int \left[ hLh + \frac{a'_2}{2a'_1} \Gamma(h) \right] d\mu = \left( \frac{a'_2}{2a'_1} - 1 \right) \int \Gamma(h) d\mu < 0
\]
whenever \( h \neq 0 \).

### 4. Spaces with positive curvature and real dimension

The family of inequalities considered in this article, especially for sections 4 and 5, is the following interpolation between the Poincaré inequality and the logarithmic Sobolev inequality.

**Definition 4.1** (Beckner inequalities). The Markov triple \((M, \Gamma, \mu)\) is said to satisfy a Beckner inequality \( B_p(C) \) with parameter \( p \in (1, 2] \) and constant \( C > 0 \) if, for all nonnegative smooth bounded functions \( f \),
\[
\frac{p}{p-1} \left( \int f^2 d\mu - \left( \int f^{2/p} d\mu \right)^p \right) \leq 2C \int \Gamma(f) d\mu. \tag{17}
\]

The constants in front of the integrals are chosen so that for \( p = 2 \), this is exactly the Poincaré inequality with constant \( C \), and the limiting case \( p \to 1 \) corresponds to the logarithmic Sobolev inequality, again with constant \( C \). Indeed,
\[
\lim_{p \to 1} \frac{p}{p-1} \left( \int f^2 d\mu - \left( \int f^{2/p} d\mu \right)^p \right) = \int f^2 \log \left( \frac{f^2}{\int f^2 d\mu} \right) d\mu.
\]

**Remark 4.2.** The weighted Beckner inequalities proved in the previous section can be seen as classical Beckner inequalities. Indeed, corollary 3.5 states that \( B_p((c(\beta - 1))^{-1}) \) is valid for the triple \((M, \varphi \Gamma, \mu_{\varphi, \beta})\).

In this section, we consider a diffusion operator \( L \) defined on \((M, g)\), just like in section 3, with \( \mu \) being its reversible measure. We assume that \( L \) satisfies a curvature-dimension condition \( CD(\rho, n) \), with \( \rho > 0 \) and \( n \in \mathbb{R} \). That means, specifically but not exclusively, that we will consider negative \( n \). Such spaces, sometimes referred to as having negative effective dimension, have been studied in the past, with articles dating as far back as 2003, up to our knowledge [Sch03, Mil17a, Mil17b, BGS20]. Furthermore, one can easily construct examples of such operators with [Oht16, Cor. 4.13]. Writing down the \( CD(\rho, n) \) inequality in good local coordinates like in [BGS20], one can check that a necessary criterion for the inequality to be true is that \( d/n \leq 1 \), which means that we are actually restricted to \( n \in \mathbb{R} \setminus [0, d] \). The main difference, compared to the previous section, is that the curvature is positive, which is a stronger assumption, but \( n \) can be negative, which is a weaker assumption.

Let us first recall the well known result for the Poincaré inequality, the proof of which is given in [BGL14, Thm. 4.8.4].
Theorem 4.3 (Poincaré inequality under $\text{CD}(\rho, n)$). Assume that the diffusion operator $L$ satisfies a $\text{CD}(\rho, n)$ condition, with $\rho > 0$ and $n \in \mathbb{R} \setminus [0, d)$. Then the following Poincaré inequality holds,

$$\text{Var}_\mu(f) \leq \frac{n - 1}{\rho n} \int \Gamma(f) d\mu. \quad (18)$$

We extend this result to Beckner inequalities in the following theorem:

Theorem 4.4 (Beckner inequalities under $\text{CD}(\rho, n)$). Assume that the diffusion operator $L$ satisfies a $\text{CD}(\rho, n)$ condition, with $\rho > 0$ and $n \in \mathbb{R} \setminus [-2, d)$. Then, $B_p\left(\frac{n - 1}{\rho n}\right)$ is satisfied

- for all $p \in (1, 2]$ if $n \geq d$,
- for all $p \in [p^*, 2]$ if $n < -2$, where

$$p^* = 1 + \frac{1 - 4n}{2n^2 + 1}.$$

Interestingly, we find nothing for $n \in [-2, 0)$, which corresponds to the weakest $\text{CD}(\rho, n)$ conditions possible, even though the Poincaré inequality remains valid in that range. It seems like there is not enough structure in that case.

**Proof.** In the same fashion as the previous section, fix $f$, a bounded smooth nonnegative function on $M$, and consider the function $f_t$, solution of the initial-value system

$$\begin{cases}
\partial_t f_t = Lf_t & \text{on } (0, +\infty) \times M, \\
 f_0 = f & \text{on } M,
\end{cases} \quad (19)$$

and consider the non-constant part of its $\Phi$-entropy along the flow, where $\Phi$ is assumed to be strictly convex:

$$\Lambda(t) = \int \Phi(f_t) d\mu.$$

Invoking [BG10, Lem. 4] once again,

$$\Lambda'(t) = -\int \frac{\Gamma'(\Phi(f_t))}{\Phi''(f_t)} d\mu, \quad \Lambda''(t) = \int \left[ 2 \frac{\Gamma'(\Phi(f_t))}{\Phi''(f_t)} \left( \frac{-1}{\Phi''(f_t)} \right)'(f_t) \left( \frac{\Gamma'(\Phi(f_t))}{\Phi''(f_t)} \right)^2 \right] d\mu.$$

Classically, one can assume $-1/\Phi''$ to be convex, whence the $\text{CD}(\rho, n)$ condition yields

$$\Lambda''(t) \geq \int \frac{2}{\Phi''(f_t)} \left[ \rho \Gamma'(\Phi(f_t)) + \frac{1}{n} (L\Phi'(f_t))^2 \right] d\mu,$$

and, when $n > 0$, this leads to

$$\Lambda''(t) \geq -2\rho \Lambda'(t),$$
Rewriting these quantities with respect to \( q \). The first term corresponds to the first derivative of the entropy, \( \Lambda'(t) \), and we must take care of them. Term \( iii \) may leave it as it is. Terms \( ii \) and \( iv \) are trickier, because their sign is not known, so we must take care of them as well, at least for negative \( n \).

\[
\Lambda'(t) = -\frac{p}{p-1} \int f_t^{2-p} \Gamma(f_t^{p-1}) \, d\mu,
\]

\[
\Lambda''(t) = \frac{p}{p-1} \int \left[ 2f_t^{2-p} \Gamma_2(f_t^{p-1}) + \frac{2-p}{p-1} f_t^{4-3p} \Gamma(f_t^{p-1})^2 \right] \, d\mu.
\]

To get the most information out of this, we shall apply the \( CD(\rho, n) \) condition not to the function \( h \), but to \( \eta(h) \), where \( \eta \) is some function to be chosen later. Expanding every term in the \( CD(\rho, n) \) inequality (5)

\[
\Gamma_2(\eta(h)) \geq \rho \Gamma(\eta(h)) + \frac{1}{n} (L \eta(h))^2
\]

yields

\[
\eta^2(h) \Gamma_2(h) + \eta'(h) \eta''(h) \Gamma(h, \Gamma(h)) + (\eta''(h) \Gamma(h))^2 \geq \rho \eta^2(h) \Gamma(h) + \frac{1}{n} (\eta'(h) L h + \eta''(h) \Gamma(h))^2.
\]

This inequality is, in particular, true for the power function \( \eta(x) = x^{\theta+1} \), with \( \theta \in \mathbb{R} \), so that

\[
\Gamma_2(h) \geq \rho \Gamma(h) + 2 \theta \frac{1}{n} \frac{\Gamma(h) L h}{h} \frac{\Gamma(h, \Gamma(h))}{h} + \theta^2 \left( \frac{1 - n}{n} \right) \frac{\Gamma(h)^2}{h^2} + \frac{1}{n} (L h)^2.
\]

Multiplying this inequality by \( h^\theta \) and then integrating it, we are left with five terms to consider. The first term corresponds to the first derivative of the entropy, \( \Lambda'(t) \), so we may leave it as it is. Terms \( ii \) and \( iii \) are trickier, because their sign is not known, so we must take care of them. Term \( iv \) is always negative since \( n \notin [0, 1] \), but it is compensated by another (positive) term of the same nature appearing naturally in \( \Lambda''(t) \). The sign of the last term depends on the sign of \( n \), so we must take care of it as well, at least for negative \( n \).

**Term ii**: an integration by parts yields

\[
\int h^{\theta-1} \Gamma(h) L h d\mu = - \int [h^{\theta-1} \Gamma(h, \Gamma(h)) + (q - 1) h^{\theta-2} \Gamma(h)^2] \, d\mu.
\]
**Term iii:** we do not do anything for now with this term, and will adjust $\theta$ later so that it disappears.

**Term v:** we use the identity

$$\int \Gamma_2(h) d\mu = \int \left[ \frac{1}{2} L(\Gamma(h)) - \Gamma(h, Lh) \right] d\mu = \int (Lh)^2 d\mu$$

applied to $\eta(h)$ instead of $h$ to prove that, for any real function $\eta$,

$$\int \eta''(h) (Lh)^2 d\mu = \int \left[ \eta''(h) \Gamma_2(h) + 3\eta'(h)\eta''(h)\Gamma(h) + 2(\eta''(h) + \eta'(h)\eta'''(h))\Gamma(h)^2 \right] d\mu.$$

In particular, for $\eta(x) = x^{q/2+1}$, we find that

$$\int h^q (Lh)^2 d\mu = \int \left[ h^q \Gamma_2(h) + q(q-1)h^{q-2}\Gamma(h)^2 + \frac{3}{2} q h^{q-1} \Gamma(h, \Gamma(h)) \right] d\mu.$$

Finally, we are left with an equality still involving the parameter $\theta$:

$$\int h^q \Gamma_2(h) d\mu \geq \frac{\rho n}{n-1} \int h^q \Gamma(h) d\mu + \int [A h^{q-1} \Gamma(h, \Gamma(h)) + B h^{q-2} \Gamma(h)^2] d\mu,$$

where

$$\begin{cases} A = \frac{1}{n-1} \left( \frac{3q}{2} - \theta(n+2) \right), \\
B = \frac{q(q-1)}{n-1} - \theta^2 - 2q^{q-1} \frac{n-1}{n-1}.
\end{cases}$$

Choosing $\theta$ so that $A = 0$, i.e. $\theta = \frac{3q}{2(n+2)}$, we find that

$$\Lambda''(t) = \int \left[ 2h^q \Gamma_2(h) + q h^{q-2} \Gamma(h)^2 \right] d\mu \geq \frac{2\rho n}{n-1} \int h^q \Gamma(h) d\mu + \alpha \int h^{q-2} \Gamma(h)^2 d\mu,$$

with

$$\alpha = 2B + q = \frac{q}{2(n+2)^2} \left( q(4n-1) + 2n(n+2) \right)$$

$$= \frac{1}{2(n+2)^2} \left( \frac{2-p}{p-1} \right) \left( \frac{2-p}{p-1} (4n-1) + 2n(n+2) \right).$$

Remembering that $q \geq 0$, this constant $\alpha$ turns out to be nonnegative for the following range of parameters

$$\begin{cases} n \geq d \\
q \geq 0
\end{cases} \quad \text{or} \quad \begin{cases} n < -2 \\
q \in [0, q^*]
\end{cases} \quad \text{with} \quad q^* = \frac{2n(n+2)}{1-4n},$$

or equivalently, in terms of the exponent $p$,

$$\begin{cases} n \geq d \\
p \in (1, 2]
\end{cases} \quad \text{or} \quad \begin{cases} n < -2 \\
p \in [p^*, 2]
\end{cases} \quad \text{with} \quad p^* = 1 + \frac{1-4n}{2n^2 + 1}.$$
Whenever \( \alpha \geq 0 \), we may, at last, compare \( \Lambda'' \) to \( \Lambda' \). Indeed, we find that

\[
\Lambda''(t) \geq -\frac{2\rho n}{n-1} \Lambda'(t),
\]

which proves the claimed \( B_p \left( \frac{n-1}{\rho n} \right) \) inequality when integrated twice.

To prove this theorem, we used the nonnegativity of a specific term in a differential inequality, but in fact, we can do a little bit better and compare it to the other terms, in order to prove a refined version of the Beckner inequalities we are considering.

**Definition 4.5.** The Markov triple \((M, \Gamma, \mu)\) is said to satisfy a refined Beckner inequality \( B_p^*(C, \theta) \) with parameter \( p \in (1, 2] \) and constants \( C > 0 \) and \( \theta \geq 0 \) if, whenever \( \theta \neq 1 \),

\[
\frac{p}{p-1} \left( \int f^2 d\mu - \left( \int f^{2/p} d\mu \right)^{(1-\theta)p} \left( \int f^{2} d\mu \right)^{\theta} \right) \leq 2C \int \Gamma(f) d\mu,
\]

for all smooth functions \( f \), and, when \( \theta = 1 \),

\[
\frac{p}{p-1} \left( \int f^2 d\mu \right) \log \left( \frac{\int f^{2} d\mu}{\left( \int f^{2/p} d\mu \right)^{p}} \right) \leq 2C \int \Gamma(f) d\mu.
\]

With this definition, \( B_p(C) \) is the same as \( B_p^*(C, 0) \). The inequality given for \( \theta = 1 \) is simply the limit of the other inequality when \( \theta \to 1 \). This indeed corresponds to an improved version of the Beckner inequality, because for all \( x, y > 0 \) and \( \theta \in \mathbb{R}_+ \setminus \{1\} \),

\[
\frac{x - y^{1-\theta} x^\theta}{1-\theta} \geq x - y,
\]

and more generally, \( B_p^*(C, \theta) \) implies \( B_p^*(C, \theta') \) for all \( \theta' \in [0, \theta] \). Such improvements have been shown in [AD05, BG10] under the \( CD(\rho, \infty) \) condition. The limit case, that is, for the usual entropy, is proposed in [BGL14, Thm. 6.8.1].

**Theorem 4.6** (Improved Beckner inequalities). Under the same assumptions of in theorem 4.4, the inequality \( B_p^* \left( \frac{n-1}{\rho n}, \theta \right) \) is satisfied for the same range of parameter \( p \), and for \( \theta \) given by

\[
\theta = \frac{1}{2(n+2)^2} \left( \frac{p}{p-1} \right) \left( \frac{2-p}{p-1} \right) \left( \frac{2-p}{p-1} (4n-1) + 2n(n+2) \right).
\]

**Proof.** Coming back to the proof of theorem 4.4, we have that

\[
\int [2f^2 \Gamma_2(h) + q h^{\theta-2} \Gamma(h)^2] d\mu \geq \frac{2\rho n}{n-1} \int h^{\theta} \Gamma(h) d\mu + \alpha \int h^{\theta-2} \Gamma(h)^2 d\mu,
\]
or, in terms of $\Lambda$,
\[
\Lambda''(t) \geq -\frac{2\rho}{n-1}\Lambda'(t) + \frac{\alpha}{p-1}\int h^{\rho-2}\Gamma(h)^2d\mu.
\]
Invoking Jensen’s inequality, we find that
\[
\int h^{\rho-2}\Gamma(h)^2d\mu \geq \left(\int h^{\rho}\Gamma(h)d\mu\right)^2
\]
\[
= \left(\frac{p-1}{p}\right)^2\Lambda'(t)^2\Lambda(t),
\]
so that
\[
\Lambda''(t) \geq -\frac{2\rho}{n-1}\Lambda'(t) + \frac{\alpha}{p-1}\frac{\Lambda'(t)^2}{\Lambda(t)}
\]
just like we found in remark 3.6. Writing $\theta = \frac{\alpha}{p-1}$, we may now integrate this inequality, to find that
\[
-\frac{\Lambda'(t)}{\Lambda(t)^\theta} \leq -\frac{\Lambda'(0)}{\Lambda(0)^\theta}\exp\left(\frac{2\rho n}{n-1}t\right),
\]
which, integrated once more between $0$ and $+\infty$, leads to the claimed inequality.

\textbf{Remark 4.7.} As it turns out, the operator $\mathcal{L}$ from last section does not verify a good enough $CD(\rho,n)$ condition. The best constant $c(\beta-1)$ only arises using an integrated $CD(\rho,n)$ criterion. To see this, we can use the following result from [Bak94]: the operator $L = \Delta g + \Gamma(V,\cdot)$, defined on $(M,g)$, satisfies a $CD(\rho,n)$ condition if, and only if,
\[
n - d - \left(2\beta - 1\right)^2 n - d\right)\nabla \varphi \otimes \nabla \varphi + \left(\Delta \varphi - 2\beta \frac{\Gamma(\varphi)}{4\varphi^2} - \frac{\rho}{\varphi}\right)g \geq 0.
\]
We leave it to the courageous to verify that indeed, even in the case where everything is nice and explicit, for instance for $\varphi(x) = 1 + |x|^2$, there exists no couple $(\rho,n) \in \mathbb{R}_+ \times (\mathbb{R}\setminus[0,d])$ such that inequality (20) is verified and
\[
\frac{mn}{n-1} = c(\beta-1),
\]
making theorem 3.1 truly an integrated $CD(\rho,n)$ criterion result.
5. Results on the real line

In dimension $d = 1$, simplifications happen, so that we are able to do calculations directly. All manifolds of dimension 1 are conformal to $(\mathbb{R}, 1)$, and even though the study of a generic manifold $(\mathbb{R}, g)$ does not reduce exactly to the study of $(\mathbb{R}, 1)$, the calculations are similar, and so we will only consider the Lebesgue measure $\lambda$ for the reference measure. Following the work in section 3, assume $\varphi$ is a $C^2$, positive, convex function such that $\varphi'' \geq c$ for some constant $c > 0$. Fix $\beta \in \mathbb{R}$ such that $\varphi^{-\beta}$ is in $L^1(\mathbb{R}, \lambda)$. Then, we find the following result version of the Poincaré inequality, for the probability measure $\mu = \frac{\varphi^{-\beta}}{Z_{\varphi, \beta}}$.

**Theorem 5.1.** Fix a real number $\beta > 1$. Then for all smooth bounded functions $f$,

$$\int f^2 d\mu_{\varphi, \beta} - \left( \int f d\mu_{\varphi, \beta} \right)^2 \leq \frac{1}{c(\beta - 1)} \int (f')^2 \varphi d\mu_{\varphi, \beta}. \quad (21)$$

For $\beta > 2$, this is in fact theorem 3.1, so this theorem is an extension to smaller exponents $\beta$.

**Proof.** The idea is to apply theorem 4.4 to the special case of the operator $\overline{L}$ defined by

$$\overline{L}f = \varphi f'' - (\beta - 1)\varphi' f',$$

after proving it satisfies a $CD(\rho, n)$ condition with negative dimension. Since we are working in dimension 1, expliciting the $CD(\rho, n)$ is not too hard, and that is just what we do. Indeed, straightforward computations yield

$$\Gamma_2(f) = \frac{1}{2} \overline{L}(\Gamma(f)) - \Gamma(f, \overline{L})f$$

$$= \frac{1}{2} (2\beta - 1)\varphi\varphi'' + (1 - \beta)(\varphi')^2(f')^2 + \varphi' f' f'' + \varphi^2(f''')^2,$$

so that, given $\rho \geq 0$ and $n \in \mathbb{R}\{0, 1\}$,

$$\Gamma_2(f) \geq \rho \Gamma(f) + \frac{1}{n}(\overline{L}f)^2$$

for all smooth functions $f$ if, and only if,

$$A(f')^2 + B f' f'' + C (f'')^2 \geq 0$$

for all $f$, where

$$A = \frac{1}{2} \left( (2\beta - 1)\varphi\varphi'' + (1 - \beta)(\varphi')^2 \right) - \rho \varphi - \frac{1}{n}(1 - \beta)^2(\varphi')^2,$$

$$B = \frac{1}{n} (n + 2\beta - 2)\varphi\varphi',$$

$$C = \left( 1 - \frac{1}{n} \right) \varphi^2.$$
since $C \geq 0$, this is in turn equivalent to $B^2 - 4AC \leq 0$, which, after simplifications, boils down to the condition

$$- \left( \beta - \frac{1}{2} \right) \left( \frac{1}{n-1} \left( \beta - \frac{1}{2} \right) + \frac{1}{2} \right) \frac{(\varphi')^2}{\varphi} + \left( \beta - \frac{1}{2} \right) \varphi'' - \rho \geq 0. \tag{22}$$

For $n = 2(1 - \beta)$, the first term in the above inequality disappears and the condition becomes

$$\left( \beta - \frac{1}{2} \right) \varphi'' - \rho \geq 0,$$

which is clearly true for $\rho = c(\beta - \frac{1}{2})$, which proves that $\mathcal{L}$ satisfies the $CD(c(\beta - \frac{1}{2}), 2(1 - \beta))$ condition. We may now apply the theorem 4.3 to conclude that the Poincaré inequality is valid with constant

$$\frac{n - 1}{\rho n} = \frac{1 - 2\beta}{c(1 - \beta)(2\beta - 1)} = \frac{1}{c(\beta - 1)},$$

which is the claimed result.

This proof proves more than just the Poincaré inequality, since theorem 4.4 provides a range of exponents for which the Beckner inequality holds, but this is only true when $n < -2$, which corresponds to $\beta > 2$. As far as Beckner inequalities go, this result is exactly the same as the one in section 3, and as such only constitutes an example of application of the results in section 4. The interest, however, lies in the fact that we extend the range of $\beta$ for which the Poincaré inequality is valid.

As it turns out, this inequality is optimal for $\beta \geq 3/2$, but it is not optimal anymore for $\beta \in [1, 3/2)$, as proved in [BJM16] for the function $\varphi(x) = 1 + x^2$. In fact, they find that inequality (21) is valid for $\beta \in (1/2, 3/2]$, and the optimal constant in that range changes from $(2(\beta - 1))^{-1}$ to $(\beta - 1/2)^{-2}$. It might be worth noting that the method presented in theorem 5.1 actually works for the full range of $\beta$, as summed up in the following proposition

**Proposition 5.2.** Let $\varphi : x \mapsto 1 + x^2$. Fix a real number $\beta > \frac{1}{2}$. Then for all smooth bounded functions $f$,

$$\int f^2 d\mu_{\varphi, \beta} - \left( \int f d\mu_{\varphi, \beta} \right)^2 \leq \frac{1}{C_{\beta}} \int (f')^2 \varphi d\mu_{\varphi, \beta}, \tag{23}$$

where

$$C_{\beta} = \begin{cases} 2(\beta - 1) & \text{if } \beta \geq \frac{3}{2}, \\ \left( \beta - \frac{1}{2} \right)^2 & \text{if } \beta \in \left( \frac{1}{2}, \frac{3}{2} \right). \end{cases} \tag{24}$$
Proof. The proof builds on the proof for theorem 5.1, using the explicit form of φ. The condition (22) becomes

\[-(2\beta - 1)\left(\frac{1}{n-1}(2\beta - 1) + 1\right) \frac{x^2}{1 + x^2} + (2\beta - 1) - \rho \geq 0,\]

for all \(x \in \mathbb{R}\), or, equivalently,

\[\rho \leq 2\beta - 1 \quad \text{and} \quad -\frac{(2\beta - 1)^2}{n - 1} - \rho \geq 0.\]

Restricting our study to nonnegative curvatures, we thus prove that the condition \(CD(\rho, n)\) (with \(\rho > 0\)) is satisfied if, and only if,

\[0 < \rho \leq 2\beta - 1 \quad \text{and} \quad 0 < \rho(1 - n) \leq (2\beta - 1)^2 \quad (\text{and } n \not\in [0, 1]).\]

We are looking, for a fixed \(\beta > 1/2\), for the parameters \((\rho, n)\) satisfying those criteria that lead to the best possible value of \(\rho n/(n - 1)\).

Assuming \((\rho, n)\) is such a couple, since \(n/(n - 1)\) is decreasing on \(\mathbb{R}^*_+\), it is necessary that \(\rho(1 - n) = (2\beta - 1)^2\), which then implies that \(\rho < 2(\beta - 1)^2\). We thus reduce the problem to finding the maximum of the function

\[\frac{\rho n}{n - 1} = \rho - \frac{\rho^2}{(2\beta - 1)^2}\]

under the constraints \(0 < \rho < \max(2\beta - 1, (2\beta - 1)^2)\). An easy study yields that this maximum is \(C_\beta\) as defined in equation (24). In other terms, the operator

\[Lf = (1 + x^2)f'' + (1 - \beta)2xf'\]

satisfies

- \(CD(2\beta - 1, 2(1 - \beta))\) when \(\beta \geq 3/2\),
- \(CD((2\beta - 1)^2/2, -1)\) when \(\beta \in (1/2, 3/2)\),

and this leads to the proposition.

Remark 5.3. This method is applicable to other functions than just \(x \mapsto 1 + x^2\). For instance, for the function \(\varphi : x \mapsto 1 + x^2 + x^4\), one finds that the condition \(CD(2\beta - 1, 4\beta - 1)\) is satisfied, and it is the one that leads to the best possible \(\rho n/(n - 1)\) constant for the corresponding operator.
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