We revisit a paper by Charles Stein, and discuss its follow-up.

1. Introduction. Stein’s paper [52] is less than 9 pages in length, but can be viewed as the seminal paper for semiparametric statistics, making the transition from the asymptotic theory for regular parametric models to the estimation of smooth functionals on infinite-dimensional models.

Stein is modest about his achievements and writes in the introduction:

Very few results are obtained here, and, with the exception of the lemma of section 3, they are not rigorous. Also, even for the example of section 4, where a definite procedure is given, the results are not of immediate practical value. The computations required are excessive, and the procedure is not efficient for sample sizes likely to occur in practice.

It is true that the paper is mostly about information calculations that suggest that certain statistical procedures may exist. However, not only did the paper have much follow-up in constructing these procedures, it also motivated a theory of information calculus on infinite-dimensional models.

We start by revisiting Stein’s paper, and next discuss some follow-up.

2. Stein’s paper. For a smoothly parametrised finite-dimensional statistical model, the best possible quality of an estimator of a function of the parameter can be characterised by the Fisher information matrix. If \( \theta \) is the parameter and \( p_\theta \) the density of a single observation \( X \), then the Fisher information matrix is

\[
I_\theta = E_\theta \ell_\theta(X) \ell_\theta(X)^T = \text{Cov}_\theta(\ell_\theta(X)),
\]

where the gradient (i.e. vector of partial derivatives)

\[
\ell_\theta(x) = \frac{\partial}{\partial \theta} \log p_\theta(x),
\]

is the score function of the model. The smallest possible mean square error (in a certain asymptotic sense) of an estimator of a parameter \( \phi(\theta) \in \mathbb{R} \) based on a sample of \( n \) observations is then (for \( \nabla \phi \) the gradient of \( \phi \))

\[
\frac{1}{n} \nabla \phi(\theta)^T I_\theta^{-1} \nabla \phi(\theta).
\]
Under some regularity conditions (Stein refers to [29]), the maximum likelihood estimator \( \hat{\theta}_n \) based on an i.i.d. sample \( X_1, \ldots, X_n \) from \( p_\theta \) satisfies that \( \sqrt{n}(\hat{\theta}_n - \theta) \) tends to a normal distribution with mean zero and variance \( \nabla \phi(\theta)' I_\theta^{-1} \nabla \phi(\theta) \), and hence attains this bound.

Even if the parameter set \( \Theta \) may be multi-dimensional, this lower bound for estimation of a real-valued parameter \( \phi(\theta) \) can already be obtained from considering a one-dimensional submodel. Specifically, for given \( \theta_0 \) and \( v_0 = I_{\theta_0}^{-1} \nabla \phi(\theta_0) \), one might consider the submodel \( p_{\theta_0 + tv_0} \) parameterised by \( t \) in a neighbourhood of \( 0 \in \mathbb{R} \). Then estimating \( \phi(\theta_0 + tv) \) for unknown \( t \) is easier than estimating \( \phi(\theta_0 + h) \) for \( h = \theta - \theta_0 \in \Theta \), but one can readily work out that the information bounds are the same.

Stein continues to explain the main idea of the paper:

When \( \Theta \) is infinite-dimensional, that is, in nonparametric problems, the maximum likelihood method often breaks down. Frequently the maximum likelihood estimate is undefined, [...], and it is not clear that it is good when it exists. However, the existence of a one-dimensional subproblem asymptotically as difficult as the original problem (of a single real-valued function) often persists, at least formally.

Stein’s paper works this out for three models, which we shall review in detail. His method is based on clever parameterisations of these models, and a purely algebraic lemma on the inverse of a partitioned matrix, derived in Section 3 of his paper (the “only rigorous” part of the paper).

Stein partitions the parameters of this model in three parts, as \((\theta, \eta, \gamma)\), where \( \theta \) is the parameter of interest, \( \eta \) an additional parametric component, knowledge of which is important for estimating \( \theta \), and \( \gamma \) a parameter that is not relevant to the problem of estimating \( \theta \). In modern language both \( \eta \) and \( \gamma \) are nuisance parameters. Uncertainty about \( \eta \) has a negative influence on our ability of estimating \( \theta \), but to the unknown value of \( \gamma \) we can adapt without losing quality. Because quality can be read off from the Fisher information matrix (although Stein points out that this may not be relevant “for sample sizes likely to occur in practice”), the classification of the three parts of the parameters can be made precise in terms of properties of this matrix.

The Fisher information matrix for a partitioned parameter \( \tau = (\theta, \eta, \gamma) \) can be partitioned as\(^1\)

\[
I_\tau = \begin{pmatrix}
I_{\theta,\theta} & I_{\theta,\eta} & I_{\theta,\gamma} \\
I_{\eta,\theta} & I_{\eta,\eta} & I_{\eta,\gamma} \\
I_{\gamma,\theta} & I_{\gamma,\eta} & I_{\gamma,\gamma}
\end{pmatrix}.
\]

The optimal quality of estimation is determined by the inverse of this matrix, as shown in (1). Specifically, for a function \( \phi(\theta, \eta, \gamma) = \chi(\theta) \) that depends only on \( \theta \), the gradient \( \nabla \phi(\theta, \eta, \gamma) = (\nabla \chi(\theta), 0, 0) \) depends only on the first coordinate, and hence (1) depends only on the \((\theta, \theta)\)-submatrix of the inverse. The point now is that this submatrix is not equal to \((I_{\theta,\theta})^{-1}\), in general. In fact, in general

\[
(I_\tau^{-1})_{\theta,\theta} \geq (I_{\theta,\theta})^{-1},
\]

in the sense that the difference of the two matrices is nonnegative definite. The inequality is a property of general nonnegative-definite matrices, but in this case has a statistical interpretation. The matrix on the right would be the relevant inverse if \( \eta \) and \( \gamma \) were known and hence the full information matrix of the model would be \( I_{\theta,\theta} \). The matrix on the left is bigger, because it is harder to estimate \( \theta \) when \( \eta \) and \( \gamma \) are unknown.

---

\(^1\)In general, each of the matrices on the right depends on the full parameter \( \tau \). Here, and when writing score functions, we alleviate, but abuse, notation by not showing this dependence.
In Stein’s examples \( \gamma \) plays the role of a nuisance parameter that does not make the estimation of \( \theta \) harder when it is unknown, whereas \( \eta \) may increase the information bound, i.e. in his examples the three parameters are chosen so that

\[
(I^{-1}_\tau)_{\theta, \theta} = \left( \begin{array}{ll}
(I_{\theta, \theta} I_{\theta, \eta})^{-1} \\
(I_{\eta, \theta} I_{\eta, \eta})^{-1}
\end{array} \right)_{\theta, \theta}.
\]

The irrelevant parameter \( \gamma \) is taken to be Euclidean, but may index any parametric submodel within an encompassing nonparametric model. It is thus that the paper concerns “efficient nonparametric testing and estimation”, as promised in its title.

Clearly, the parameter \( \eta \) must be chosen carefully to render the preceding display correct. It should index what in modern language would be called a least favourable submodel for estimating \( \theta \). In two of Stein’s three examples, the parameterisation is natural, albeit that the adaptive nature is not obvious. In the third example he employs a clever reparameterisation, and the least favourable submodel seems to come somewhat from the air.

Stein’s way of proving the correctness of his choices is based on verifying the preceding display (3). In a lemma he first reduces (3), by a page of elementary calculations, to the identity \( I_{\theta, \gamma} = I_{\theta, \eta} I^{-1}_{\eta, \eta} I_{\eta, \gamma} \), another result valid for general nonnegative-definite matrices.

In the next sections we revisit Stein’s three examples. A modern perspective is to present information identities not through matrices, but, indirectly, through a calculus of score functions ([1], [59]). For a partitioned parameter \( \tau = (\theta, \eta, \gamma) \), the score function can be partitioned as well, as

\[
\ell_\tau(x) = \begin{pmatrix}
\ell_\theta(x) \\
\ell_\eta(x) \\
\ell_\gamma(x)
\end{pmatrix} = \begin{pmatrix}
\frac{\partial}{\partial \theta} \log p_{\theta, \eta, \gamma}(x) \\
\frac{\partial}{\partial \eta} \log p_{\theta, \eta, \gamma}(x) \\
\frac{\partial}{\partial \gamma} \log p_{\theta, \eta, \gamma}(x)
\end{pmatrix}.
\]

The information matrix \( I_\tau \) is the covariance matrix of the vector \( \ell_\tau(X) \), and partitions in the covariance and cross-covariance matrices of the three component scores (which are vectors of lengths the dimensions of \( \theta, \eta, \gamma \)).

It turns out that the inverse information matrix \( I^{-1}_\tau \) can be found as a partitioned matrix of covariances as well, but of projected score functions. Each coordinate function of \( \ell_\tau \) is an element of the Hilbert space \( L_2(p_\tau) \) of square-integrable functions. Let \( \Pi_{\eta, \gamma} \) be the orthogonal projection\(^2\) onto the closure of the subspace of \( L_2(p_\tau) \) spanned by all coordinate functions of \( \ell_\eta \) and \( \ell_\gamma \), and let

\[
\tilde{\ell}_\theta(x) = \ell_\theta(x) - \Pi_{\eta, \gamma} \ell_\theta.
\]

**Lemma 2.1.** If \( \tilde{I}_{\theta, \theta} = \text{Cov}_\tau(\tilde{\ell}_\theta(X)) \), then \((I^{-1}_\tau)_{\theta, \theta} = (\tilde{I}_{\theta, \theta})^{-1}\).

**Proof.** For a given random vector \((U^T, V^T)^T\) with mean zero and covariance matrix \( J \), the decomposition \( U = (U - \Lambda V) + \Lambda V \) is orthogonal for the matrix \( \Lambda = J_{U,V} J_{V,V}^{-1} \), if \( J \) is partitioned in the submatrices \( J_{U,U}, J_{U,V}, J_{V,U} \) and \( J_{V,V} \). The covariance matrix of \( U - \Lambda V \) is \( J_{U,U} - \Lambda J_{V,V} \Lambda^T = J_{U,U} - J_{U,V} J_{V,V}^{-1} J_{V,U} \). By the formula for the inverse of a partitioned matrix, the inverse of the last matrix is \((J^{-1})_{U,U}\). \( \blacksquare \)

---

\(^2\)By definition the orthogonal projection \( \Pi_{\eta, \gamma} \) of \( \ell \in L_2(p_\tau) \) minimizes the map \( g \mapsto \int (\ell - g)^2 p_\tau \, d\mu \), over \( g \in \overline{\Pi}(\ell_\eta, \ell_\gamma) \). If \( \theta \) is multi-dimensional, it is here applied coordinatewise to the coordinates of \( \ell_\theta \). The projection is characterised by the orthogonality relationship \( \langle \ell_\theta, g \rangle_\tau = 0 \), for every \( g \in \overline{\Pi}(\ell_\eta, \ell_\gamma) \). Here \( \langle g_1, g_2 \rangle_\tau = \int g_1(x) g_2(x) p_\tau(x) \, d\mu(x) \), where \( \mu \) is the dominating measure for the densities \( p_\tau \), is the inner product.)
The interpretation is that the information loss due to not knowing the nuisance parameter \((\eta, \gamma)\) is coded in the loss of the part of the score function \(\ell_\theta(x)\) that also arises as a score function for \((\eta, \gamma)\). The remaining part \(\hat{\ell}_\theta\) of the score function is called the efficient score function for \(\theta\), and its covariance matrix the efficient information for \(\theta\). The inverse of this matrix is the lower bound for estimating \(\theta\) in the presence of the unknown nuisance parameters \((\eta, \gamma)\). Since the right side of inequality (2) is the covariance matrix of \(\hat{\ell}_\theta(X)\), this inequality is a consequence of the fact that projections decrease variance.

Equation (3) allows an information loss for estimating \(\theta\) due to the parameter \(\eta\) being unknown, but expresses that there is no loss through not knowing \(\gamma\). In terms of score functions it means that the projection of \(\hat{\ell}_\theta\) onto \(\overline{\text{lin}}(\hat{\ell}_\eta, \hat{\ell}_\gamma)\) is no different than the projection onto \(\overline{\text{lin}}(\hat{\ell}_\eta)\), or, equivalently, if \(\Pi_\eta\) is the orthogonal projection onto the latter space, then \(\hat{\ell}_\theta - \Pi_\eta \hat{\ell}_\theta\) is orthogonal to \(\overline{\text{lin}}(\hat{\ell}_\gamma)\). The interpretation is that after having corrected for the fact that \(\eta\) is unknown, further corrections for \(\gamma\) being unknown are unnecessary.

An optimal estimation procedure for \(\theta\) should thus be able to “adapt” to the unknown parameter \(\gamma\): it should have the same (asymptotic) mean square error as the best procedure that may depend on the true value of \(\gamma\). It is of historical interest that Stein presents his examples within the preceding framework with three component parameters. In later literature the term adaptation became specialised to the situation of parameters \((\theta, \gamma)\) with two components, with the same requirement that estimation of \(\theta\) is as difficult with or without knowing \(\gamma\). In this usage \(\gamma\) is typically allowed to be “nonparametric”, rather than finite-dimensional as in Stein’s paper, but this is not essentially more general, as information bounds are always suprema over finite-dimensional submodels. Allowing a third component and considering parameters \((\theta, \eta, \gamma)\) does make a big difference. For instance, Stein’s third example, the errors-in-variables model would not be considered “adaptive” in present terminology. Stein’s second example, the two-sample problem, is said to satisfy the condition for adaptive estimation in Proposition 1 on page 101 of [8], but strictly speaking is also not adaptive, in the sense of, for instance, [6].

For a \(k\)-dimensional parameter \(\theta\), there are \(k\) components to the score function \(\hat{\ell}_\theta\), and then equally many projections on the score space of other unknown parameters. If it were possible to choose “directions” in the set of other parameters along which the score functions are the \(k\) projections of \(\hat{\ell}_\theta\), then this might give a submodel indexed by a \(k\)-dimensional parameter \(\eta\) such that the efficient score function for \(\theta\) in this submodel would agree with the efficient score function in the full model. The remaining part of the parameter, possibly infinite-dimensional, could then be marked \(\gamma\), yielding exactly the structure as considered by Stein. Such least favourable submodels are known for many situations. It seems that in this sense, Stein’s paper is much more general than “adaptive models”.

While least favourable submodels often exist, there are exceptions. The worst type of failure comes from the fact that the projection \(\Pi_{\eta, \gamma}\) defining \(\hat{\ell}_\theta\) is onto the linear span of the nuisance scores, whence \(\Pi_{\eta, \gamma} \hat{\ell}_\theta\) may not be a nuisance score itself. In that situation there may not exist a submodel in the sense of Stein and his heuristic will be overly optimistic. The linearity arises within the context of the Cramér-Rao bound from the fact that this is based on covariance. The covariance between an estimator and a set of score functions imposed by unbiasedness of the estimator, automatically determines the covariance between the estimator and elements from the linear span of the score functions. This leads to a lower bound on the variance not only for every score (and hence submodel in the sense of Stein), but also for elements in the linear span of the scores. The asymptotic version of this phenomenon was investigated in [63, 58]. If one imposes restrictions on estimators such as unbiasedness or local uniformity (“regularity”), again the linear span of the score vectors drives the lower bound. For the local minimax criterion this remains true (only) if the set of score vectors is convex.
If the efficient score does not correspond to a least favourable submodel at parameter values chosen by maximum likelihood estimators, then the efficient score may not provide a likelihood equation. To analyse maximum likelihood estimators, [41] introduced "approximate" least favourable models. Further observations on least favourable submodels were made by [70], [51], and [12, 13].

2.1. Symmetric densities. The example of estimating the median of symmetrically distributed observations, discussed in Section 4 of Stein’s paper, was followed up by many authors, who in various ways completed Stein’s program. It became perhaps the most famous example of a semiparametric model, competing, or ex aequo, with the Cox model.

In his understated style, Stein starts his discussion with the remark:

The problem we discuss in this chapter is not one which often arises in practice. However, it is so simple that we can almost treat it satisfactorily without introducing any really new methods [...].

The score function for \( \theta \) of the one-dimensional location model \( p(x - \theta) \) is given by

\[
\ell_\theta(x) = -\frac{p'}{p}(x - \theta).
\]

If the probability density \( p \) is symmetric about zero, i.e. \( p(x) = p(-x) \) for all \( x \in \mathbb{R} \), then this is an odd function around \( \theta \). On the other hand, perturbing the shape \( p \), leads to symmetric functions: if \( \gamma \mapsto p_\gamma \) is a smooth curve through the symmetric densities, then

\[
\frac{\partial}{\partial \gamma} \log p_\gamma(x - \theta) = b(|x - \theta|),
\]

for some function \( b \). By the (anti-)symmetry \( \int \ell_\theta(x)b(|x - \theta|) p(x - \theta) \, dx = 0 \), and hence \( \ell_\theta \) is orthogonal to all nuisance scores. No projection is needed, the efficient score function is equal to the ordinary score, and no additional parameter \( \eta \) need be involved. The remarkable message is that estimating \( \theta \) when \( p \) has a completely unknown shape should not be more difficult than estimating \( \theta \) when \( p \) is known to be a particular density.

This promise was fulfilled in steps, under increasingly mild regularity conditions ([66], [50], [56], [2], [54]). Eventually it was proved that there exist estimators \( \hat{\theta}_n \), based on a sample of \( n \) observations and not on the shape \( p \), such that \( \sqrt{n}(\hat{\theta}_n - \theta) \) tends to a normal distribution \( N(0, I_p^{-1}) \), for any \( p \) that is absolutely continuous, where \( I_p = \int (p'/p)^2(x) p(x) \, dx \) is the Fisher information for location. (If the latter is infinite, then the normal limit is understood to be degenerate. Infinite values of \( I_p \) are characteristic of “irregular” or “singular” densities; see [23], Chapters V and VI for a detailed treatment.)

The simplest way to construct such estimators is to estimate the density \( p \) using the sample absolute values \( |X_1 - \beta_n|, \ldots, |X_n - \beta_n| \) for a preliminary \( \sqrt{n} \)-consistent estimator \( \beta_n \), and use a single iteration of the Newton method to solve the estimated likelihood equation

\[
\sum_{i=1}^n \left( \frac{p'}{p} \right)(X_i - \theta) = 0,
\]

starting from the same initial estimator \( \beta_n \). Estimators based on rank statistics, with estimated score function, have also been considered in the literature; see e.g. [2] and [21] for further developments concerning rank-based procedures. A mathematical proof of existence of efficient estimators under the minimal condition is relatively straightforward (see e.g. [65], Section 25.8.1), but practical implementation is as tricky as in the 1950s, due to the necessity of tuning the density estimator.

In his paper Stein considers the problems of testing \( H_0: \theta = 0 \) versus \( H_1: \theta > 0 \), rather than the estimation problem, which similarly is adaptive to the shape of the density \( p \). Without giving a detailed proof, he seems to give a complete solution of this problem. He proposes test statistics of the form

\[
\sum_{i=1}^n Z_i 1_{Z_i \leq \varepsilon_n \sum_{i=1}^n Z_i^2} \text{sign}(X_i),
\]

where \( Z_i \) are the standardized residuals and \( \varepsilon_n \) is a tuning parameter.
where \( \varepsilon_n \to 0 \) and the \( Z_i \) are functions of the absolute values \(|X_1|, \ldots, |X_n|\), given by, for \( S_n \) the empirical distribution function of the absolute values and \( a > 0 \) some constant,

\[
Z_i = \frac{2n[S_n(|X_i| + a/\sqrt{n}) - 2S_n(|X_i|) + S_n(|X_i| - a/\sqrt{n})]}{a\sqrt{n}[S_n(|X_i| + a/\sqrt{n}) - S_n(|X_i| - a/\sqrt{n})]}.
\]

Under the null hypothesis, \( S_n(t) \to P(|X| \leq t) = \int_0^t 2p(x) \, dx \), whence the scaled second-order and first-order differences in the numerator and denominator of the quotient \( Z_i \) estimate \( 4a^2p'(|X_i|) \) and \( 4a^2p(|X_i|) \). It follows that \( Z_i \) behaves similarly to \( \sum_{i=1}^n \ell_0(X_i) \), the optimal test statistic when \( p \) is known. Given that, conditionally on the absolute values, the signs are independent variables with values in \{-1, 1\}, a central limit theorem can be invoked to make this precise.

The theory of asymptotically optimal tests was being developed in the same era, e.g. in the paper [30] presented at the same Berkeley Symposium as Stein’s paper, or [31] and [18].

2.2. Two sample location-scale. Given two independent samples from the same location-scale family, defined by a single density shape \( p \), but with different location-scale parameters for the two samples, the location and scale are confounded with the parameter \( p \), but the difference of the locations of the two samples and the quotient of the scales are identifiable. In Section 5 of his paper Stein shows essentially that the least favourable submodels for these relative parameters are within the submodels indexed by the two pairs of location-scale parameters, and do not involve the shape density. To facilitate his calculations, he reparameterises the two location parameters in terms of their half difference and average, and the two scale parameters by the square roots of their quotient and product.

For our calculus of scores it is slightly easier to use a different parameterisation. For simplicity we also assume that the sample sizes are equal and pair the two samples to a single sample from the distribution of a pair \((X, Y)\). This latter pair has density

\[
(x, y) \mapsto p(x)p\left(\frac{y - \mu}{\sigma}\right)\frac{1}{\sigma}.
\]

The parameter of interest is \( \theta = (\mu, \sigma) \), while the nuisance parameters \( \eta \) and \( \gamma \) jointly correspond to \( p \).

The score function for \( \theta \) takes the form

\[
\ell_\theta(x, y) = \begin{pmatrix}
-\frac{p'}{p} \left(\frac{y - \mu}{\sigma}\right) \frac{1}{\sigma} \\
-\left[1 + \frac{y - \mu}{\sigma} \frac{p'}{p} \left(\frac{y - \mu}{\sigma}\right)\frac{1}{\sigma}\right] \frac{1}{\sigma}
\end{pmatrix}.
\]

The score function corresponding to the perturbation \( p_t(x) = p(x)(1 + tb(x)) \), for \( t \approx 0 \) and a given (bounded) function \( b \) with \( \int b(x)p(x) \, dx = 0 \), is

\[
\frac{\partial}{\partial t}|_{t=0} \log \left[p_t(x)p_t\left(\frac{y - \mu}{\sigma}\right)\frac{1}{\sigma}\right] = b(x) + b\left(\frac{y - \mu}{\sigma}\right).
\]

To find the efficient score function for \( \theta \), we must project \( \ell_\theta \) onto the set of all functions of the latter type, within the \( L_2 \)-space corresponding to the distribution of \((X, Y)\). Since \((Y - \mu)/\sigma\) has density \( p \), this is equivalent to projecting

\[
\begin{pmatrix}
-\frac{p'}{p} (y) \frac{1}{\sigma} \\
-\left[1 + y \frac{p'}{p} (y)\right] \frac{1}{\sigma}
\end{pmatrix}
\]

onto the set of functions \( b(x) + b(y) \) in the space \( L_2(p \times p) \), for freely varying \( b \). Now orthogonality of \( b(x) + b(y) \) to \( \ell(x) + \ell(y) \) in \( L_2(p \times p) \) is equivalent to orthogonality of \( b \) and
ℓ in $L_2(p)$. This readily shows that the projection of a function $ℓ(y)$ onto the set of functions $b(x) + b(y)$ is the function $(ℓ(x) + ℓ(y))/2$. Consequently, the efficient score function for $θ$ is given by

$$
\ell_θ(x) = \left(-\frac{1}{2} \frac{p'(x) - p'(y)}{p^2(x)} - \frac{p'(x) - p'(y)}{p(x)}\right).
$$

We recognise the projections as scores arising from a location-scale model $p_{η,γ}(x) = p_γ((x - η_1)/η_2)/η_2$. Thus the irrelevant nuisance parameter $γ$ corresponds to a shape $p_γ$ with a standardised location and scale; the relevant nuisance parameter $η = (η_1, η_2)$ parametrizes the location and shape of $X$ within the location-scale family; the parameter of interest shifts the location and scale of $Y$ relative to the location scale of $X$.

Following [44], Sections 18.3 and 18.5, Theorem 1 on page 99 of [8] extend this type of “adaptive” structure to any two-sample group model.

Efficient estimators fulfilling Stein’s program can be constructed using a preliminary estimator of the unknown density $p$, along similar lines as for the symmetric location model ([67, 69], [66]. [2], [54], [43]).

2.3. Errors-in-variables. In Section 6 Stein considers observing a sample from the distribution of a two-dimensional vector $X = Y + Z$, for independent vectors $Y$ and $Z$, where $Y$ has an unspecified distribution that is concentrated on an unspecified line $L = \{a + \lambda b: \lambda \in \mathbb{R}\} \subset \mathbb{R}^2$, and $Z$ is bivariate normally distributed with mean zero and unknown covariance matrix $Σ$. The parameter of interest is the slope of the line $L$, or, equivalently, a normalised version of the vector $b$.

This is a version of the errors-in-variables model: the first coordinate $X_1$ is the sum of an “independent variable” $Y_1 = a_1 + Ab_1$ and a Gaussian error $Z_1$, and, provided $b_1 \neq 0$, the second coordinate $X_2$ is equal to the sum of the linear function $a_2 + b_2(Y_1 - a_1)/b_1$ of $Y_1$ and the Gaussian error $Z_2$. The slope parameter $b_2/b_1$ had been proven to be identifiable if the distribution of $Y$ is not normal (and not degenerate) in [46].

Stein’s remarkable insight in the information structure of the model is based on splitting the error vector $Z$ into a component on the line $L$ and an independent remainder. Fix any nonzero vector $c \in \mathbb{R}^2$ such that the vectors $b$ and $c$ form an orthogonal basis relative to the inner product generated by $Σ^{-1}$, i.e. $b^TΣ^{-1}c = 0$. Then $Z = Ub + Vc$, for the univariate variables $U = b^TΣ^{-1}Z/b^TΣ^{-1}b$ and $V = c^TΣ^{-1}Z/c^TΣ^{-1}b$, which can be seen to be Gaussian and independent. If $Y = a + Ab$ for a univariate variable $A$, then this leads to $X = a + (A + U)b + Vc$. Choosing $b$ and $c$ of unit length and decomposing the intercept as $a = νb + μc$, we can further rewrite the equation as

$$
X = R \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix} + S \begin{pmatrix} \sin \phi \\ \cos \phi \end{pmatrix} = \begin{pmatrix} \cos \theta \sin \phi \\ \sin \theta \cos \phi \end{pmatrix} \begin{pmatrix} R \\ S \end{pmatrix},
$$

where $θ, φ$ are unknown parameters, and $R$ and $S$ are independent univariate random variables, with the distribution of $R$ unspecified but not normal, and $S$ normal with unknown mean $μ$ and unknown variance $σ^2$. The slope of the line $L$ is given by the parameter $θ$.

Stein presents a $(7 \times 7)$ information matrix for the parameters $θ, φ, μ, σ$, the location and scale parameters of $R$ and an additional parameter $γ$ for the shape of the density of $R$. At first reading he seems to suggest that the information for the pair $(θ, φ)$ does not decrease if any of the other parameters are unknown. At second reading, this situation, which Stein calls “curious” in the last sentence of his paper, is due to his special choice of true values of the parameters: he fixes $θ = φ = 0$, and sets the means and variances of $R$ and $S$ to 0 and 1.\(^3\)

\(^3\)We understand Stein’s explicitly named location and scale parameters $η$ and $λ$ for $R$ to be the mean and standard deviation.
For general parameter values it is still true that the estimation of \((\theta, \phi)\) does not become harder from not knowing the shape of the density of \(R\). In other words, the least favourable submodel for \((\theta, \phi)\) (together corresponding to \(\theta\) in the partitioned parameter \((\theta, \eta, \gamma)\) in our general introduction) is contained in the four-dimensional model (corresponding to \(\eta\)) generated by \((\mu, \sigma)\) and the location and scale parameters of \(R\), and the problem is adaptive to the shape of the density of \(R\) (corresponding to \(\gamma\)). As this seems not obvious, we present details on the proof of this fact.

The defining equation (4) can be inverted to show that, with the dependence of \(R = R_{\theta, \phi}\) and \(S = S_{\theta, \phi}\) on the parameters made explicit,

\[
R_{\theta, \phi} = \frac{X_1 \cos \phi - X_2 \sin \phi}{\cos(\theta + \phi)}, \quad S_{\theta, \phi} = -\frac{X_1 \sin \theta + X_2 \cos \theta}{\cos(\theta + \phi)}.
\]

The Jacobian of the linear transformation from \((R, S)^T\) to \(X\) is \(\cos(\theta + \phi)\). (If we choose \(c\) to be the counterclockwise rotation by \(\pi/2\) of \(\Sigma^{-1}b\), then \(\cos(\theta + \phi) = b^T\Sigma^{-1}b/(\|b\| \|\Sigma^{-1}b\|) > 0\).) Thus we find that a probability density of \(X\) is given by

\[
p_{X}(x) = p_{R}(r_{\theta, \phi}) \varphi \left( \frac{s_{\theta, \phi} - \mu}{\sigma} \right) \frac{1}{\sigma \cos(\theta + \phi)}.
\]

With a little algebra (especially for the fourth and fifth equations), we see that

\[
\frac{\partial}{\partial \theta} \frac{1}{\cos(\theta + \phi)} = \frac{\tan(\theta + \phi)}{\cos(\theta + \phi)}, \quad \frac{\partial}{\partial \theta} \log \cos(\theta + \phi) = -\frac{\tan(\theta + \phi)}{\cos(\theta + \phi)},
\]

\[
\frac{\partial}{\partial \theta} R_{\theta, \phi} = R_{\theta, \phi} \tan(\theta + \phi), \quad \frac{\partial}{\partial \phi} R_{\theta, \phi} = \frac{-S_{\theta, \phi}}{\cos(\theta + \phi)},
\]

\[
\frac{\partial}{\partial \theta} S_{\theta, \phi} = \frac{-R_{\theta, \phi}}{\cos(\theta + \phi)}, \quad \frac{\partial}{\partial \phi} S_{\theta, \phi} = S_{\theta, \phi} \tan(\theta + \phi).
\]

Using that \(\varphi'(s)/\varphi(s) = -s\), we find, again after some algebra, that the score functions for \(\theta, \phi, \mu, \sigma\) are given by (for notational convenience we omit the subscripts \(\theta, \phi\) from \(R\) and \(S\)),

\[
\hat{\ell}_\theta(X) = \left[ 1 + R \frac{p'_{R}}{p_{R}}(R) \right] \tan(\theta + \phi) + \frac{S - \mu}{\sigma^2} \frac{R}{\cos(\theta + \phi)},
\]

\[
\hat{\ell}_\phi(X) = R \frac{p'_{R}}{p_{R}}(R) \frac{-S}{\cos(\theta + \phi)} - \left[ \frac{(S - \mu)^2}{\sigma^2} - 1 \right] \tan(\theta + \phi),
\]

\[
\hat{\ell}_\mu(X) = \frac{S - \mu}{\sigma^2},
\]

\[
\hat{\ell}_\sigma(X) = \frac{1}{\sigma} \left[ \frac{(S - \mu)^2}{\sigma^2} - 1 \right].
\]

The remaining scores result from varying \(p_{R}\) along submodels. For \(p_{R}\) unspecified, the possible scores for \(p_{R}\) would include any square-integrable function \(b(R)\) of mean zero, and the orthogonal projection onto the score space for \(R\) would be the conditional expectation relative to \(R\). Although within the original model \(R = \nu + \Lambda + U\) always contains a nontrivial Gaussian component \(U\) and hence cannot have any possible distribution, we adopt as working hypothesis that \(p_{R}\) is unspecified. We shall see that it actually only matters that the set of \(p_{R}\) is closed under location and scale changes.

The efficient scores for \((\theta, \phi)\) relative to the other parameters viewed as nuisance parameters are by definition the scores \(\hat{\ell}_\theta\) and \(\hat{\ell}_\phi\) minus their projections onto the sum of the score space for \(p_{R}\) and \(\text{lin} \left( \hat{\ell}_\mu, \hat{\ell}_\sigma \right)\). By the product structure in the likelihood the latter spaces are
orthogonal, and hence the projection onto the full nuisance score space is the sum of the conditional expectation relative to $R$ and the projection onto $\text{lin}(\hat{\ell}_\mu, \hat{\ell}_\sigma)$.

The first component of $\hat{\ell}_\theta$ is completely explained by a score for $p_R$, and drops out when forming the efficient score $\ell_\theta$. As this particular function is the score at $\tau = 1$ for the sub-model $\tau \mapsto p_R(r/\tau)/\tau$, the projection would be the same if $p_R$ were known just up to its scale. The second component of $\hat{\ell}_\theta$ is orthogonal to the score space for $p_R$ and its projection onto $\text{lin}(\hat{\ell}_\mu, \hat{\ell}_\sigma)$ changes $R$ into its mean value. It follows that

$$
\hat{\ell}_\theta(X) = \frac{S - \mu}{\sigma^2} \frac{R - ER}{\cos(\theta + \phi)}.
$$

The projection of the first component of $\hat{\ell}_\phi$ onto the score space for $R$ changes the variable $S$ to its mean $ES = \mu$; the projection is a multiple of the location score of $R$. The second component of $\hat{\ell}_\phi$ is contained in $\text{lin}(\hat{\ell}_\mu, \hat{\ell}_\sigma)$. It follows that

$$
\hat{\ell}_\phi(X) = \frac{p'_R}{p_R}(R) \frac{\mu - S}{\cos(\theta + \phi)}.
$$

Thus we find that the projections of $\hat{\ell}_\theta$ and $\hat{\ell}_\phi$ are within the sum of the score spaces of the location-scale families of $R$ and $S$.

Incidentally, the nonidentifiability of the $\theta$ in the case that $R$ is normally distributed is visible in the efficient information: if $R$ were normal, then the location score $p'_R/p_R$ would be a linear function of $R$ and hence $\hat{\ell}_\theta$ and $\hat{\ell}_\phi$ would be proportional and the efficient Fisher information for $\theta$ in the absence of knowledge of $\phi$ equal to zero.

Efficient estimators for the slope $b_2/b_1$ (equivalently $\theta$) were first constructed in [9] and [64]. These authors used a different principle, but also factorised the likelihood, based on the sufficiency of the “statistic” $b^T \Sigma^{-1}(X - a)$, which depends on the parameters $(a, b, \Sigma)$, for the remaining parameter of the model: the distribution of $\Lambda$ (as readily follows from the sufficiency of this statistic for the univariate parameter $\lambda$ in the model $X = a + b\lambda + Z$). It can then be argued from completeness of the Gaussian exponential family (at least in the case of a true continuous distribution of $\Lambda$) that the projection onto the nonparametric nuisance scores is the conditional expectation relative to $b^T \Sigma^{-1}(X - a)$, and one arrives at similar formulas (6)-(7).

Models with a sufficient statistics for the nuisance parameter, but then without dependence on the parameter of interest, had earlier been considered in [44], [25]. Actually, if dependence is allowed, all three models considered by Stein are characterised by a sufficient statistic, and a unified theory of adaptive estimation is possible ([64]).

The connection to Stein’s decomposition is the identity

$$
b^T \Sigma^{-1}(X - a) = b^T \Sigma^{-1}(R - \nu),
$$

by the relation $X - a = (R - \nu)b + Vc$ and the orthogonality relation $b^T \Sigma^{-1}c = 0$. Thus the sufficient statistic is a scaled version of $R - \nu$, and the likelihood factorisation (5) is equivalent to the one given by the factorisation theorem for sufficient statistics.

An asymptotically efficient estimator for $(\hat{\theta}, \hat{\phi})$ can be obtained as the (approximate) solution to the efficient score equations (cf. [65], Section 25.8 for this method in general)

$$
\sum_{i=1}^n \frac{S_{\theta, \phi, i} - \mu_{\theta, \phi, i} \Sigma R_{\theta, \phi, i} - \hat{E}_R R_{\theta, \phi}}{\cos(\theta + \phi)} = 0,
$$

$$
\sum_{i=1}^n \frac{\hat{p}_R(R_{\theta, \phi, i}) \mu_{\theta, \phi, i} S_{\theta, \phi, i}}{\cos(\theta + \phi)} = 0.
$$
Here \( \hat{E}, \hat{p}_R \) and \( \hat{p}_R \) refer to estimates that involve the infinite-dimensional parameter. As \( p_R \) is the density of the density of \( b^T \Sigma^{-1} (X - a) / b^T \Sigma^{-1} b + \nu \), given \( a, b, \Sigma \) it can be estimated nonparametrically, similarly as in the symmetric location and two-sample models. The papers [9] and [64] applied kernel density estimators for this purpose. Because \( R = \nu + \Lambda + U \), the distribution of \( R \) is the convolution of a Gaussian distribution with the distribution of \( \Lambda \). By estimating the mixing distribution \( \Lambda \) instead of the density \( p_R \), for instance by the nonparametric maximum likelihood estimator as in [24], the inherent instability of density estimators can be avoided ([65, 62]).

An alternative is the full maximum likelihood estimator, which maximizes the likelihood

\[
(a, b, \Sigma, H) \mapsto \prod_{i=1}^{n} \int \frac{1}{\sqrt{\det \Sigma}} e^{-\frac{(X_i - a - \lambda b)^T \Sigma^{-1} (X_i - a - \lambda b)}{2}} dH(\lambda),
\]

where the scales of \( a \) and \( b \) and possibly the shape of \( \Sigma \) are restricted, and \( H \) ranges over all probability distributions on \( \mathbb{R} \). In [24] this estimator was shown to be consistent, provided identifiability, and in [61], the slope component was shown to be efficient, in a version of the model that identifies the parameters through restrictions on \( \Sigma \) rather than non-normality of \( \Lambda \), as assumed by Stein. It appears that Stein’s insight in the information structure may be exploited to derive also the asymptotic normality in his version of the model.

Stein discusses the version of the errors-in-variables model in which the independent variables \( \Lambda \) are random and i.i.d. Another version, considered in the same decade by [42], [45], lets the values \( \lambda_1, \ldots, \lambda_n \) attached to the observations \( X_1, \ldots, X_n \) be arbitrary constants. For the error-in-variables model it was shown in [40] that the maximum likelihood estimator of the slope, as in the preceding display, is asymptotically normal also in this version of the model. Estimators based on kernel density estimators were considered in [63]. In the model with an increasing number of parameters, Stein’s heuristic of least favourable submodels does not apply and the notion of asymptotic optimality is unclear, but within a class of “perturbation symmetric” estimators, the heuristic can be applied to show that the limiting distribution is optimal ([55]).

3. Follow-up. Stein began his paper [52] squarely in the context of the theory of finite-dimensional statistical models as known at that time: under suitable regularity conditions the MLE is asymptotically normal and efficient in the sense of the Cramér-Rao bound. (See Stigler [53] for a fascinating history of maximum likelihood estimation theory up to the mid 1950’s.) In the last paragraph of his Section 2 he neatly pivoted to infinite-dimensional models and laid out a program of research, which took 40 or 50 years to fully explore and develop:

The general theory of the infinite-dimensional case would seem to be technically quite involved. However, a procedure which may work is the following. We can often integrate the field of most difficult directions, thus expressing the parameter space \( \Theta \) as a union of one-dimensional subproblems, each of which is asymptotically a most difficult one-dimensional problem through each of its points. We then make a crude estimate of the parameter point \( \theta \), using this estimate to select one of the one-dimensional subproblems. We then proceed as if the true parameter point lay on this curve, using, for example, the maximum likelihood method to complete the estimation of \( \varphi(\theta) \). To prove that this works under fairly general conditions seems to be quite difficult.

During the period 1956–1982, efficient estimators of \( \theta \) in Stein’s examples 1 and 2 (the symmetric location model and the two-sample location-scale model) were constructed using a wide variety of methods, as we noted in Sections 2.1 and 2.2. These methods were also extended to a number of other problems featuring adaptivity in the “narrow sense” discussed in Section 1, culminating in Peter Bickel’s Wald lectures [6].
New lower bound theory for finite-dimensional problems was still evolving, with the asymptotic minimax and convolution lower bounds of Hájek [19, 20] and Le Cam [33] (reviewed in [60]), and Le Cam’s [32] detailed scrutiny of the conditions for asymptotic normality of maximum likelihood estimators. By the middle of the 1970s these new tools were developing in the direction of models involving infinite-dimensional parameters: Beran [33] obtained a convolution type lower bound for the problem of estimating a distribution function, Beran [3, 4, 5] used Hájek’s convolution formulation to establish lower bounds in several related problems. Millar [37, 38, 39] developed infinite-dimensional versions of both the asymptotic minimax and convolution theorems.

Parallel developments in Russia by Ibragimov and Has’minskii [23, 22] and their students Koshelevnik and Levit [27, 34, 35, 36] contributed to these developments from the perspective of differentiable functionals defined on nonparametric (or infinite-dimensional) families of probability distributions. Pfanzagl [44] summarised and extended these developments.

New models in survival analysis began developing rapidly following Cox’s [11] introduction of the proportional hazards model. Efron [16] established efficiency of Cox’s partial likelihood estimators using a clever (brute force) construction of a least favorable submodel. Efron’s paper provided considerable motivation for construction of a lower bound theory for semiparametric models which would handle Stein’s examples, and Cox’s model, and other semiparametric models of interest. This lead to [1], where the type of models considered were called “parametric-nonparametric”. (The term “semiparametric” apparently did not come into common use until slightly later.) And this lead in turn to [7, 8], and a calculus of information bounds for differentiable parameters in [59], which unified the nonparametric functional approach of the Russian school and the “parametric-nonparametric” approach of the Seattle-Berkeley groups.

The differentiability referred to in the last paragraph is Hellinger (pathwise) differentiability along paths in the class of densities describing the model. This leads to local approximations by Gaussian limit experiments in the sense of Le Cam [33]. Unfortunately this approach to lower bounds breaks down when the classes of distributions involved are too large for existence of (initial) estimators that can localize the problem, or when the parameter of interest is not smooth enough relative to the Hellinger metrics. See Bickel and Ritov (1987) [10], Ritov and Bickel (1990) [71], Donoho and Liu (1991) [14], Donoho and Low (1992) [15], Groeneboom and Wellner (1992) [17], Laurent and Massart (2000) [28], and Tchetgen, Robins, and van der Vaart (2009, 2017) [47, 48] for more on this, and e.g. Bin Yu (1997) [71] for different methods (Assouad, Fano, and Le Cam), for establishing lower bounds on rates of convergence. In some cases the latter is still possible through considering one-dimensional submodels (and sometimes non-Gaussian limit experiments), whereas in other cases submodels of increasing dimension must be used to bound a minimax risk, even for a one-dimensional parameter of interest. Thus Stein’s heuristic does not always work.

For further developments in the general area of semiparametric models since Stein (1956), see [26], [57], [49], and [68]. Stein’s insight in the information structure has inspired considerable progress in the construction and study of various types of (partially) efficient estimators and tests.
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