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Recent results in nonparametric regression show that deep learning, i.e., neural network estimates with many hidden layers, are able to circumvent the so-called curse of dimensionality in case that suitable restrictions on the structure of the regression function hold. One key feature of the neural networks used in these results is that their network architecture has a further constraint, namely the network sparsity. In this paper we show that we can get similar results also for least squares estimates based on simple fully connected neural networks with ReLU activation functions. Here either the number of neurons per hidden layer is fixed and the number of hidden layers tends to infinity suitably fast for sample size tending to infinity, or the number of hidden layers is bounded by some logarithmic factor in the sample size and the number of neurons per hidden layer tends to infinity suitably fast for sample size tending to infinity. The proof is based on new approximation results concerning deep neural networks.

1. Introduction. Neural networks belong since many years to the most promising approaches in nonparametric statistics in view of multivariate statistical applications, in particular in pattern recognition and in nonparametric regression (see, e.g., the monographs [1, 6, 12, 15, 16, 28]). In recent years the focus in applications is on what is called deep learning, where multilayer feedforward neural networks with many hidden layers are fitted to observed data (see, e.g., [29] and the literature cited therein). Motivated by this practical success, there is also an increasing interest in the literature in showing good theoretical properties of these neural networks, see, e.g., [25, 8, 11, 35, 36, 23] and the literature cited therein for the analysis of corresponding approximation properties of neural networks.

1.1. Nonparametric regression. In this paper we study these kind of estimates in connection with nonparametric regression. Here, $(X, Y)$ is an $\mathbb{R}^d \times \mathbb{R}$-valued random vector satisfying $\mathbb{E}\{Y^2\} < \infty$, and given a sample of
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size $n$ of $(X, Y)$, i.e., given a data set

$$D_n = \{(X_1, Y_1), \ldots, (X_n, Y_n)\},$$

where $(X, Y), (X_1, Y_1), \ldots, (X_n, Y_n)$ are i.i.d., the aim is to construct an estimator

$$m_n(\cdot) = m_n(\cdot, D_n) : \mathbb{R}^d \rightarrow \mathbb{R}$$

of the so-called regression function $m : \mathbb{R}^d \rightarrow \mathbb{R}, m(x) = \mathbb{E}\{Y|X = x\}$ such that the so-called $L_2$-error

$$\int |m_n(x) - m(x)|^2 P_X(dx)$$

is “small” (cf., e.g., [12] for a systematic introduction to nonparametric regression and a motivation for the $L_2$-error).

1.2. Neural Networks. In order to construct such regression estimates with neural networks, the first step is to define a suitable space of functions $f : \mathbb{R}^d \rightarrow \mathbb{R}$ by using neural networks. The starting point here is the choice of an activation function $\sigma : \mathbb{R} \rightarrow \mathbb{R}$. Traditionally, so-called squashing functions are chosen as activation function $\sigma : \mathbb{R} \rightarrow \mathbb{R}$, which are nondecreasing and satisfy $\lim_{x \rightarrow -\infty} \sigma(x) = 0$ and $\lim_{x \rightarrow \infty} \sigma(x) = 1$, e.g., the so-called sigmoidal or logistic squasher

$$\sigma(x) = \frac{1}{1 + \exp(-x)}, \quad x \in \mathbb{R}.$$ 

Recently, also unbounded activation functions are used, e.g., the ReLU activation function

$$\sigma(x) = \max\{x, 0\}.$$

The network architecture $(L, k)$ depends on a positive integer $L$ called the number of hidden layers and a width vector $k = (k_1, \ldots, k_L) \in \mathbb{N}^L$ that describes the number of neurons in the first, second, $\ldots$, $L$-th hidden layer. A multilayer feedforward neural network with network architecture $(L, k)$ and ReLU activation function $\sigma$ is a real-valued function defined on $\mathbb{R}^d$ of the form

$$f(x) = \sum_{i=1}^{k_L} c_i^{(L)} f_i^{(L)}(x) + c_{1,0}^{(L)}$$

(1)
for some \( c_i^{(L)_0}, \ldots, c_i^{(L)} \in \mathbb{R} \) and for \( f_i^{(L)} \)'s recursively defined by
\[
f_i^{(s)}(x) = \sigma \left( \sum_{j=1}^{k_{s-1}} c_{i,j}^{(s-1)} f_j^{(s-1)}(x) + c_{i,0}^{(s-1)} \right)
\]
for some \( c_i^{(s-1)_i}, \ldots, c_{i,k_{s-1}}^{(s-1)} \in \mathbb{R}, s \in \{2, \ldots, L\}, \) and
\[
f_i^{(1)}(x) = \sigma \left( \sum_{j=1}^{d} c_{i,j}^{(0)} x_j + c_{i,0}^{(0)} \right)
\]
for some \( c_i^{(0)_i}, \ldots, c_{i,d}^{(0)} \in \mathbb{R}. \) The space of neural networks with \( L \) hidden layers and \( r \) neurons per layer is defined by
\[
\mathcal{F}(L, r) = \{ f : f \text{ is of the form (1) with } k_1 = k_2 = \ldots = k_L = r \}.
\]

As there is no further restriction on the network architecture (e.g. no sparsity restriction as in [30]) and as two neurons are only connected if and only if they belong to neighboring layers, we refer to the networks of the class \( \mathcal{F}(L, r) \), similar as [36], as fully connected feedfoward neural networks. The representation of this kind of network as a directed acyclic graph is shown in Fig.1. Here we get an impression of how such a network looks like and why we call those networks fully connected. Remark that this network class also contains networks with some weights chosen as zero.

In the sequel the number \( L = L_n \) of hidden layers and number \( r = r_n \) of neurons per hidden layer of the above function space are properly chosen. Then we define the corresponding neural network regression estimator.
as the minimizer of the so-called empirical $L_2$-risk over the function space $\mathcal{F}(L_n, r_n)$, i.e., we define our estimator by

$$m_n(\cdot) = \arg \min_{f \in \mathcal{F}(L_n, r_n)} \frac{1}{n} \sum_{i=1}^{n} |f(X_i) - Y_i|^2.$$  

(3)

For simplicity we assume here and in the sequel that the minimum above indeed exists. When this is not the case our theoretical results also hold for any estimate which minimizes the above empirical $L_2$-risk up to a small additional term.

1.3. *Curse of dimensionality.* In order to judge the quality of such estimates theoretically, usually the rate of convergence of the $L_2$-error is considered. It is well-known that smoothness assumptions on the regression function are necessary in order to derive non-trivial results on the rate of convergence (see, e.g., Theorem 7.2 and Problem 7.2 in [6] and Section 3 in [7]). For that purpose, we introduce the following definition of $(p,C)$-smoothness.

**Definition 1.** Let $p = q + s$ for some $q \in \mathbb{N}_0$ and $0 < s \leq 1$. A function $m : \mathbb{R}^d \rightarrow \mathbb{R}$ is called $(p,C)$-smooth, if for every $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}_0^d$ with $\sum_{j=1}^{d} \alpha_j = q$ the partial derivative $\partial^\alpha m / (\partial x_1^{\alpha_1} \ldots \partial x_d^{\alpha_d})$ exists and satisfies

$$\left| \frac{\partial^\alpha m}{\partial x_1^{\alpha_1} \ldots \partial x_d^{\alpha_d}}(x) - \frac{\partial^\alpha m}{\partial x_1^{\alpha_1} \ldots \partial x_d^{\alpha_d}}(z) \right| \leq C \|x - z\|^s$$

for all $x, z \in \mathbb{R}^d$, where $\| \cdot \|$ denotes the Euclidean norm.

[31] showed that the optimal minimax rate of convergence in nonparametric regression for $(p,C)$-smooth functions is $n^{-2p/(2p+d)}$. This rate suffers from a characteristic feature in case of high-dimensional functions: If $d$ is relatively large compared to $p$, then this rate of convergence can be extremely slow (so-called curse of dimensionality). As was shown in [32, 33] it is possible to circumvent this curse of dimensionality by imposing structural assumptions like additivity on the regression function. This is also used, e.g., in so-called single index models, in which

$$m(x) = g(a^\top x), \quad x \in \mathbb{R}^d$$

is assumed to hold, where $g : \mathbb{R} \rightarrow \mathbb{R}$ is a univariate function and $a \in \mathbb{R}^d$ is a $d$-dimensional vector (see, e.g., [13, 14, 21, 37]). Related to this is the
so-called projection pursuit, where the regression function is assumed to be a sum of functions of the above form, i.e.,

\[ m(x) = \sum_{k=1}^{K} g_k(a_k^\top x), \quad x \in \mathbb{R}^d \]

for \( K \in \mathbb{N} \), \( g_k : \mathbb{R} \to \mathbb{R} \) and \( a_k \in \mathbb{R}^d \) (see, e.g., [10]). If we assume that the univariate functions in these postulated structures are \((p,C)\)-smooth, adequately chosen regression estimates can achieve the above univariate rates of convergence up to some logarithmic factor (cf., e.g., Chapter 22 in [12]).

[17] studied the case of a regression function, which satisfies

\[ m(x) = g \left( \sum_{l_1=1}^{L_1} g_{l_1} \left( \sum_{l_2=1}^{L_2} g_{l_1,l_2} \left( \cdots \sum_{l_r=1}^{L_r} g_{l_1,\ldots,l_r}(x^{i_1,\ldots,i_r}) \right) \right) \right) , \]

where \( g, g_{l_1}, \ldots, g_{l_1,\ldots,l_r} : \mathbb{R} \to \mathbb{R} \) are \((p,C)\)-smooth univariate functions and \( x^{i_1,\ldots,i_r} \) are single components of \( x \in \mathbb{R}^d \) (not necessarily different for two different indices \((l_1,\ldots,l_r)\)). With the use of a penalized least squares estimate, they proved that in this setting the rate \( n^{-2p/(2p+1)} \) can be achieved.

The rate of convergence of neural network regression estimates has been analyzed by [3, 2, 4, 5, 19, 20, 24, 30, 34, 26, 18, 27]. For the \( L_2 \)-error of a single hidden layer neural network, [4] proves a dimensionless rate of \( n^{-1/2} \) (up to some logarithmic factor), provided the Fourier transform has a finite first moment (which basically requires that the function becomes smoother with increasing dimension \( d \) of \( X \)). [24] showed a rate of \( n^{(-2p/(2p+d+5)) + \varepsilon} \) for the \( L_2 \)-error of suitably defined single hidden layer neural network estimators for \((p,C)\)-smooth functions, but their study was restricted to the use of a certain cosine squasher as an activation function.

The rate of convergence of neural network regression estimates based on two layer neural networks has been analyzed in [19]. Therein, interaction models were studied, where the regression function satisfies

\[ m(x) = \sum_{I \subseteq \{1,\ldots,d\}, |I| = d^*} m_I(x_I), \quad x = (x^{(1)},\ldots,x^{(d)})^\top \in \mathbb{R}^d \]

for some \( d^* \in \{1,\ldots,d\} \) and \( m_I : \mathbb{R}^{d^*} \to \mathbb{R} \) \((I \subseteq \{1,\ldots,d\}, |I| \leq d^*\)\), where

\[ x_{i_1,\ldots,i_{d^*}} = (x^{(i_1)},\ldots,x^{(i_{d^*})}) \quad \text{for} \ 1 \leq i_1 < \ldots < i_{d^*} \leq d, \]

and in case that all \( m_I \) are \((p,C)\)-smooth for some \( p \leq 1 \) it was shown that suitable neural network regression estimators achieve a rate of convergence
of $n^{-2p/(2p+d^*)}$ (up to some logarithmic factor), which is again a convergence rate independent of $d$. In [20], this result was extended to so–called $(p,C)$-smooth generalized hierarchical interaction models of order $d^*$, which are defined as follows:

**Definition 2.** Let $d \in \mathbb{N}$, $d^* \in \{1, \ldots, d\}$ and $m : \mathbb{R}^d \to \mathbb{R}$.

- **a)** We say that $m$ satisfies a generalized hierarchical interaction model of order $d^*$ and level 0, if there exist $a_1, \ldots, a_{d^*} \in \mathbb{R}^d$ and $f : \mathbb{R}^{d^*} \to \mathbb{R}$ such that
  $$m(x) = f(a_1^\top x, \ldots, a_{d^*}^\top x) \text{ for all } x \in \mathbb{R}^d.$$  

- **b)** We say that $m$ satisfies a generalized hierarchical interaction model of order $d^*$ and level $l + 1$, if there exist $K \in \mathbb{N}$, $g_k : \mathbb{R}^{d^*} \to \mathbb{R}$ ($k \in \{1, \ldots, K\}$) and $f_{1,k}, \ldots, f_{d^*,k} : \mathbb{R}^d \to \mathbb{R}$ ($k \in \{1, \ldots, K\}$) such that $f_{1,k}, \ldots, f_{d^*,k}$ ($k \in \{1, \ldots, K\}$) satisfy a generalized hierarchical interaction model of order $d^*$ and level $l$ and
  $$m(x) = \sum_{k=1}^{K} g_k (f_{1,k}(x), \ldots, f_{d^*,k}(x)) \text{ for all } x \in \mathbb{R}^d.$$  

- **c)** We say that the generalized hierarchical interaction model defined above is $(p,C)$-smooth, if all functions $f$ and $g_k$ occurring in its definition are $(p,C)$–smooth according to Definition 1.

It was shown that for such models least squares estimators based on suitably defined multilayer neural networks (in which the number of hidden layers depends on the level of the generalized interaction model) achieve the rate of convergence $n^{-2p/(2p+d^*)}$ (up to some logarithmic factor) in case $p \leq 1$. [5] showed that this result even holds for $p > 1$ provided the squashing function is suitably chosen. Similar rate of convergence results as in [5] have been shown in [30] for neural network regression estimates using the ReLU activation function. Here slightly more general function spaces, which fulfill some composition assumption, were studied. Related results have been shown in [34] in case of Besov spaces as a model for the smoothness of the regression function and in [26] in case of non-ReLU activation functions. [18] derived results concerning estimation by neural networks of piecewise polynomial regression functions with partitions having rather general smooth boundaries. In [27] the rate of convergence of ResNet-type convolutional neural networks have been analyzed. Here the convolutional neural networks correspond to a fully connected deep neural network with constant width and depth converging to infinity for sample size tending to infinity. The class of neural networks
uses the ReLU activation function and very small bounds on the absolute value of the weights in the hidden layers and a large bound on the absolute value of the weights in the output layer. In case of a \((p, C)\)-smooth regression function up to a logarithmic factor the rate of convergence \(n^{-2p/(2p+d)}\) is shown.

The main results in [5] and [30] are new approximation results for neural networks. Here [30] bounds the supremum norm error of the approximation of smooth functions on a cube, while the corresponding approximation bound in [5] holds only on a subset of the cube of measure close to one, which is sufficient in order to bound the approximation error of the neural network in \(L_2\). In both papers a further restriction of the network architecture, in form of a sparsity constraint, is needed to show their theoretical results. Thus the topology of the neural network is difficult in view of an implementation of the corresponding least squares estimate. In particular, in [30] the topology of the neural network was not completely specified, it was described how many weights are nonzero but not which of the weights are nonzero.

1.4. Main results in this article. The above results lead to the conjecture that network sparsity is necessary in order to be able to derive good rates of convergence of neural network regression estimates. Our main result in this article is that this is not the case. To show this, we derive similar rate of convergence results as in [5] and in [30] for least squares estimators based on simple fully connected feedforward neural networks. In these networks either the number of neurons per hidden layer is fixed and the number of hidden layers tends to infinity suitably fast for sample size tending to infinity, or the number of hidden layers is bounded by some logarithmic factor in the sample size and the number of neurons per hidden layer tends to infinity suitably fast for sample size tending to infinity. In the first case the networks will be much deeper than the class of networks considered for the least squares estimates in [5] and [30], where the number of hidden layers is either bounded by a constant or by some logarithmic factor in the sample size. From an approximation theoretical point of view we derive two new error bounds for the approximation of \((p, C)\)-smooth functions by (very wide or very deep) neural networks using the ReLU activation function, which are essential to show our convergence result. In particular, we generalize the approximation result from [35] from Hölder–smooth to \((p, C)\)-smooth functions. Compared to previous works based on sparse neural network estimates our result does not focus on the number of non–zero parameters but on the overall number of parameters in the network. In particular, we show that in case of networks with constant width and \(W\) weights we can achieve an approxi-
mation error of size $W^{-2p/d}$ instead of $W^{-p/d}$ as stated in [5] and [30]. By bounding the number of parameters in this sense, the topology of our neural networks is much easier in view of an implementation of the corresponding least squares estimate. For instance, as shown in Listing 1, using Python’s packages `tensorflow` and `keras` enables us an easy and fast implementation. Although sparsely connected networks are often preferred in practical applications, there are some open questions about an efficient implementation of these networks. So-called pruning methods, for instance, start with large strongly connected neural networks and delete redundant parameters during the training process. The main drawback is, that due to the large initial size of the networks, the computational costs of the method are high. That is why the implementation of sparsely connected networks is critically questioned (see e.g. [9, 22]). With regard to our convergence result we analyze a slightly more general function space, which includes all the other types of structures of $m$ mentioned earlier.

Independently of us, [36] published a similar result for the approximation of smooth functions by simple fully connected deep neural networks. For a network with width $2d + 10$ and $W$ weights, they also showed an approximation rate of $W^{-2p/d}$. After the original version of our paper a relating arXiv article was uploaded by [23]. Therein our approximation result, where either width or depth are varied, was generalized to ReLU networks where both width and depth are varied simultaneously.

### Listing 1. Python code for fitting of fully connected neural networks to data $x_{\text{learn}}$ and $y_{\text{learn}}$

```python
model = Sequential()
model.add(Dense(d, activation="relu", input_shape=(d,)))
for i in np.arange(L):
    model.add(Dense(K, activation="relu"))
model.add(Dense(1))
model.compile(optimizer="adam",
              loss="mean_squared_error")
model.fit(x=x_learn, y=y_learn)
```

1.5. **Notation.** Throughout the paper, the following notation is used: The sets of natural numbers and real numbers are denoted by $\mathbb{N}$ and $\mathbb{R}$, respectively. Furthermore, we set $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$. For $z \in \mathbb{R}$, we denote the smallest integer greater than or equal to $z$ by $\lceil z \rceil$ and the largest integer smaller or
equal to \( z \) by \( |z| \). We set \( z_+ = \max\{z,0\} \). Vectors are denoted by bold letters, e.g. \( \mathbf{x} = (x^{(1)}, \ldots, x^{(d)})^T \). We define \( \mathbf{1} = (1, \ldots, 1)^T \) and \( \mathbf{0} = (0, \ldots, 0)^T \). A \( d \)-dimensional multi-index is a \( d \)-dimensional vector \( \mathbf{j} = (j^{(1)}, \ldots, j^{(d)})^T \in \mathbb{N}_0^d \). As usual, we define \( \|\mathbf{j}\|_1 = j^{(1)} + \cdots + j^{(d)}, \mathbf{j}! = j^{(1)}! \cdots j^{(d)}! \),

\[
\mathbf{x}^\mathbf{j} = (x^{(1)})^{j^{(1)}} \cdots (x^{(d)})^{j^{(d)}} \quad \text{and} \quad \partial^\mathbf{j} = \frac{\partial^{j^{(1)}}}{\partial(x^{(1)})^{j^{(1)}}} \cdots \frac{\partial^{j^{(d)}}}{\partial(x^{(d)})^{j^{(d)}}}.
\]

Let \( D \subseteq \mathbb{R}^d \) and let \( f : \mathbb{R}^d \to \mathbb{R} \) be a real-valued function defined on \( \mathbb{R}^d \). We write \( \mathbf{x} = \arg \min_{\mathbf{z} \in D} f(\mathbf{z}) \) if \( \min_{\mathbf{z} \in D} f(\mathbf{z}) \) exists and if \( \mathbf{x} \) satisfies \( \mathbf{x} \in D \) and \( f(\mathbf{x}) = \min_{\mathbf{z} \in D} f(\mathbf{z}) \). The Euclidean and the supremum norms of \( \mathbf{x} \in \mathbb{R}^d \) are denoted by \( \|\mathbf{x}\| \) and \( \|\mathbf{x}\|_\infty \), respectively. For \( f : \mathbb{R}^d \to \mathbb{R} \)

\[
\|f\|_\infty = \sup_{\mathbf{x} \in \mathbb{R}^d} |f(\mathbf{x})|
\]
is its supremum norm, and the supremum norm of \( f \) on a set \( A \subseteq \mathbb{R}^d \) is denoted by

\[
\|f\|_{\infty,A} = \sup_{\mathbf{x} \in A} |f(\mathbf{x})|.
\]

Furthermore we define the norm \( \|\cdot\|_{C^q(A)} \) of the smooth function space \( C^q(A) \) by

\[
\|f\|_{C^q(A)} := \max\left\{ \|\partial^\mathbf{j} f\|_{\infty,A} : \|\mathbf{j}\|_1 \leq q, \mathbf{j} \in \mathbb{N}_0^d \right\}
\]

for any \( f \in C^q(A) \). Let \( \mathbf{z}_1, \ldots, \mathbf{z}_n \in \mathbb{R}^d \), set \( \mathbf{z}_n^\mathbf{1} := (\mathbf{z}_1, \ldots, \mathbf{z}_n) \), let \( \mathcal{F} \) be a set of functions \( f : \mathbb{R}^d \to \mathbb{R} \) and let \( \epsilon > 0 \). We denote by \( \mathcal{N}_1(\epsilon, \mathcal{F}, \mathbf{z}_n^\mathbf{1}) \) the \( \epsilon - \|\cdot\|_1 \)-covering number on \( \mathbf{z}_n^\mathbf{1} \), i.e. the minimal number \( N \in \mathbb{N} \) such that there exist functions \( f_1, \ldots, f_N : \mathbb{R}^d \to \mathbb{R} \) with the property that for every \( f \in \mathcal{F} \) there is a \( \mathbf{j} = \mathbf{j}(f) \in \{1, \ldots, N\} \) such that

\[
\frac{1}{n} \sum_{i=1}^n |f(\mathbf{z}_i) - f_\mathbf{j}(\mathbf{z}_i)| < \epsilon.
\]

For \( u \in \mathbb{R} \) and \( \beta > 0 \) we define \( T_\beta u = \max\{-\beta, \min\{\beta, u\}\} \). Furthermore, for \( f : \mathbb{R}^d \to \mathbb{R} \) we define \( T_\beta f : \mathbb{R}^d \to \mathbb{R} \) by \( (T_\beta f)(\mathbf{x}) = T_\beta(f(\mathbf{x})) \). And if \( \mathcal{F} \) is a set of functions \( f : \mathbb{R}^d \to \mathbb{R} \) we set

\[
T_\beta \mathcal{F} = \{T_\beta f : f \in \mathcal{F}\}.
\]

1.6. Outline. The main result and its proof are presented in Section 2. Our new results concerning the approximation of \( (p, C) \)-smooth functions by deep neural networks are described in Section 3. Section 4 deals with a result concerning the approximation of hierarchical composition models (see Definition 3 below) by neural networks.
2. Main result. As already mentioned above, the only possible way to avoid the so-called curse of dimensionality is to restrict the underlying function class. We therefore consider functions, which fulfill the following definition:

**Definition 3.** Let \( d \in \mathbb{N} \) and \( m : \mathbb{R}^d \to \mathbb{R} \) and let \( \mathcal{P} \) be a subset of \((0, \infty) \times \mathbb{N}\).

**a)** We say that \( m \) satisfies a hierarchical composition model of level 0 with order and smoothness constraint \( \mathcal{P} \), if there exists a \( K \in \{1, \ldots, d\} \) such that
\[
m(x) = x^{(K)} \quad \text{for all } x = (x^{(1)}, \ldots, x^{(d)})^\top \in \mathbb{R}^d.
\]

**b)** We say that \( m \) satisfies a hierarchical composition model of level \( l + 1 \) with order and smoothness constraint \( \mathcal{P} \), if there exist \( (p, K) \in \mathcal{P} \), \( C > 0 \), \( g : \mathbb{R}^K \to \mathbb{R} \) and \( f_1, \ldots, f_K : \mathbb{R}^d \to \mathbb{R} \), such that \( g \) is \((p, C)\)-smooth, \( f_1, \ldots, f_K \) satisfy a hierarchical composition model of level \( l \) with order and smoothness constraint \( \mathcal{P} \) and
\[
m(x) = g(f_1(x), \ldots, f_K(x)) \quad \text{for all } x \in \mathbb{R}^d.
\]

For \( l = 1 \) and some order and smoothness constraint \( \mathcal{P} \subseteq (0, \infty) \times \mathbb{N} \) our space of hierarchical composition models becomes
\[
\mathcal{H}(1, \mathcal{P}) = \{ h : \mathbb{R}^d \to \mathbb{R} : h(x) = g(x^{(\pi(1))}, \ldots, x^{(\pi(K))}) \}
\]
where \( g : \mathbb{R}^K \to \mathbb{R} \) is \((p, C)\)-smooth for some \((p, K) \in \mathcal{P}\), \( C > 0 \) and \( \pi : \{1, \ldots, K\} \to \{1, \ldots, d\} \).

For \( l > 1 \), we recursively define
\[
\mathcal{H}(l, \mathcal{P}) := \{ h : \mathbb{R}^d \to \mathbb{R} : h(x) = g(f_1(x), \ldots, f_K(x)) \},
\]
where \( g : \mathbb{R}^K \to \mathbb{R} \) is \((p, C)\)-smooth for some \((p, K) \in \mathcal{P}\), \( C > 0 \) and \( f_i \in \mathcal{H}(l - 1, \mathcal{P}) \).

In practice, it is conceivable, that there exist input–output–relationships, which can be described by a regression function contained in \( \mathcal{H}(l, \mathcal{P}) \). Particularly, our assumption is motivated by applications in connection with complex technical systems, which are constructed in a modular form. Here each modular part can be again a complex system, which also explains the recursive construction in **Definition 3**. It is shown in [5] and in [30] that the function classes used therein generalize all other models mentioned in our article. As the function class of [5] (see **Definition 2**) forms some special case
of $\mathcal{H}(l, \mathcal{P})$ in form of an alternation between summation and composition, this is also true for our more general model. Compared to the function class studied in [30], our definition forms a slight generalization, since we allow different smoothness and order constraints within the same level in the composition. In particular, also the additional examples mentioned in [30] are contained in our function class.

Our main result is the following theorem.

**Theorem 1.** Let $(X, Y), (X_1, Y_1), \ldots, (X_n, Y_n)$ be independent and identically distributed random values such that $\text{supp}(X)$ is bounded and
\[
\mathbb{E}\{\exp(c_1 \cdot Y^2)\} < \infty
\]
for some constant $c_1 > 0$. Let the corresponding regression function $m$ be contained in the class $\mathcal{H}(l, \mathcal{P})$ for some $l \in \mathbb{N}$ and $\mathcal{P} \subseteq [1, \infty) \times \mathbb{N}$. Each function $g$ in the definition of $m$ can be of different smoothness $p_g = q_g + s_g$ ($q_g \in \mathbb{N}_0$ and $s_g \in (0, 1]$) and of different input dimension $K_g$, where $(p_g, K_g) \in \mathcal{P}$. Denote by $K_{\text{max}}$ the maximal input dimension and by $p_{\text{max}}$ the maximal smoothness of one of the functions $g$. Assume that for each $g$ all partial derivatives of order less than or equal to $q_g$ are bounded, i.e.,
\[
\|g\|_{C^{q_g}(\mathbb{R}^d)} \leq c_2
\]
for some constant $c_2 > 0$ and that $p_{\text{max}}, K_{\text{max}} < \infty$. Let each function $g$ be Lipschitz continuous with Lipschitz constant $C_{\text{Lip}} \geq 1$. Let $\tilde{m}_n$ be defined as in (3) for some $L_n, r_n \in \mathbb{N}$, and define $m_n = T_{c_3 \log(n)} \tilde{m}_n$ for some $c_3 > 0$ sufficiently large.

**a)** Choose $c_4, c_5 > 0$ sufficiently large and set
\[
L_n = \left\lceil c_4 \cdot \log n \right\rceil \quad \text{and} \quad r_n = \left\lceil c_5 \cdot \max_{(p,K) \in \mathcal{P}} n^{\frac{p}{2(p+K)}} \right\rceil.
\]
Then
\[
\mathbb{E} \int |m_n(x) - m(x)|^2 \mathbf{P}_X(dx) \leq c_6 \cdot (\log(n))^6 \cdot \max_{(p,K) \in \mathcal{P}} n^{-\frac{2p}{2p+K}}
\]
holds for sufficiently large $n$.

**b)** Choose $c_7, c_8 > 0$ sufficiently large and set
\[
L_n = \left\lceil c_7 \cdot \max_{(p,K) \in \mathcal{P}} n^{\frac{p}{2(p+K)}} \cdot \log n \right\rceil \quad \text{and} \quad r_n = r = \left\lceil c_8 \right\rceil.
\]
Then

\[ E \int |m_n(x) - m(x)|^2 \mathbf{P}_X(dx) \leq c_9 \cdot (\log(n))^6 \cdot \max_{(p,K) \in \mathcal{P}} n^{-\frac{2p}{2p+K}} \]

holds for sufficiently large \( n \).

**Remark 1.** Theorem 1 shows that in case that the regression function satisfies an hierarchical composition model with smoothness and order constraint \( \mathcal{P} \) the \( L_2 \)-errors of least squares neural network regression estimates based on a set of fully connected neural networks achieve the rate of convergence \( \max_{(p,K) \in \mathcal{P}} n^{-\frac{2p}{2p+K}} \) (up to some logarithmic factor), which does not depend on \( d \) and which does therefore circumvent the so-called curse of dimensionality.

**Remark 2.** In the special case that each hierarchical composition model of some level \( i \) (\( i \in \{1, \ldots, l\} \)) has some smoothness \( p_i \) and dimension \( K_i \) and that \( K_l \leq \max \{ \max_{i \in \{1, \ldots, i-1\}} K_i, d \} \), the rate of convergence in Theorem 1 is optimal up to some logarithmic factor (see Theorem 3 in [30]).

**Remark 3.** Due to the fact that some parameters in the definition of the estimator in Theorem 1 are usually unknown in practice, they have to be chosen in a data–dependent way. Out of a set of different numbers of hidden layers and neurons per layer the best estimator is then chosen adaptively. One simple possibility to do this is to use the so–called splitting of the sample method, cf., e.g., Section 2.4 and Chapter 7 in [12]. Here the sample is split into a learning sample of size \( n_l \) and a testing sample of size \( n_t \), where \( n_l + n_t = n \) (e.g., \( n_l \approx n/2 \approx n_t \)), the estimator is computed for several different selections of width and depth using only the learning sample, the empirical \( L_2 \)-risks of these estimators are then computed on the testing sample, and finally the parameter value is chosen for which the empirical \( L_2 \)-risk on the testing sample is minimal.

**Proof.** a) Standard bounds of empirical process theory (cf. Lemma 18 in Supplement B) lead to

\[
E \int |m_n(x) - m(x)|^2 \mathbf{P}_X(dx) \\
\leq c_{25}(\log n)^2 \left( \sup_{x_n \in [0,1]^n} \log \left( \mathcal{N}_1 \left( \frac{1}{n \cdot \log n}, T_{c_3 \cdot \log(n)}(L_n, r_n), x_n^{n} \right) \right) + 1 \right) \\
+ 2 \inf_{f \in \mathcal{F}(L_n, r_n)} \int |\hat{f}(x) - m(x)|^2 \mathbf{P}_X(dx).
\]
Set 
\[ (\bar{p}, \bar{K}) \in \mathcal{P} \text{ such that } (\bar{p}, \bar{K}) = \arg \min_{(p, K) \in \mathcal{P}} \frac{p}{K}. \]

The fact that 
\[ \frac{1}{n^{c_{26}}} \leq \frac{1}{n \cdot c_3 \cdot \log(n)} \leq \frac{c_3 \cdot \log(n)}{8}, \]
\[ L_n \leq c_{27} \cdot \log(n) \] and 
\[ r_n \leq c_{28} \cdot n^{\frac{2p}{2p+K+1}} \]
holds for \( c_{26}, c_{27}, c_{28} > 0 \), allows us to apply Lemma 19 in Supplement B to bound the first summand by
\[ c_{25} \cdot (\log(n))^2 \cdot c_{29} \cdot (\log(n))^{\frac{1}{2}} \cdot (\frac{c_{29} \cdot \log(n)}{n^{\frac{2}{2+K+1}}}) \]

for a sufficiently large \( n \). Regarding the second summand we apply Theorem 3 a) (see below), where we choose
\[ M_{j,i} = \left\lceil \frac{n^{\frac{1}{2}(2p+K+1)}}{2^{p+K} + 1} \right\rceil. \]

Set
\[ a_n = (\log n)^{\frac{1}{4} (p_{\max} + 1)}. \]

W.l.o.g. we assume \( \text{supp}(X) \subseteq [-a_n, a_n]^d \). Theorem 3 a) allows us to bound
\[ \inf_{\hat{f} \in \mathcal{F}(L_n, r_n)} \int |\hat{f}(x) - m(x)|^2 p_X(dx) \]
by
\[ c_{31} \cdot (a_n^{4(p_{\max}+1)})^2 \cdot \max_{j,i} M_{j,i}^{-4p_j^{(i)}} = c_{31} \cdot (\log(n))^2 \cdot \max_{j,i} n^{-\frac{2p_j^{(i)}}{2^{p_j^{(i)}+K_j^{(i)}}}}. \]

This together with (4) and the fact that
\[ \max_{(p,K) \in \mathcal{P}} n^{-\frac{2p}{2p+K}} = n^{-\frac{2p}{2p+K}} = \max_{j,i} n^{-\frac{2p_j^{(i)}}{2^{p_j^{(i)}+K_j^{(i)}}}} \]
implies the assertion.

Part b) follows by a slight modification of the proof of Theorem 1 a), where we use Theorem 3 b) (see below) instead of a) to bound the approximation error. \( \square \)
3. Approximation of smooth functions by fully connected deep neural networks with ReLU activation function. The aim of this section is to present a new result concerning the approximation of \((p, C)\)-smooth functions by deep neural networks. This result is later needed in the proof of Theorem 3 (see below) to approximate hierarchical composition models by deep neural networks.

**Theorem 2.** Let \(d \in \mathbb{N}\), let \(f : \mathbb{R}^d \to \mathbb{R}\) be \((p, C)\)-smooth for some \(p = q + s, q \in \mathbb{N}_0\) and \(s \in (0, 1]\), and \(C > 0\). Let \(a \geq 1\) and \(M \in \mathbb{N}\) sufficiently large (independent of the size of \(a\) but \(M \geq 2\) and \(M^{2p} \geq c_{10} \cdot \left(\max \{a, \|f\|_{C^q([-a,a]^d)}\}\right)^{4(q+1)}\) must hold for some sufficiently large constant \(c_{10} \geq 1\).

a) Let \(L, r \in \mathbb{N}\) such that

\[(i)\quad L \geq 5 + \lfloor \log_4(M^{2p}) \rfloor \cdot (\lfloor \log_2(\max\{q, d\}) \rfloor + 1)\]
\[(ii)\quad r \geq 2^d \cdot 64 \cdot (\binom{d+q}{q+1}) \cdot d^2 \cdot (q + 1) \cdot M^d\]

hold. There exists a neural network \(\hat{f}_{\text{wide}} \in \mathcal{F}(L, r)\) with the property that

\[\|f - \hat{f}_{\text{wide}}\|_{\infty, [-a, a]^d} \leq c_{11} \cdot \left(\max \{a, \|f\|_{C^q([-a,a]^d)}\}\right)^{4(q+1)} \cdot M^{-2p}.\]

b) Let \(L, r \in \mathbb{N}\) such that

\[(i)\quad L \geq 5M^d + \left[\log_4 \left( M^{2p+4d^2+1} \cdot e^{4(q+1)-d} \right) \right] \cdot [\log_2(\max\{q, d\}) + 1] + \lfloor \log_4(M^{2p}) \rfloor\]
\[(ii)\quad r \geq 132 \cdot 2^d \cdot [e^d] \cdot (\binom{d+q}{q+1}) \cdot \max\{q + 1, d^2\}\]

hold. There exists a neural network \(\hat{f}_{\text{deep}} \in \mathcal{F}(L, r)\) such that (5) holds with \(\hat{f}_{\text{wide}}\) replaced by \(\hat{f}_{\text{deep}}\).

**Remark 4.** The above result focuses on the convergence rate and no attempt has been made to minimize the constants in the definition of \(L\) and \(r\).

The following corollary translates Theorem 2 b) in terms of the number of overall parameters versus the approximation accuracy.

**Corollary 1.** Let \(d \in \mathbb{N}\), let \(f : \mathbb{R}^d \to \mathbb{R}\) be \((p, C)\)-smooth for some \(p = q + s, q \in \mathbb{N}_0\) and \(s \in (0, 1]\), and \(C > 0\). Let \(a \geq 1\) and \(\epsilon > 0\). Then there exists a fully connected neural network \(\hat{f}\) with \(c_{12} \cdot e^{-d/(2p)}\) parameters, such that

\[\|f - \hat{f}\|_{\infty, [-a, a]^d} \leq \epsilon.\]
Proof. The number of overall weights $W$ in a neural network with $L$ hidden layers and $r$ neurons per layer can be computed by

$$W = (d + 1) \cdot r + (L - 1) \cdot (r + 1) \cdot r + (r + 1).$$

Using Theorem 2 b), where we choose $M = \lceil c_{13} \cdot \epsilon^{-1/(2p)} \rceil$ for some constant $c_{13} > 0$, implies the assertion.

Remark 5. Compared with [30] and [5], where the total number of parameters is $c_{14} \cdot \epsilon^{-d/p}$ for some constant $c_{14} > 0$ in case of an approximation error of $\epsilon$, Corollary 1 gives a quadratic improvement.

Sketch of the proof of Theorem 2. The basic idea is to construct deep neural networks which approximate a piecewise Taylor polynomial with respect to a partition of $[-a, a]^d$ into $M^{2d}$ equivolume cubes. Our approximation starts on a coarse grid with $M^d$ equivolume cubes and calculates the position of the cube $C$ with $x \in C$. This cube is then sub-partitioned into $M^d$ smaller cubes to finally compute the values of our Taylor polynomial on the finer grid with $M^{2d}$ cubes. Part a) and b) use a different approach to achieve this.

In part a) we exploit the fact that a network with $c_{15} \cdot M^d$ neurons per layer has $c_{16} \cdot M^{2d}$ connections between two consecutive layers. Then each of the $c_{16} \cdot M^{2d}$ weights in our network is matched to one of the $c_{16} \cdot M^{2d}$ possible values of the derivatives of $f$. To detect the right values of the derivatives for our Taylor polynomial we proceed in two steps: In the first two hidden layers our network approximates the indicator function for every cube on the coarse grid. The output layer of those networks is then multiplied by the derivatives of $f$ on the cube, respectively. And those values are the input of the $c_{17} \cdot M^d$ networks in the next two hidden layers, which approximate the indicator function multiplied by the values of the derivatives, respectively, on the $M^d$ smaller cubes of the sub-partition of $C$ with $x \in C$. Using this two step approximation we finally detect the right values of the derivatives on the $M^{2d}$ equivolume cubes. In the remaining layers we compute the Taylor polynomial.

In part b) in the first $c_{18} \cdot M^d$ layers of the network the values of the derivatives of $f$ necessary for the computation of a piecewise Taylor polynomial of $f$ with respect to the partition on the coarse grid are determined. Then additional $c_{19} \cdot M^d$ layers of the network are used to compute a piecewise Taylor polynomial of $f$ on the sub-partition (into $M^d$ smaller cubes) of the cube $C$ with $x \in C$ (where $C$ is again one of the cubes of the coarse grid). Here the values of the derivatives are computed successively by computing them
one after another by a Taylor approximation using the previously computed values and suitably defined correction terms.

4. Approximation of hierarchical composition models by neural networks. In this section we show one of the key elements of the proof of Theorem 1, i.e., a result concerning the approximation of hierarchical composition models with smoothness and order constraint \( \mathcal{P} \subseteq [1, \infty) \times \mathbb{N} \) by deep neural networks. In order to formulate this result, we observe in a first step, that one has to compute different hierarchical composition models of some level \( i (i \in \{1, \ldots, l-1\}) \) to compute a function \( h_1^{(i)} \in \mathcal{H}(l, \mathcal{P}) \). Let \( \tilde{N}_i \) denote the number of hierarchical composition models of level \( i \), needed to compute \( h_1^{(i)} \). We denote in the following by

\[
\tilde{N}_i = \sum_{j=1}^{N_i} K_j^{(i+1)}
\]

the \( j \)-th hierarchical composition model of some level \( i (j \in \{1, \ldots, \tilde{N}_i\}, i \in \{1, \ldots, l\}) \), that applies a \((p_j^{(i)}, C)\)-smooth function \( g_j^{(i)} : \mathbb{R}^{K_j^{(i)}} \to \mathbb{R} \) with \( p_j^{(i)} = q_j^{(i)} + s_j^{(i)} \), \( q_j^{(i)} \in \mathbb{N}_0 \) and \( s_j^{(i)} \in (0, 1] \), where \((p_j^{(i)}, K_j^{(i)}) \in \mathcal{P} \). The computation of \( h_1^{(i)}(x) \) can then be recursively described as follows:

\[
\begin{align*}
    h_j^{(i)}(x) &= g_j^{(i)} \left( h_1^{(i-1)}(x), \ldots, h_1^{(i-1)}(x) \right) \\
    h_j^{(1)}(x) &= g_j^{(1)} \left( x^{(\pi \sum_{j=1}^{i-1} K_j^{(1)})}, \ldots, x^{(\pi \sum_{j=1}^{i} K_j^{(1)})} \right)
\end{align*}
\]

for \( j \in \{1, \ldots, \tilde{N}_i\} \) and \( i \in \{2, \ldots, l\} \) and

\[
\begin{align*}
    \tilde{N}_1 = 1 \quad \text{and} \quad \tilde{N}_i = \sum_{j=1}^{N_i} K_j^{(i+1)}
\end{align*}
\]

holds.

The exemplary structure of a function \( h_1^{(2)} \in \mathcal{H}(2, \mathcal{P}) \) is illustrated in Fig. 2. Here one can get a perception of how the hierarchical composition models of different levels are stacked on top of each other. The approximation result of such a function \( h_1^{(l)} \) by a neural network is summarized in the following theorem:
a) Let $R : \mathbb{R}^d \to \mathbb{R}$ be contained in the class $\mathcal{H}(l, \mathcal{P})$ for some $l \in \mathbb{N}$ and $\mathcal{P} \subseteq [1, \infty) \times \mathbb{N}$. Let $\bar{N}_i$ be defined as in (9). Each $\bar{m}$ consists of different functions $h_j^{(i)}$ ($j \in \{1, \ldots, \bar{N}_i\}$, $i \in \{1, \ldots, l\}$) defined as in (6), (7) and (8). Assume that the corresponding functions $g_j^{(i)}$ are Lipschitz continuous with Lipschitz constant $C_{\text{Lip}} \geq 1$ and satisfy

$$\|g_j^{(i)}\|_{C^{\delta(i)}(\mathbb{R}^d)} \leq c_{20}$$

for some constant $c_{20} > 0$. Denote by $K_{\text{max}} = \max_{i,j} K_{j}^{(i)} < \infty$ the maximal input dimension and by $p_{\text{max}} = \max_{i,j} p_j^{(i)} < \infty$ the maximal smoothness of the functions $g_j^{(i)}$. Let $a \geq 1$ and $M_{j,i} \in \mathbb{N}$ sufficiently large (each independent of the size of $a$, but $\min_{i,j} M_{j,i}^2 > c_{21} \cdot a^{4(p_{\text{max}}+1)}/(q_j^{(i)} K_{\text{max}} C_{\text{Lip}})l$ must hold for some constant $c_{21} \geq 1$ sufficiently large).

a) Let $L, r \in \mathbb{N}$ such that

(i) $L \geq l \cdot \left(5 + \left\lceil \log_4 \left(\max_{j,i} M_{j,i}^{2p_j^{(i)}}\right)\right\rceil \cdot \left(\log_2(\max\{K_{\text{max}}, p_{\text{max}}\}) + 1\right)\right)$

(ii) $r \geq \max_{i \in \{1, \ldots, l\}} \sum_{j=1}^{\bar{N}_i} 2^{K_j^{(i)}} \cdot 64 \cdot \left(K_j^{(i)} + q_j^{(i)}\right) \cdot (K_j^{(i)})^2 \cdot (q_j^{(i)} + 1) \cdot M_{j,i}^{K_j^{(i)}}$

hold. Then there exists a neural network $t_1$ of the network class $\mathcal{F}(L, r)$ with the property that

$$\|t_1 - m\|_{\infty, [-a, a]^d} \leq c_{22} \cdot a^{4(p_{\text{max}}+1)} \cdot \max_{j,i} M_{j,i}^{-2p_j^{(i)}}.$$ 

b) Let $L, r \in \mathbb{N}$ such that
\( L \geq \sum_{i=1}^{l} \sum_{j=1}^{N_i} \left( 5M^{K_{j,i}}_{j,i} + \log_4 \left( M^{2p^{(i)}_{j,i} + 4K^{(i)}_{j,i} \cdot (q^{(i)}_{j,i}) + 1} \cdot e^{4(q^{(i)}_{j,i})-1} \right) \right) \cdot \left[ \log_2 \left( \max\{K^{(i)}_{j,i}, q^{(i)}_{j,i}\} + 1 \right) \right] + \left[ \log_4 \left( M^{2p^{(i)}_{j,i}}_{j,i} \right) \right] \cdot \left[ \log_2 \left( \max\{K^{(i)}_{j,i}, q^{(i)}_{j,i}\} + 1 \right) \right] + \left[ \log_4 \left( M^{2p^{(i)}_{j,i}}_{j,i} \right) \right] \cdot \left[ \log_2 \left( \max\{K^{(i)}_{j,i}, q^{(i)}_{j,i}\} + 1 \right) \right] \right)

(i) \quad r \geq 2 \sum_{t=1}^{l-1} \tilde{N}_t + 2d + 132 \cdot 2^{K_{\max}} \cdot \left[ e^{K_{\max}} \cdot \left( K_{\max} + \left[ p_{\max} \right] \right) \right] \cdot \left[ \log_2 \left( \max\{p_{\max} + 1, K^{2}_{\max}\} \right) \right]

hold. Then there exists a neural network \( t_2 \) of the network class \( F(L, r) \) with the property that (10) holds with \( t_1 \) replaced by \( t_2 \).

In the construction of our network we will compose smaller subnetworks to successively build the final network. For two networks \( \hat{f} \in F(L_{\hat{f}}, r_{\hat{f}}) \) and \( \hat{g} \in F(L_{\hat{g}}, r_{\hat{g}}) \) with \( L_{\hat{f}}, L_{\hat{g}}, r_{\hat{f}}, r_{\hat{g}} \in \mathbb{N} \) the composed neural network \( \hat{f} \circ \hat{g} \) is contained in the function class \( F(L_{\hat{f}} + L_{\hat{g}}, \max\{r_{\hat{f}}, r_{\hat{g}}\}) \). In the literature (see e.g. [30]) the composition of two networks is often defined by \( \hat{f} \circ \sigma(\hat{g}) \).

Thus for every composition an additional layer is added. We follow a different approach. Instead of using an additional layer, we "melt" the weights of both networks \( \hat{f} \) and \( \hat{g} \) to define \( \hat{f} \circ \hat{g} \). The following example clarifies our idea:

Let
\[
\hat{f}(x) = \beta_{\hat{f}} \cdot \sigma(\alpha_{\hat{f}} \cdot x) \quad \text{and} \quad \hat{g}(x) = \beta_{\hat{g}} \cdot \sigma(\alpha_{\hat{g}} \cdot x), \quad \text{for} \quad \alpha_{\hat{f}}, \alpha_{\hat{g}}, \beta_{\hat{f}}, \beta_{\hat{g}} \in \mathbb{R},
\]

then we have
\[
(\hat{f} \circ \hat{g})(x) = \hat{f}(\hat{g}(x)) = \beta_{\hat{f}} \cdot \sigma(\alpha_{\hat{f}} \cdot \beta_{\hat{g}} \cdot \sigma(\alpha_{\hat{g}} \cdot x)).
\]

**Fig. 3. Illustration of the composed network \( \hat{f} \circ \hat{g} \)**

**Fig.3** illustrates our idea by the network representation as an acyclic graph. This clearly shows, why we do not need an additional layer in our composed network.
Proof. a) The computation of the function \( m(x) = h_1^{(l)}(x) \) can be recursively described as in (7) and (8). The basic idea of the proof is to define a composed network, which approximately computes the functions \( h_1^{(1)}, \ldots, h_1^{(\tilde{N}_1)}, h_1^{(2)}, \ldots, h_1^{(\tilde{N}_2)}, \ldots, h_1^{(l)} \).

For the approximation of \( g_j^{(i)} \) we will use the networks

\[
\hat{f}_{\text{wide},g_j^{(i)}} \in \mathcal{F}(L_0, r_j^{(i)})
\]
described in Theorem 2 a), where

\[
L_0 = 5 + \left\lfloor \log_4 \left( \max_{j,i} M_{2p_j^{(i)}} \right) \right\rfloor \cdot \left\lceil \log_2 \left( \max\{K_{\text{max}}, p_{\text{max}}\} + 1 \right) \right\rceil + 1
\]

and

\[
r_j^{(i)} = 2^{K_j^{(i)}} \cdot 64 \cdot \left( K_j^{(i)} + q_j^{(i)} \right) \cdot \left( K_j^{(i)} \right)^2 \cdot \left( q_j^{(i)} + 1 \right) \cdot M_{j,i}^{K_j^{(i)}}
\]

for \( j \in \{1, \ldots, \tilde{N}_1\} \) and \( i \in \{1, \ldots, l\} \).

To compute the values of \( h_1^{(1)}, \ldots, h_1^{(\tilde{N}_1)} \) we use the networks

\[
\hat{h}_1^{(1)}(x) = \hat{f}_{\text{wide},g_1^{(1)}} \left( x^{(\pi(1))}, \ldots, x^{(\pi(K_1^{(1)})]} \right)
\]

\[
\vdots
\]

\[
\hat{h}_1^{(\tilde{N}_1)}(x) = \hat{f}_{\text{wide},g_{\tilde{N}_1}^{(1)}} \left( x^{(\pi(\sum_{t=1}^{\tilde{N}_1-1} K_1^{(1)} + 1))}, \ldots, x^{(\pi(\sum_{t=1}^{\tilde{N}_1} K_1^{(1)}])} \right).
\]

To compute the values of \( h_1^{(i)}, \ldots, h_1^{(\tilde{N}_1)} \) \( (i \in \{2, \ldots, l\}) \) we use the networks

\[
\hat{h}_j^{(i)}(x) = \hat{f}_{\text{wide},g_j^{(i)}} \left( \hat{h}_1^{(i-1)} \left( \sum_{t=1}^{j-1} K_1^{(i)} + 1 \right)(x), \ldots, \hat{h}_1^{(i-1)} \left( \sum_{t=1}^{j} K_1^{(i)} \right)(x) \right)
\]

for \( j \in \{1, \ldots, \tilde{N}_1\} \). Finally we set

\[
t_1(x) = \hat{h}_1^{(l)}(x).
\]

Fig.4 illustrates the computation of the network \( t_1 \). It is easy to see that \( t_1 \) forms a composed network, where the networks \( \hat{h}_1^{(i)}, \ldots, \hat{h}_1^{(\tilde{N}_1)} \) are computed...
in parallel (i.e., in the same layers) for \( i \in \{1, \ldots, l\} \), respectively. Since each \( \hat{h}_j^{(i)} \) \( (j \in \{1, \ldots, \tilde{N}_i\}) \) needs \( L_0 \) layers and \( r_j^{(i)} \) neurons per layer, this network is contained in the class

\[
\mathcal{F} \left( l \cdot L_0, \max_{i \in \{1, \ldots, l\}} \tilde{N}_i \sum_{j=1}^{\tilde{N}_i} r_j^{(i)} \right) \subseteq \mathcal{F}(L, r).
\]

Using induction on \( i \) it is easy to see that \( t_1 \) satisfies

\[
\|t_1 - m\|_{\infty, [-a, a]^d} \leq c_{23} \cdot a^{4(p_{\text{max}} + 1)} \cdot \max_{j,i} M_{j,i}^{-2p_j^{(i)}}.
\]

A complete proof can be found in Supplement A. By successively applying \( \hat{f}_{id} \) to the output of the network \( t_1 \), we can easily enlarge the number of hidden layers in the network. This shows the assertion of the theorem.

b) Denote \( h_1^{(1)}, \ldots, h_N^{(1)}, \ldots, h_1^{(l-1)}, \ldots, h_{\sum_{t=1}^l \tilde{N}_t + j}^{(l)} \) by \( h_1, h_2, \ldots, h_{\sum_{t=1}^l \tilde{N}_t} \), such that

\[
h_j^{(i)}(x) = h_{N_j^{(i)}}(x),
\]

where

\[
N_j^{(i)} = \sum_{t=1}^{i-1} \tilde{N}_t + j
\]
for \(i \in \{1, \ldots, l\}\) and \(j \in \{1, \ldots, \tilde{N}_i\}\). Then we have

\[
(12) \quad h_j(x) = g_j^{(1)} \left( x^{(\pi(\sum_{t=1}^{l-1} K_t^{(i)})+1)}, \ldots, x^{(\pi(\sum_{t=1}^{l-1} K_t^{(i)})+1)} \right)
\]

for \(j \in \{1, \ldots, \tilde{N}_1\}\) and

\[
(13) \quad h_{N^{(i)}_j}(x) = g_j^{(i)} \left( h_{N^{(i-1)}_j}(x), \ldots, h_{N^{(i-1)}_j}(x) \right)
\]

for \(j \in \{1, \ldots, \tilde{N}_i\}\) and \(i \in \{2, \ldots, l\}\).

In our neural network we will compute \(h_1, h_2, \ldots, h_{\sum_{t=1}^{l} K_t}\) successively. In the construction of the network each \(g_j^{(i)}\) will be approximated by a network

\[
\hat{f}_{\text{deep},g_j^{(i)}} \in F(L_j^{(i)}, r_0)
\]

described in Theorem 2 b), where

\[
L_j^{(i)} = 5M_{j,i}^{K_j^{(i)}} + \left[ \log_4 \left( M_{j,i}^{2p_j^{(i)}+4K_j^{(i)}(q_j^{(i)}+1)} \cdot e^{4(q_j^{(i)}+1)(M_{j,i}^{K_j^{(i)}}-1)} \right) \right]
\]

\[
\cdot \left( \lceil \log_2(\max\{K_j^{(i)}, q_j^{(i)}\} + 1) \rceil + \log_4(M_{j,i}^{2p_j^{(i)}}) \right)
\]

and

\[
r_0 = 132 \cdot 2^{K_{\max}} \cdot \lceil e^{K_{\max}} \rceil \cdot \left( \frac{K_{\max} + \lceil P_{\max} \rceil}{K_{\max}} \right) \cdot \max\{\lceil P_{\max} \rceil + 1, K_{\max}^2\}
\]

with \(M_{j,i} \in \mathbb{N}\) sufficiently large. Furthermore we use the identity network

\[
\hat{f}_{\text{id}}(z) = \sigma(z) - \sigma(-z) = z
\]

with

\[
\hat{f}_{\text{id}}^{0}(z) = z, \quad z \in \mathbb{R},
\]

\[
\hat{f}_{\text{id}}^{t+1}(z) = \hat{f}_{\text{id}} \left( \hat{f}_{\text{id}}^{t}(z) \right) = z, \quad z \in \mathbb{R}, t \in \mathbb{N}_0
\]

and

\[
\hat{f}_{\text{id}}^{t}(x^{(1)}, \ldots, x^{(d)}) = (\hat{f}_{\text{id}}^{t}(x^{(1)}), \ldots, \hat{f}_{\text{id}}^{t}(x^{(d)})) = (x^{(1)}, \ldots, x^{(d)})
\]
for $x^{(1)}, \ldots, x^{(d)} \in \mathbb{R}$ to shift some values or vectors in the next hidden layers, respectively. We set

$$\tilde{L}_{N_i}^{(i)} = L_{j}^{(i)}$$

for $i \in \{1, \ldots, l\}$ and $j \in \{1, \ldots, \tilde{N}_1\}$.

**Fig. 5** illustrates how the functions $h_1, \ldots, h_{\tilde{N}_1}$ are computed by our network and gives an idea of how the smaller networks are stacked on top of each other. The main idea is, that we successively apply the network $\hat{f}_{\text{deep},g}^{(i)}$ in consecutive layers. Here we make use of the identity network $\hat{f}_{\text{id}}$, which enables us to shift the input value as well as every already computed function in the next hidden layers without an error. As described in (12) and (13) our network successively computes

$$\hat{h}_i(x) = \hat{g}_i^{(1)}(x) := \hat{f}_{\text{deep},g_i}^{(1)} \left( x^{(\pi(\sum_{t=1}^{i-1} K_t^{(1)})+1)}, \ldots, x^{(\pi(\sum_{t=1}^{i} K_t^{(1)})+1)} \right)$$

for $i \in \{1, \ldots, \tilde{N}_1\}$ and

$$\hat{h}_{N_i}^{(i)}(x) = \hat{f}_{\text{deep},g_i}^{(i)} \left( \hat{h}_{N_i}^{(i-1)} \left( x^{(\sum_{t=1}^{i-1} K_t^{(i)}+1)}, \ldots, \hat{h}_{N_i}^{(i-1)} \left( x^{(\sum_{t=1}^{i} K_t^{(i)})} \right) \right) \right)$$
for \( i \in \{2, \ldots, l\} \) and \( j \in \{1, \ldots, \tilde{N}_t\} \) Finally we set
\[
t_2(x) = \hat{h}_{N_i^t}(x) = \hat{h}_{\sum_{t=1}^l \tilde{N}_t}(x).
\]

Remark that for notational simplicity we have substituted every network \( \hat{f}_{id} \) in the input of the functions \( \hat{h}_j \) by the real value (since \( \hat{f}_{id} \) computes this value without an error). Since each network \( \hat{h}_j \) for \( j \in \{1, \ldots, \sum_{t=1}^l \tilde{N}_t\} \) needs \( \bar{L}_j \) layers and \( r_0 \) neurons per layer and we further need \( 2d \) neurons per layer to successively apply \( \hat{f}_{id} \) to the input \( x \) and \( 2 \) neurons per layer to apply \( \hat{f}_{id} \) to the at most \( \sum_{t=1}^{l-1} \tilde{N}_t \) already computed functions in our network the final network \( t_2 \) is contained in the class
\[
\mathcal{F}\left( \sum_{t=1}^l \tilde{N}_t, \sum_{j=1}^{\sum_{t=1}^l \tilde{N}_t} \bar{L}_j, 2 \cdot \sum_{t=1}^{l-1} \tilde{N}_t + 2d + r_0 \right).
\]

Using induction on \( i \), it is easy to see that \( t_2 \) satisfies
\[
\|t_2 - m\|_{\infty, [-a,a]^d} \leq c_{24} \cdot a^{4(p_{\text{max}}+1)} \cdot \max_{j,i} M_{j,i}^{-2p_j^{(i)}}.
\]

A complete proof can be found in Supplement A. As described in part a) we can easily enlarge the number of hidden layers by successively apply \( \hat{f}_{id} \) to the output of the network \( t_2 \).
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**SUPPLEMENTARY MATERIAL**

**Supplement A: Network Approximation of Smooth Functions** (doi: COMPLETED BY THE TYPESETTER; .pdf). This supplementary file contains the long and rather technical proof of Theorem 2 and the induction proofs of Theorem 3, that show the accuracy of the networks.

**Supplement B: Auxiliary Results and Further Proofs** (doi: COMPLETED BY THE TYPESETTER; .pdf). This supplementary file contains the auxiliary results and further proofs of all lemmata, that follow in a straightforward modification from earlier results.
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