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We consider the problem of constructing pointwise confidence intervals in the multiple isotonic regression model. Recently, Han and Zhang [HZ19] obtained a pointwise limit distribution theory for the so-called block max-min and min-max estimators [FLN17, DZ20] in this model, but inference remains a difficult problem due to the nuisance parameter in the limit distribution that involves multiple unknown partial derivatives of the true regression function.

In this paper, we show that this difficult nuisance parameter can be effectively eliminated by taking advantage of information beyond point estimates in the block max-min and min-max estimators. Formally, let \( \hat{u}(x_0) \) (resp. \( \hat{v}(x_0) \)) be the maximizing lower-left (resp. minimizing upper-right) vertex in the block max-min (resp. min-max) estimator, and \( \hat{f}_n \) be the average of the block max-min and min-max estimators. If all (first-order) partial derivatives of \( f_0 \) are non-vanishing at \( x_0 \), then the following pivotal limit distribution theory holds:

\[
\sqrt{n_{\hat{u}, \hat{v}}(x_0)} (\hat{f}_n(x_0) - f_0(x_0)) \sim \sigma \cdot L_{1,d}.
\]

Here \( n_{\hat{u}, \hat{v}}(x_0) \) is the number of design points in the block \([\hat{u}(x_0), \hat{v}(x_0)]\), \( \sigma \) is the standard deviation of the errors, and \( L_{1,d} \) is a universal limit distribution free of nuisance parameters. This immediately yields confidence intervals for \( f_0(x_0) \) with asymptotically exact confidence level and oracle length. Notably, the construction of the confidence intervals, even new in the univariate setting, requires no more efforts than performing an isotonic regression once using the block max-min and min-max estimators, and can be easily adapted to other common monotone models including, e.g., (i) monotone density estimation, (ii) interval censoring model with current status data, (iii) counting process model with panel count data, and (iv) generalized linear models. Extensive simulations are carried out to support our theory.

1. Introduction.
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1.1. Overview. The field of estimation and inference under shape constraints has undergone rapid development in recent years, mostly notably in the direction of estimation theory of multi-dimensional shape constrained models. We briefly give some review of the history and some recent progress:

- **(Univariate shape constraints)** Starting from the seminal work of [Gre56, PR69, PR70], estimation of a univariate monotone density or regression function has received much attention, cf. [Gro85, Gro89, GJ95, Zha02, Bru70, Wri81, CGS14, Bel18, HK19]. Estimation of a univariate convex density or regression function is a more challenging task, but considerable progress has been made through the efforts of many authors, cf. [Hil54, HP76, GJW01a, GJW01b, Mam91, GS15, CGS15, Bel18]. Recent years also witnessed much progress in further understanding the behavior of the maximum likelihood estimator (MLE) of a univariate log-concave density, cf. [DR09, DSS11, BRW09, KS16, KGS18, DW16]. Other topics include estimation of unimodal regression functions, cf. [CL19, Bel18], estimation of a concave bathtub-shaped hazard function, cf. [JW09], and estimation of a \(k\)-monotone density, cf. [BW07].

- **(Multi-dimensional monotonicity constraints)** [CGS18] initiated a study of risk bounds for the least squares estimator (LSE) of a bivariate coordinate-wise non-decreasing regression function. [HWCS19] extends the results of [CGS18] to the more challenging case \(d \geq 3\). See also [Han19] for some further improvements. [DZ20] studied block max-min and min-max estimators originally proposed in [FLN17]. See also a recent work [FGS19] for a different notion of multi-dimensional monotonicity.

- **(Multi-dimensional convexity constraints)** Convex/concave regression in multi-dimensional settings is initiated in [Kuo08]. Consistency of the LSEs is proved in [SS11b, LG12]. [HW16b] studied global and adaptive risk bounds for convex bounded LSEs in a random design for \(d \leq 3\). [KS16] studied global risk bounds for log-concave MLEs, and [FGKS18] studied their adaptation properties, both for \(d \leq 3\). [XS20] studied log-concave density estimation in high dimensions. Other topics include estimation of \(s\)-concave densities, cf. [SW10, KM10, HW16a, Han19], and additive modeling, cf. [CS16].

Despite these remarkable progress in the estimation theory of shape constrained models in multivariate settings for various tuning-free estimators, little next to nothing is known about how these merits can be actually useful in making inference for the multi-dimensional shape constrained function of
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interest. The purpose of this paper is to start to fill this gap, within the context of multiple isotonic regression [HWCS19, DZ20].

Here is our setup. Consider the regression model

\[ Y_i = f_0(X_i) + \xi_i, \quad i = 1, \ldots, n, \]  

where \( X_1, \ldots, X_n \) are design points in \([0, 1]^d\) which can be either fixed or random, and \( \xi_1, \ldots, \xi_n \) are independent mean-zero errors. The true regression function \( f_0 \) is assumed to belong to the class of coordinate-wise nondecreasing functions on \([0, 1]^d\):

\[ f_0 \in \mathcal{F}_d \equiv \{ f : [0, 1]^d \rightarrow \mathbb{R}, f(x) \leq f(y) \text{ if } x_i \leq y_i \text{ for all } i = 1, \ldots, d \}. \]

The hope of making some real progress in the inference aspect of this model, beyond purely the estimation theory, is spurred by the recent work of the second and third authors [HZ19], who obtained a pointwise limit distribution theory for the block max-min and min-max estimators originally proposed in [FLN17] and rigorously defined in [DZ20]. For any \( x_0 \in [0, 1]^d \), let the block max-min and min-max estimators, \( \hat{f}_n^- \) and \( \hat{f}_n^+ \), be defined as

\[ \hat{f}_n^-(x_0) \equiv \max_{u \leq x_0} \min_{v \geq x_0} \frac{1}{\left\{ i : u \leq X_i \leq v \right\}} \sum_{i : u \leq X_i \leq v} Y_i \]

\[ \equiv \max_{u \leq x_0} \min_{v \geq x_0} \hat{Y}_{[u,v]}, \quad \text{and} \]

\[ \hat{f}_n^+(x_0) \equiv \min_{v \geq x_0} \max_{u \leq x_0} \hat{Y}_{[u,v]}. \]

Note that in the univariate case (\( d = 1 \)), the block max-min estimator \( \hat{f}_n^- \) and the block min-max estimator \( \hat{f}_n^+ \) are the same and coincide with the isotonic least squares estimator (LSE) at design points \( \{X_i\} \). However, \( \hat{f}_n^- \) and \( \hat{f}_n^+ \) are in general different and \( \hat{f}_n^- \leq \hat{f}_n^+ \) is only guaranteed at design points in \( d \geq 2 \); see [DZ20] for an explicit example in which the two estimators differ.

If the errors \( \xi_i \)'s are i.i.d. mean-zero with variance \( \sigma^2 \), [HZ19] showed that

\[ \omega_n^{-1}(\alpha)(\hat{f}_n^-(x_0) - f_0(x_0)) \sim r(\sigma) \cdot K(f_0, x_0) \cdot D_{\alpha}. \]  

Here \( \omega_n(\alpha) \) is the local rate of convergence of \( \hat{f}_n \), depending on the ‘local smoothness’ level \( \alpha \) of \( f_0 \) at \( x_0 \) (the precise meaning of this will be clarified in Section 2) and the design of the covariates in a fairly complicated way, \( r(\sigma) \) is a constant depending on the noise level of the errors, and \( K(f_0, x_0) \) is a
constant depending on the unknown information concerning the derivatives of \( f_0 \) at \( x_0 \). \([HZ19]\) also showed that the limit distribution theory (1.3) is optimal in a local asymptotic minimax sense.

One may naturally wish to use (1.3) for construction of confidence intervals (CIs) for \( f_0(x_0) \), but unfortunately, the complications for using directly the above limit theory for inference are multi-fold:

1. The constants \( K(f_0, x_0), r(\sigma) \) depend on the unknown information of derivatives of \( f_0 \) at \( x_0 \) and the noise level \( \sigma \);
2. The local rate of convergence \( \omega_n^{-1}(\alpha) \) depends on the unknown local smoothness level \( \alpha \) of \( f_0 \).

Even one could be content with the knowledge of the local smoothness level of \( f_0 \) at \( x_0 \), for instance assuming all first-order partial derivatives are non-vanishing, the problem of getting a consistent estimate of the nuisance parameter \( K(f_0, x_0) \), which involves many derivatives of \( f_0 \) at \( x_0 \) is already very challenging. Since one of the main features of shape-constrained methods is the avoidance of tuning parameters—which is particularly important in multi-dimensional settings—we would ideally want to avoid estimation of derivatives to begin with.

A popular tuning-free testing approach for inference in the univariate monotone-response models, put forward in \([BW01, Ban07]\), proposes the use of a log likelihood ratio test. The strength of this method lies in the fact that the limit distribution of the log likelihood ratio statistic is pivotal, i.e., not depending on nuisance parameters, in particular the derivative of the monotone function of interest, provided it is non-vanishing at the point of interest. Using the quantiles for the pivotal limit distribution, one can then obtain CIs by inverting a family of log likelihood ratio tests. The same idea is further exploited in \([DW19, Dos19]\) in the contexts of inference for the mode of a log-concave density and for the value of a concave regression function.

It is natural to wonder if a similar program, based on likelihood methods, can be extended to multi-dimensional settings, for instance in the multiple isotonic regression model (1.1) we study here. Apart from the apparent lack of any limit distribution theory for the LSE, i.e., the maximum likelihood estimator under Gaussian likelihood, the more fundamental problem is that the LSE does exhibit some undesirable sub-optimal behavior. In particular, as have been clear from the work \([HWCS19]\), the LSE does not adapt to constant functions at the near optimal parametric rate, while the block max-min and min-max estimators (1.2) do \([DZ20, HZ19]\). This strongly hints that a limit distribution theory of type (1.3) does not hold for the LSE, or at most
can only hold for a very restrictive range of $\alpha$, since (1.3) already recovers the parametric rate for constant signals.

Another common approach for avoiding estimation of nuisance parameters in limit distributions is the bootstrap. However, as shown in [Kos08, SBW10, SS11a], standard bootstrap methods in non-standard problems, in particular those with cube-root asymptotics and non-normal limit distributions, typically lead to *inconsistent* estimates. Although it is in principle possible to develop consistent bootstrap procedures, e.g., $m$-out-of-$n$ bootstrap, or bootstrap with smoothing, cf. [SBW10, SS11a], these procedures involve one or more tuning parameters that need to be carefully calibrated in practice, which unfortunately demerits the tuning-free advantages of shape-constrained methods.

The conceptual and practical difficulties in the likelihood and bootstrap methods lead us to a completely different approach for making inference of $f_0(x_0)$. Our proposal for the construction of the CI for $f_0(x_0)$, as will be detailed in (1.7) below, requires essentially no more efforts than performing an isotonic regression once using the block max-min and min-max estimators. The key idea for our proposal is to use information beyond point estimates in isotonic regression to directly estimate the scaled magnitude $\omega_n^* \equiv \omega_n(\alpha) r(\sigma) K(f_0, x_0) / \sigma$ of the error of estimating $f_0(x_0)$ in (1.3) and therefore to bypass the difficult problem of estimating the nuisance parameter $K(f_0, x_0)$. More important, the implementation of this idea does not require consistent estimation of the scaled magnitude: Given estimates $\hat{f}_n(x_0)$ and $\hat{\omega}_n^*$, it requires only the convergence in distribution of the product of $(\hat{f}_n(x_0) - f_0(x_0))/\omega_n^*$ and the ratio $\omega_n^*/\hat{\omega}_n^*$ to a known distribution. See Theorems 1 and 2 in the next section and their proofs.

Formally, let $(\hat{u}(x_0), \hat{v}(x_0))$ be any pair such that

$$
\hat{f}^-_n(x_0) \equiv \max_{u \leq x_0} \min_{v \geq x_0} \hat{Y}_{u,v},
$$

$$
\hat{f}^+_n(x_0) \equiv \min_{u \leq x_0} \max_{v \geq x_0} \hat{Y}_{u,v},
$$

Let the average of the two estimators $\hat{f}^\pm_n$ in (1.2) be the *block average estimator* $\hat{f}_n(x_0)$, i.e.,

$$
\hat{f}_n(x_0) \equiv \frac{1}{2} (\hat{f}^-_n(x_0) + \hat{f}^+_n(x_0)),
$$

and let $n_{\hat{u}, \hat{v}}(x_0)$ be the number of design points in the block $[\hat{u}(x_0), \hat{v}(x_0)]$, i.e.,

$$
n_{\hat{u}, \hat{v}}(x_0) \equiv \sum_i \mathbf{1}_{X_i \in [\hat{u}(x_0), \hat{v}(x_0)]}.
$$
When \((Y_1, \ldots, Y_n)\) are in general positions (i.e., \(A \neq B\) implies \(\tilde{Y}|_A \neq \tilde{Y}|_B\) for nonempty \(A\) and \(B\)), the set of design points in the rectangle \([\hat{u}^-, \hat{v}^-] \times [\hat{u}^+, \hat{v}^+]\) giving \(\hat{f}_n(x_0)\) in (1.4) is unique. In this case, \(\hat{u}(x_0) = \hat{u}^-\) is unique if we confine our choice to the rectangle \([\hat{u}^-, \hat{v}^-] \times [\hat{u}^+, \hat{v}^+]\) with at least one design point in each of its 2\(d\) sides. Similarly, \(\hat{v}(x_0)\) is also unique when the solution \([\hat{u}^+, \hat{v}^+] \times [\hat{u}^-, \hat{v}^-]\) for \(\hat{f}_n(x_0)\) in (1.4) is required to have a design point on each side. For such specification of \((\hat{u}(x_0), \hat{v}(x_0))\), \(n_{\hat{u}, \hat{v}}(x_0)\) defined above is uniquely specified. See Figure 1 for an illustration. In any cases, our theoretical results hold for all feasible pairs \((\hat{u}(x_0), \hat{v}(x_0))\) in (1.4).

We propose the following form of CI:

\[
\mathcal{I}_n(c_\delta) \equiv \left[ \hat{f}_n(x_0) - \frac{c_\delta \cdot \hat{\sigma}}{\sqrt{n_{\hat{u}, \hat{v}}(x_0)}}, \hat{f}_n(x_0) + \frac{c_\delta \cdot \hat{\sigma}}{\sqrt{n_{\hat{u}, \hat{v}}(x_0)}} \right],
\]

where \(\hat{\sigma}\) is the square root of an estimator \(\hat{\sigma}^2\) of the variance \(\sigma^2\), and \(c_\delta > 0\) is a critical value chosen by the user that depends only on the confidence level \(\delta > 0\).

The crux of our proposal (1.7) is the following pivotal limit distribution theory: Under the same conditions as in the limit distribution theory (1.3),

\[
\sqrt{n_{\hat{u}, \hat{v}}(x_0)}(\hat{f}_n(x_0) - f_0(x_0)) \leadsto \sigma \cdot \mathbb{L}_\alpha,
\]

where the distribution of \(\mathbb{L}_\alpha\) does not depend on the nuisance parameter \(K(f_0, x_0)\). Hence, given a consistent variance estimator \(\hat{\sigma}^2\), the CI (1.7) can both achieve asymptotically exact confidence level \(1 - \delta\) and shrink at the optimal length on the order of \(\omega_n(\alpha) \cdot r(\sigma) \cdot K(f_0, x_0)\), provided that the local smoothness \(\alpha\) is known. This is the case, e.g., if one assumes that all
first-order partial derivatives are non-vanishing, much as in [BW01, Ban07] in the univariate case that assumes a non-vanishing first derivative for the monotone function at the point of interest. By relaxing the requirement of asymptotically exact confidence level, it is also possible, by calibrating the critical value $c_\delta$ alone, to construct conservative CIs (1.7) that adapt to any given range of local smoothness levels $\alpha$, while maintaining the optimal order of the length as in the limit theory (1.3). One natural question here is that whether the likelihood approach of [BW01, Ban07] in the much simpler univariate setting, wins over our proposal (1.7) in terms of adaptation to unknown local smoothness $\alpha$. As will be clear in Section 2, the limit distributions of log likelihood ratio tests also depend on $\alpha$, so indeed the likelihood approach of [BW01, Ban07] by itself does not offer a stronger degree of universality from the perspective of adaptation.

At a deeper level, the viewpoint of our construction for the CI for $f_0(x_0)$ is markedly different from that of [BW01, Ban07]. We treat the nuisance parameters $K(f_0, x_0)$ and $r(\sigma)$ differently in the limit theory (1.3), with a particular view that it is $K(f_0, x_0)$ that constitutes the main difficulty of using (1.3) for inference, while the problem of $r(\sigma)$ is relatively minor. The underlying reason for this is that $K(f_0, x_0)$ involves the information for derivatives of $f_0$ at $x_0$, which cannot be obtained in a simple way from point estimates that take local averages, while $r(\sigma)$ can be relatively easily estimated using known methods (e.g., difference estimators [Ric84, HKT91, MBWF05]), or large samples (if available) in the data-driven local block $[\hat{u}(x_0), \hat{v}(x_0)]$.

The idea for the construction of the proposed CI (1.7) has a much broader scope of applications beyond the isotonic regression model (1.1). In Section 3 similar constructions of CIs are exploited in a number of other models with monotonicity shape constraints, including (i) monotone density estimation [PR70, Gro85, Gro89], (ii) interval censoring model with current status data [GW92], (iii) estimation of the mean function of a counting process with panel count data [WZ00], and more generally, (iv) generalized linear models with monotonicity. These new CIs share the same general scheme that the constructions utilize the local information encoded by the analogue of $\hat{u}(x_0), \hat{v}(x_0)$ as in the regression setting, and require essentially no more efforts than performing the (maximum likelihood) estimation procedure once.

The results of this paper, in particular the pivotal limit distribution theory (1.8) and the resulting CI (1.7), make a significant further step in developing practical inference methods using the block estimators (1.2) beyond the limit theory (1.3) developed in [HZ19], especially in view of the dependence of the constant factor $K(f_0, x_0)$ on the partial derivatives of the unknown
However, the techniques used in proving (1.3) in [HZ19] serve as the foundation for establishing the limit theory in (1.8) in this paper. In addition, as a key technical ingredient in proving (1.8), we show that the limiting Gaussian white noise versions of properly rescaled $\hat{u}(x_0)$, $\hat{v}(x_0)$ are almost surely well-defined (see Lemma A.1), so the limit distribution $L_\alpha$ in (1.8) is indeed well-defined.

The rest of the article is organized as follows. In Section 2 we give a review of the limit distribution theory (1.3) developed in [HZ19], study the proposed CI (1.7), and present the pivotal limit distribution theory (1.8). Some comparisons with the Banerjee-Wellner likelihood based inference method are also detailed in Section 2. In Section 3, we illustrate the generality of our method of constructing CIs in the four models mentioned above. Section 4 contains extensive simulation results that demonstrate the accuracy of the coverage probability of our proposed CIs, along with a detailed numerical comparison with the Banerjee-Wellner CIs [BW01, Ban07]. For clarity of presentation, proofs are deferred to the Appendix.

1.2. Notation. For the simplicity of presentation, we write the CI $[\hat{\theta} - c_0, \hat{\theta} + c_0]$ which is symmetric around $\hat{\theta}$ as $I = [\hat{\theta} \pm c_0]$.

For a real-valued measurable function $f$ defined on $(\mathcal{X}, \mathcal{A}, P)$, $\|f\|_{L_p(P)} \equiv \|f\|_{P,P} \equiv (P|f|^p)^{1/p}$ denotes the usual $L_p$-norm under $P$, and $\|f\|_\infty \equiv \sup_{x \in \mathcal{X}}|f(x)|$. Let $(\mathcal{F}, \|\cdot\|)$ be a subset of the normed space of real functions $f : \mathcal{X} \to \mathbb{R}$. For $\varepsilon > 0$ let $\mathcal{N}(\varepsilon, \mathcal{F}, \|\cdot\|)$ be the $\varepsilon$-covering number of $\mathcal{F}$; see [vdVW96, pp. 83] for more details.

For two real numbers $a, b$, $a \vee b \equiv \max\{a, b\}$ and $a \wedge b \equiv \min\{a, b\}$. For $x \in \mathbb{R}^d$, let $\|x\|_p$ denote its $p$-norm ($0 \leq p \leq \infty$). For any $x, y \in \mathbb{R}^d$, $x \leq y$ if and only if $x_i \leq y_i$ for all $1 \leq i \leq d$. Let $[x, y] = \prod_{k=1}^d [x_k, y_k]$, $x\vee y = \prod_{k=1}^d (x_k \vee y_k)$, and $x \wedge y = \prod_{k=1}^d (x_k \wedge y_k)$. Let $1_{d,1} = (1, \ldots, 1) \in \mathbb{R}^d$. For $\ell_1, \ell_2 \in \{1, \ldots, d\}$, we let $1_{[\ell_1, \ell_2]} \in \mathbb{R}^d$ be such that $(1_{[\ell_1, \ell_2]}^k) = 1_{\ell_1 \leq k \leq \ell_2}$. We use $C_x$ to denote a generic constant that depends only on $x$, whose numeric value may change from line to line unless otherwise specified. $a \lesssim_x b$ and $a \gtrsim_x b$ mean $a \leq C_x b$ and $a \geq C_x b$ respectively, and $a \sim_x b$ means $a \lesssim_x b$ and $a \gtrsim_x b [a \lesssim b \text{ means } a \leq C b \text{ for some absolute constant } C]$. $O_P$ and $o_P$ denote the usual big and small O notation in probability. $\rightsquigarrow$ is reserved for weak convergence. For two integers $k_1 > k_2$, we interpret $\sum_{k=k_1}^{k_2} = 0, \prod_{k=k_1}^{k_2} = 1$. We also interpret $(\infty)^{-1} = 0, 0/0 = 0$.

2. Confidence interval: Isotonic regression.

2.1. Limit distribution theory in [HZ19]: a review. Let us now describe the setting under which limit distribution theory for the block max-min
and min-max estimators (1.2) is developed in [HZ19]. The exposition below largely follows [HZ19].

First some further notation. For \( f : \mathbb{R}^d \to \mathbb{R}, \) and \( k \in \{1, \ldots, d\}, \) \( \alpha_k \in \mathbb{Z}_{\geq 1}, \) let \( \partial_k f(x) = \frac{d}{dx_k} f(x). \) For a multi-index \( j = (j_1, \ldots, j_d) \in \mathbb{Z}_{\geq 0}^d, \) let \( \partial^j \equiv \partial_1^{j_1} \cdots \partial_d^{j_d}, \) and \( j! \equiv j_1! \cdots j_d! \) and \( x^j \equiv x_1^{j_1} \cdots x_d^{j_d} \) for \( x \in \mathbb{R}^d. \) For \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{Z}_{\geq 1}^d \) in Assumption A below, i.e., for some \( 0 \leq s \leq d, \) \( 1 \leq \alpha_1, \ldots, \alpha_s < \alpha_{s+1} = \cdots = \alpha_d, \) let \( J(\alpha) \) (resp. \( J_s(\alpha) \)) be the set of all \( j = (j_1, \ldots, j_d) \in \mathbb{Z}_{\geq 0}^d \) satisfying \( 0 < \sum_{k=1}^s j_k/\alpha_k \leq 1 \) (resp. \( \sum_{k=1}^s j_k/\alpha_k = 1 \)) and \( j_k = 0 \) for \( s+1 \leq k \leq d, \) and let \( J_0(\alpha) \equiv J(\alpha) \cup \{0\}. \) We often write \( J = J(\alpha), J_s = J_s(\alpha) \) and \( J_0 = J_0(\alpha) \) if no confusion arises.

**Assumption A.** \( f_0 \) is coordinate-wise nondecreasing (i.e., \( f_0 \in \mathcal{F}_d \)), and is \( \alpha \)-smooth at \( x_0 \) with intrinsic dimension \( s, \alpha = (\alpha_1, \ldots, \alpha_d) \) with integers \( 1 \leq \alpha_1, \ldots, \alpha_s < \alpha_{s+1} = \cdots = \alpha_d, 0 \leq s \leq d, \) in the sense that \( \partial_k f_0(x_0) \equiv 0 \) for \( 1 \leq j_k \leq \alpha_k - 1 \) and \( \partial_k^{\alpha_k} f_0(x_0) \neq 0, 1 \leq k \leq s, \) and in rectangles of the form \( \bigcap_{k=1}^d \{(x-x_0)_k \leq t_k \cdot (r_n)_k\}, \) \( r_n = (\omega_1^{1/\alpha_1}, \ldots, \omega_s^{1/\alpha_s}) \) with \( \omega_n > 0, \) the Taylor expansion of \( f_0 \) satisfies for all \( L_0 > 0, \)

\[
\lim_{\omega_n \downarrow 0} \omega_n^{-1} \sup_{x \in [0,1]^d, (x-x_0)_k \leq t_k \cdot (r_n)_k, 1 \leq k \leq d} \left| f_0(x) - \sum_{j \in J_0} \frac{\partial^j f_0(x_0)}{j!} (x-x_0)^j \right| = 0.
\]

The above assumption will be satisfied if \( f_0 \) depends only on its first \( s \) coordinates, and is locally \( C^{\max \{\alpha_k\} \leq s} \) at \( x_0, \) with \( \partial_k^{\alpha_k} f_0(x_0) \equiv 0 \) for \( 1 \leq j_k \leq \alpha_k - 1 \) and \( \partial_k^{\alpha_k} f_0(x_0) \neq 0, 1 \leq k \leq s. \)

**Assumption B.** The design points \( \{X_i\}_{i=1}^n \) satisfy either of the following:

- *(Fixed design)* \( \{X_i\}'s \) follow a \( \beta \)-fixed lattice design: there exist some \( \{\beta_1, \ldots, \beta_d\} \subset (0, 1) \) with \( \sum_{k=1}^d \beta_k = 1 \) such that \( x_0 \in \{X_i\}_{i=1}^n = \prod_{k=1}^d \{x_{1,k}, \ldots, x_{n_k,k}\}, \) where \( \{x_{1,k}, \ldots, x_{n_k,k}\} \) are equally spaced in \([0,1]\) (i.e., \( |x_{j,k} - x_{j+1,k}| = 1/n_k \) for all \( j = 1, \ldots, n_k - 1 \)) and \( n_k = \lceil n^{\beta_k} \rceil. \)

- *(Random design)* \( \{X_i\}'s \) follow i.i.d. uniform random design in \([0,1]^d\) and are also independent of \( \{\xi_i\}'s.\)

In \( \beta \)-fixed lattice design, we assume without loss of generality

\[
0 \leq \alpha_1 \beta_1 \leq \cdots \leq \alpha_s \beta_s \leq \cdots \leq \alpha_d \beta_d \leq \infty.
\]
Otherwise we may find a permutation of \{1, \ldots, d\} to satisfy the above condition and the theory below will be carried over for the permuted indices.

In the random design, we assume for simplicity that the law \( P \) of \( X_i \) is uniform on \([0, 1]^d\); the forthcoming Theorem 0 holds with minor changes when \( P \) is relaxed to have Lebesgue density \( \pi \) that is bounded away from 0 and \( \infty \) on \([0, 1]^d\) and is continuous over an open set containing the region \( \{(x_0), \ldots, (x_0), x_s, x_{s+1}, \ldots, x_d) : 0 \leq x_k \leq 1, s + 1 \leq k \leq d\} \). More discussion on the above assumptions is referred to [HZ19]. The following limit distribution theory is obtained by [HZ19].

**Theorem 0.** Let \( x_0 \in (0, 1)^d \). Suppose Assumptions A and B hold, and the errors \( \{\xi_i\} \) are i.i.d. mean-zero with finite variance \( \mathbb{E}\xi_i^2 = \sigma^2 < \infty \) (and are independent of \( \{X_i\} \) in the random design case). Let \( \kappa_*, n_* \) be defined by

\[
\begin{array}{|c|c|c|}
\hline
\kappa_* & \beta\text{-fixed lattice design} & \text{random design} \\
\hline
\arg \max_{1 \leq \ell \leq d} \frac{\sum_{k=1}^d \beta_k}{n \sum_{k=\kappa_*}^\ell \alpha_k} & 1 \\
\hline
n_* & \frac{\sum_{k=\kappa_*}^\ell \beta_k}{n \sum_{k=\kappa_*}^\ell \alpha_k} & n \\
\hline
\end{array}
\]

If \( \kappa_* \) is uniquely defined, then for some finite random variables \( C^+(f_0, x_0) \),

\[
\left(\frac{n_*}{\sigma^2}\right)^{2+\sum_{k=\kappa_*}^\ell \alpha_k} \left(\hat{f}_n^+(x_0) - f(x_0)\right) \rightsquigarrow C^+(f_0, x_0).
\]

Furthermore, if either \( \{(\alpha_k)_{k=1}^s\} \) is a set of relative primes, i.e., the greatest common divisor of \( \{\alpha_k, \alpha_{k+1}\} \) is 1 for all \( 1 \leq k_1 < k_2 \leq s \), or all mixed derivatives \( \partial f_0 \) of \( f_0 \) vanish at \( x_0 \) for all \( j \in J_* \), then

\[
\mathbb{C}^+(f_0, x_0) = d K(f_0, x_0) \cdot \mathbb{D}_\alpha^+, \quad \mathbb{D}_\alpha^+ = \sup_{g_1 \in \mathcal{G}_1, g_2 \in \mathcal{G}_2} \inf_{g_2 \in \mathcal{G}_2, g_1 \in \mathcal{G}_1} \mathbb{V}_\alpha(g_1, g_2),
\]

where \( K(f_0, x_0) = \left\{ \prod_{k=\kappa_*}^\ell \left( \partial_{\alpha_k} f_0(x_0)/(\alpha_k + 1)! \right)^{1/\alpha_k} \right\}^{2+\sum_{k=\kappa_*}^\ell \alpha_k} \), and \( \mathbb{D}_\alpha^+ \) are given by

\[
\mathbb{D}_\alpha^- = \sup_{g_1 \in \mathcal{G}_1, g_2 \in \mathcal{G}_2} \inf_{g_2 \in \mathcal{G}_2, g_1 \in \mathcal{G}_1} \mathbb{V}_\alpha(g_1, g_2).
\]

Here

\[
\mathcal{G}_1 \equiv \{g_1 \in \mathbb{R}^d : g_1 > 0, (g_1)_k \leq (x_0)_k, s + 1 \leq k \leq d\},
\]

\[
\mathcal{G}_2 \equiv \{g_2 \in \mathbb{R}^d : g_2 > 0, (g_2)_k \leq (1-x_0)_k, s + 1 \leq k \leq d\},
\]

\[
\mathbb{V}_\alpha(g_1, g_2) \equiv \frac{\mathbb{C}(g_1, g_2)}{\prod_{k=\kappa_*}^\ell ((g_1)_k + (g_2)_k)} + \sum_{k=\kappa_*}^\ell \frac{(g_2)_k^{\alpha_k+1} - (g_1)_k^{\alpha_k+1}}{(g_2)_k + (g_1)_k}.
\]
where $G$ is a Gaussian process defined on $\mathbb{R}_{\geq 0}^d \times \mathbb{R}_{\geq 0}$ with the following covariance structure: for any $(g_1, g_2), (g_1', g_2')$,

$$\text{Cov}(G(g_1, g_2), G(g_1', g_2')) = \prod_{k=\kappa_*}^d ((g_1)_k \wedge (g_1')_k + (g_2)_k \wedge (g_2')_k).$$

Strictly speaking, [HZ19] proved the case for the block max-min estimator $\hat{f}^-_n$, but the case for the block min-max estimator $\hat{f}^+_n$ follows from the same proofs. We refer the readers to [HZ19] for detailed discussion and some concrete examples for $\kappa_*, n_*$. The merit of using the block average estimator $\hat{f}_n$ is discussed in Section 4.3.

Theorem 0 is comprehensive under the general Assumptions A and B. To capture the essence, we consider a simple yet important case in the following Corollary 1.

**Corollary 1.** Suppose $f_0$ is locally $C^1$ at $x_0 \in (0, 1)^d$ with $\partial_k f_0(x_0) > 0$ for all $1 \leq k \leq d$, and the design points $\{X_i\}$ either (i) form a balanced fixed lattice design with $\beta_1 = \cdots = \beta_d = 1/d$, or (ii) follow a uniform random design on $[0, 1]^d$. Suppose the errors $\{\xi_i\}$ are i.i.d. mean-zero with finite variance $\mathbb{E} \xi_i^2 = \sigma^2 < \infty$ (and are independent of $\{X_i\}$ in the random design case). Then,

$$\left(\frac{n}{\sigma^2}\right)^{1/(2+d)} \left(\hat{f}^+_n(x_0) - f_0(x_0)\right) \sim \left\{\prod_{k=1}^d \left(\frac{\partial_k f_0(x_0)}{2}\right)^{1/(2+d)}\right\}^{\frac{1}{d}} \mathbb{D}^{\frac{1}{d}}.$$

**Remark 1.** Theorem 0 (and Corollary 1) in the random design case requires the independence of the errors and the random design points due to the precise form of the limit distribution. Although this independence assumption is not most desirable, it is common in limit distribution theories for other one-dimensional shape-constrained regression estimators under random design settings, for instance in the convex regression model [GS17]. It is an interesting open question to see if the theory carries over to the more general settings, for instance $\mathbb{E}[\xi_i|X_i] = 0$ and $\mathbb{E}[\xi_i^2|X_i = x] = \sigma^2(x)$ for some smooth enough function $\sigma$.

### 2.2. Pivotal limit distribution theory

In this subsection, we formally establish the pivotal limit distribution theory (1.8). The main idea of the pivotal limit distribution theory (1.8) is that the information for $K(f_0, x_0)$ is already encoded in $\hat{u}(x_0), \hat{v}(x_0)$, so after proper scaling, we may naturally view $\sqrt{n \hat{u}, \hat{v}(x_0)}/\sigma^2$ as an estimator for $\{\omega_n(\alpha)^r(\sigma)K(f_0, x_0)\}^{-1} = (n_*/\sigma^2)^{1/(2+\sum_{k=\kappa_*}^{\alpha_k} 1)} / K(f_0, x_0)$. Indeed, we have the following:
Theorem 1. Let \( x_0 \in (0, 1)^d \). Suppose Assumptions A and B hold, and the errors \( \{ \xi_i \} \) are i.i.d. mean-zero with finite variance \( \mathbb{E} \xi_i^2 = \sigma^2 < \infty \) (and are independent of \( \{ X_i \} \) in the random design case). If the limit distribution in Theorem 0 is of the explicit form \( C^\top (f_0, x_0) = K(f_0, x_0) \cdot D^\top_\alpha \), then with \( \hat{f}_n(x_0) \) and \( n_{\alpha, 0} (x_0) \) defined respectively in (1.5) and (1.6)

\[
\sqrt{n_{\alpha, 0} (x_0)} (\hat{f}_n(x_0) - f_0(x_0)) \overset{\mathcal{D}}{\rightsquigarrow} \sigma \cdot L_\alpha.
\]

Here \( L_\alpha \) is a finite random variable defined by

\[
L_\alpha \equiv S_\alpha (g^*_1, g^*_2) \cdot \frac{1}{2} \left( \sup_{g_2 \in \mathcal{G}_2} \inf_{g_1 \in \mathcal{G}_1} \mathbb{V}_\alpha (g_1, g_2) + \inf_{g_1 \in \mathcal{G}_1} \sup_{g_2 \in \mathcal{G}_2} \mathbb{V}_\alpha (g_1, g_2) \right),
\]

where \( g^*_1, \alpha \) and \( g^*_2, \alpha \) are almost surely uniquely determined via

\[
\inf_{g_2 \in \mathcal{G}_2} \mathbb{V}_\alpha (g^*_1, g_2) = \sup_{g_1 \in \mathcal{G}_1} \inf_{g_2 \in \mathcal{G}_2} \mathbb{V}_\alpha (g_1, g_2),
\]

\[
\sup_{g_1 \in \mathcal{G}_1} \mathbb{V}_\alpha (g_1, g^*_2, \alpha) = \inf_{g_2 \in \mathcal{G}_2} \sup_{g_1 \in \mathcal{G}_1} \mathbb{V}_\alpha (g_1, g_2),
\]

and

\[
S_\alpha (g^*_1, \alpha, g^*_2, \alpha) \equiv \sqrt{\Pi_{k=1}^{d} (g^*_2, \alpha + g^*_1, \alpha)_{k}},
\]

with the \( \mathcal{G}_i (i = 1, 2) \), \( \mathbb{V}_\alpha \) and \( \kappa_* \) in Theorem 0. In particular, \( L_\alpha \) does not depend on \( K(f_0, x_0) \).

Theorem 1 provides a pivotal limit distribution theory in the sense that the limit distribution of certain statistic concerning \( \hat{f}_n(x_0) - f_0(x_0) \) does not depend on the difficult nuisance parameter \( K(f_0, x_0) \).

This pivotal phenomenon can be understood from an oracle perspective. As an illustration, we focus on the leading case \( \alpha = (1, \ldots, 1) \) and \( \sigma = 1 \) in the setting of balanced fixed lattice design. In this case, \( n_* = n \) and \( \kappa_* = 1 \). The oracle bandwidth vector \( h^* = h^*(x_0) \) balances the bias and variance:

\[
h^*_\ell \partial_\ell f_0(x_0) \approx \frac{1}{\sqrt{\prod_{k=1}^{d} (n^{1/d} h^*_k)}}, \quad \text{for } 1 \leq \ell \leq d,
\]

which yields

\[
h^*_\ell \approx (\partial_\ell f_0(x_0))^{-1} \cdot n^{-1/(2+d)} (\prod_{k=1}^{d} \partial_k f_0(x_0))^{1/(2+d)}.
\]
Hence, with \( u^* = u^*(x_0) = x_0 - h^*/2 \) and \( v^* = v^*(x_0) = x_0 + h^*/2 \),

\[
|\sqrt{n_{u^*,v^*}(x_0)}(\hat{f}_n(x_0) - f_0(x_0))| \\
\approx \sqrt{n \prod_{k=1}^d (v_k^* - u_k^*) \cdot n^{-1/(d+2)} K(f_0, x_0) \cdot |O_P(1)|} \\
= \sqrt{\frac{2}{(2+d)} \left( \prod_{k=1}^d \partial_k f_0(x_0) \right)^{-2/(2+d)} \cdot n^{-1/(d+2)} K(f_0, x_0) \cdot |O_P(1)|} \\
= \text{const.} \times |O_P(1)|,
\]

where \( |O_P(1)| \) denotes a universal random variable. Theorem 1 can then be understood as the data driven bandwidth vectors \( \hat{u}(x_0), \hat{v}(x_0) \) mimic the above oracle vectors \( u^*(x_0), v^*(x_0) \) in achieving a pivotal limiting behavior. We note that the asymptotic variance of \( \hat{f}_n(x_0) \) is proportional to \( \left( n^{-1} \prod_{k=1}^d \partial_k f_0(x_0) \right)^{2/(2+d)} \).

2.3. Confidence interval. The pivotal limit distribution theory in Theorem 1 naturally implies the tuning free CI (1.7). In this subsection, we study (1.7) under fixed lattice and uniform random designs as in Assumption B. The non-uniform random design case will be discussed at the end.

To construct the CI, it remains to find a good estimate for the variance \( \sigma^2 \). Estimation of variance in the nonparametric regression model (1.1) is a well studied topic in the literature; for instance, we may use the class of difference estimators ([Ric84, HKT91, MBWF05]). Below we present a ‘principled’ estimator that shows the reason why \( \sigma^2 \) is much easier to estimate than \( K(f_0, x_0) \)—point estimates already contain enough information for the variance, as long as a law of large numbers is satisfied. Formally, let

\[
\sigma^2_{\hat{u}, \hat{v}} = \frac{1}{n_{\hat{u}, \hat{v}}(x_0)} \sum_{X_i \in [\hat{u}(x_0), \hat{v}(x_0)]} (Y_i - \hat{f}_n(x_0))^2.
\]

Note that \( \sigma^2_{\hat{u}, \hat{v}} \) only requires information of the observed \( \{Y_i\} \) in the data driven neighborhood \([\hat{u}(x_0), \hat{v}(x_0)]\) of \( x_0 \) and the fitted value \( \hat{f}_n(x_0) \). Intuitively, since we have large samples in \([\hat{u}(x_0), \hat{v}(x_0)]\), it is natural to expect good performance of \( \sigma^2_{\hat{u}, \hat{v}} \) in the large sample limit. In fact, we have:

**Proposition 1.** Under the conditions of Theorem 1, \( \sigma^2_{\hat{u}, \hat{v}} \to_p \sigma^2 \).

One theoretical advantage of (2.2) compared with the difference estimators is that \( \sigma^2_{\hat{u}, \hat{v}} \) takes local average around \( x_0 \), and therefore may in principle estimate the variance even in the heteroscedastic regression setting, e.g., when the variance of \( \bar{Y} |_{[u,v]} \) is given by \( \sigma^2_{u,v} \) with a certain strictly positive
and continuous $\sigma_{u,v}$ defined on the entire $[0,1]^d \times [0,1]^d$. The practical issue, however, is that the effective sample size in $[\tilde{u}(x_0), \tilde{v}(x_0)]$ is relatively small so (2.2) typically requires very large samples to achieve accurate variance estimation, in particular for $d \geq 2$.

With a consistent variance estimator, Theorem 1 can then be used to justify the use of the CI of the form defined in (1.7).

We first consider the leading case $\alpha = 1_d$, where it is possible to construct asymptotically exact CIs.

**Theorem 2.** Let $c_\delta > 0$ be a continuity point of the d.f. of $|L_{1_d}|$ such that

\begin{equation}
\mathbb{P}(|L_{1_d}| > c_\delta) = \delta.
\end{equation}

For any consistent variance estimator $\hat{\sigma}^2$, i.e., $\hat{\sigma}^2 \to_p \sigma^2$, the CI $I_n(c_\delta)$ defined in (1.7) satisfies

\begin{equation}
\lim_{n \to \infty} \mathbb{P}_{f_0}(f_0(x_0) \in I_n(c_\delta)) = 1 - \delta.
\end{equation}

Furthermore, with $K(f_0, x_0) = \left( \prod_{k=1}^d (\partial_k f_0(x_0)/2) \right)^{1/(d+2)}$ as in Theorem 0, for any $\varepsilon > 0$,

\begin{equation}
\liminf_{n \to \infty} \mathbb{P}_{f_0}\left( |I_n(c_\delta)| < 2c_\delta g_\varepsilon \cdot (\sigma^2/n)^{1/(d+2)} K(f_0, x_0) \right) \geq 1 - \varepsilon.
\end{equation}

Here $g_\varepsilon \in (0, \infty)$ is such that

\begin{equation}
\mathbb{P}(S_{1_d}^{-1} \geq g_\varepsilon) \leq \varepsilon.
\end{equation}

Theorem 2 shows that if the critical value $c_\delta$ is chosen according to (2.3), then the CI $I_n(c_\delta)$ achieves the asymptotic exact confidence level $1 - \delta$. Furthermore, the CI $I_n(c_\delta)$ shrinks at the optimal length, being automatically adaptive to the unknown information on the derivatives of $f_0$ at $x_0$, i.e., $K(f_0, x_0)$.

The choice of the critical value $c_\delta$ depends on the distribution of $L_{1_d}$. Since $L_{1_d}$ does not depend on the unknown regression function $f_0$, it is possible to simulate $c_\delta$ for different values of confidence levels $\delta > 0$. See Section 4 for more details on simulated critical values of $L_{1_d}$ for $d = 1, 2, 3$.

Note that the CI in Theorem 2, although enjoying the advantage of achieving asymptotically exact confidence level, is not adaptive to the unknown local smoothness $\alpha$ of the isotonic regression function $f_0$ at $x_0$. By relaxing the requirement of exact CI and calibrating the critical value $c_\delta$ only, the CI $I_n(c_\delta)$ may adapt to all local smoothness level $\alpha$ as well as the unknown information of $f_0$ at $x_0$ expressed by $K(f_0, x_0)$. More concretely, we have:
Theorem 3. Let \( c_\delta > 0 \) be chosen such that
\[
\sup_{\alpha} \mathbb{P}(|L_\alpha| > c_\delta) \leq \delta. \tag{2.7}
\]

For any consistent variance estimator \( \hat{\sigma}^2 \), i.e., \( \hat{\sigma}^2 \to_p \sigma^2 \), the CI \( I_n(c_\delta) \) defined in (1.7) satisfies
\[
\liminf_{n \to \infty} \mathbb{P}_{f_0}(f_0(x_0) \in I_n(c_\delta)) \geq 1 - \delta. \tag{2.8}
\]
Furthermore, with \( \kappa_s, n_s \) and \( K(f_0, x_0) \) defined in Theorem 0, for any \( \varepsilon > 0 \),
\[
\liminf_{n \to \infty} \mathbb{P}_{f_0}\left( |I_n(c_\delta)| < 2c_\delta g_{\varepsilon, \alpha}(\sigma^2/n_s)^{-\frac{1}{\kappa_s}} K(f_0, x_0) \right) \geq 1 - \varepsilon. \tag{2.9}
\]

Here \( g_{\varepsilon, \alpha} \in (0, \infty) \) is such that
\[
\mathbb{P}\left( S^{-1}(g_{1, \alpha}^r, g_{2, \alpha}^r) \geq g_{\varepsilon, \alpha} \right) \leq \varepsilon. \tag{2.10}
\]

To make the above theorem useful for construction of \( \alpha \)-adaptive CIs, it is crucial to choose the critical value \( c_\delta > 0 \) such that (2.7) is satisfied. The proposition below shows that this is indeed possible.

Proposition 2. The following holds for some constant \( L_0 > 0 \) depending only on \( d, x_0 \): for any \( t \geq 1 \),
\[
\sup_{\alpha} \mathbb{P}(|L_\alpha| > t) \leq L_0 \exp(-t^{4/(d+2)}/L_0). \]

Hence it suffices to choose \( c_\delta \asymp \log^{(d+2)/4}(1/\delta) \) to satisfy (2.7).

Non-uniform random design. So far we have assumed that the design distribution \( P \) is uniform on \([0, 1]^d\) in the random design case. The situation will be more complicated for general design distributions \( P \), as the limit distribution in Theorem 0 can depend on \( P \) in a rather complicated and non-local way. Note that for general \( P \), Theorem 0 requires the Lebesgue density \( \pi \) of \( P \) to be bounded away from 0 and \( \infty \) on \([0, 1]^d\) and to be continuous in the neighborhood of \( x_0 \). In the special case where \( s = d \) (i.e., \( f_0(x) \) depends on all elements of \( x \) at \( x = x_0 \)), the effect of \( P \) is local and can be factored out in the limit distribution theory in Theorem 0; see [HZ19, Remark 1 (5)] for detailed discussion. In this case, using similar arguments as in the proof of Theorem 1, we still have
\[
\sqrt{n_{\alpha, \varepsilon}(x_0)}(\hat{f}_n(x_0) - f_0(x_0)) \sim \sigma \cdot L_{1, d}.
\]

Hence for any consistent variance estimator \( \hat{\sigma}^2 \), (1.7) continues to be an asymptotic \( 1 - \delta \) CI of \( f_0(x_0) \) which shrinks at the optimal length in a similar sense to the statements of Theorem 2.
2.4. Comparison with the approach of [BW01] in \( d = 1 \). [BW01, BM07] developed an inference procedure using the log likelihood ratio test for various monotone-response models in the univariate case \( d = 1 \). In the regression setting, this idea is best illustrated in the random design, with \( P \) being the uniform distribution on \([0, 1]\) and the errors \( \{\xi_i\} \) being i.i.d. \( \mathcal{N}(0, 1) \). The block max-min and min-max estimators \( \hat{f}_n^\pm \) defined via (1.2) and their average \( \hat{f}_n \) all reduce to the univariate LSE at design points.

We consider testing the hypothesis

\[ H_0 : f_0(x_0) = m_0 \quad \text{vs.} \quad H_1 : f_0(x_0) \neq m_0. \]

To form a likelihood ratio test, let \( \hat{f}_n^0 \) be the constrained least squares estimator defined via

\[ \hat{f}_n^0 \in \arg\min_{f \in \mathcal{F}_1, f(x_0) = m_0} \sum_{i=1}^n (Y_i - f(X_i))^2. \]

\( \hat{f}_n^0 \) is well-defined on the design points, and can be computed by performing two isotonic regressions on \( \{(Y_i, f(X_i)) : X_i \leq x_0\} \) and \( \{(Y_i, f(X_i)) : X_i > x_0\} \) followed by thresholding (see [Ban07, pp. 939]). Under the Gaussian likelihood, the likelihood ratio test statistic is given by

\[
2 \log \lambda_n(m_0) = -\sum_{i=1}^n (Y_i - \hat{f}_n(X_i))^2 + \sum_{i=1}^n (Y_i - \hat{f}_n^0(X_i))^2. \tag{2.11}
\]

[BW01, BM07] showed that if \( f_0 \) is locally \( C^1 \) at \( x_0 \) with \( f_0'(x_0) > 0 \) and \( H_0 \) holds, then

\[
2 \log \lambda_n(m_0) \rightsquigarrow \mathbb{K}_1, \tag{2.12}
\]

where the distribution \( \mathbb{K}_1 \) is free of the nuisance parameter \( f_0'(x_0) \) that would otherwise be present in the limit distribution theory (cf. Theorem 0 in the simplest case \( d = 1, \alpha = 1 \)). A CI of \( f_0(x_0) \) can now be obtained through inversion of (2.12): Let \( T_{\mathcal{I}^n}(d_\delta) \equiv \{m_0 : 2 \log \lambda_n(m_0) \leq d_\delta\} \) (BW refers to Banerjee-Wellner) with \( \mathbb{P}(\mathbb{K}_1 > d_\delta) = \delta \). Then

\[
\mathbb{P}_{f_0}(f_0(x_0) \in T_{\mathcal{I}^n}(d_\delta)) \to \mathbb{P}(\mathbb{K}_1 \leq d_\delta) = 1 - \delta.
\]

**Remark 2.** For a fixed \( m_0 \), the likelihood ratio test requires two isotonic regressions to calculate the test statistic (2.11), which can be computed efficiently thanks to the fast PAVA algorithms. With carefully written algorithms the inversion of (2.12) may not add too much computational burden.
to obtain the likelihood ratio test based CIs, see e.g., [Gro15] for a fast algorithm in the related current status model. However, the proposed procedure (1.7) is still computationally simpler and more straightforward.

The validity of the Banerjee-Wellner CI crucially relies on the assumption \( f'_0(x_0) > 0 \). Compared with our procedure, it is natural to wonder if the likelihood ratio approach offers a stronger degree of universality in terms of adaptation to unknown local smoothness of the regression function. As we will show below, the limit distribution of the log likelihood ratio test statistic does depend on the number of vanishing derivatives of \( f_0 \), and is therefore not adaptive to the local smoothness of \( f_0 \).

To formally state the result, let \( \text{slogcm}(f, I) \) be the left-hand slope of the greatest convex minorant of \( f \) restricted to the interval \( I \). Write \( \text{slogcm}(f, \mathbb{R}) \) for simplicity. Let
\[
\text{slogcm}^0(f) = \left( \text{slogcm}(f, (-\infty, 0]) \wedge 0 \right) 1_{(-\infty, 0]} + \left( \text{slogcm}(f, (0, \infty)) \vee 0 \right) 1_{(0, \infty]}.
\]

Let \( \mathbb{B} \) be the standard two-sided Brownian motion started from 0, and \( X_{a,b;\alpha}(t) \equiv a \mathbb{B}(t) + bt^{\alpha+1} \). Let \( g_{a,b;\alpha} \equiv \text{slogcm}(X_{a,b;\alpha}) \) and \( g^0_{a,b;\alpha} \equiv \text{slogcm}^0(X_{a,b;\alpha}) \). These quantities are a.s. well-defined for \( b > 0 \) and an odd integer \( \alpha \geq 1 \) as \( X_{a,b;\alpha}(t) \) is of the order \( O_{a.s.}(t^{\alpha+1}) \) for \( t \to \pm \infty \) and is a.s. bounded on compacta. Informally, \( g_{a,b;\alpha} \) is the ‘isotonic regression for \( X_{a,b;\alpha} \)’ in the Gaussian white noise model \( dX_{a,b;\alpha}(t) = b(\alpha + 1)t^\alpha \, dt + a \, d\mathbb{B}(t) \), and \( g^0_{a,b;\alpha} \) is the ‘constrained isotonic regression’ subject to \( g^0_{a,b;\alpha}(0) = 0 \).

**Theorem 4.** Consider the above setting. Suppose \( f_0 \) is nondecreasing and locally \( C^{\alpha} \) at \( x_0 \) for some \( \alpha \geq 1 \), with \( \partial^j f_0(x_0) = 0 \) for \( j = 1, \ldots, \alpha - 1 \) and \( \partial^\alpha f_0(x_0) \neq 0 \). Then under \( H_0 \),
\[
2 \log \lambda_n(m_0) \leadsto \int_{\mathbb{R}} \{ (g_{1,1;\alpha}(t))^2 - (g^0_{1,1;\alpha}(t))^2 \} \, dt \equiv K_\alpha.
\]

**Remark.** By [HZ19, Lemma 1], \( \alpha \)’s satisfying the assumption of Theorem 4 must be odd, and \( \partial^\alpha f_0(x_0) > 0 \).

It is clear from Theorem 4 that the limit distribution for the log likelihood ratio test depends on the unknown local smoothness level \( \alpha \) of \( f_0 \) through the slope processes \( g_{1,1;\alpha}, g^0_{1,1;\alpha} \). This phenomenon is observed numerically in [DW19] in another related setting: the limit distributions for the log-likelihood ratio tests for the mode of a log-concave density depend on the number of vanishing derivatives at the mode.
Remark 4. If the variance $\sigma^2$ is unknown, then the log-likelihood ratio test statistic involves the unknown $\sigma^2$. By taking (2.11) as the definition of the quantity of $2 \log \lambda_n(m_0)$, it holds (under the same conditions as in Theorem 4) that $2 \log \lambda_n(m_0) \sim \sigma^2 \cdot \mathcal{N}_\alpha$.

3. Beyond isotonic regression: Inference in other monotone models. The idea for constructing tuning-free CIs in the previous section has a much broader scope beyond the setting of multiple isotonic regression. As a proof of concept, in this section we construct CIs for a few further non-parametric models with certain monotonicity shape constraints, adapting essentially the same idea as developed in the previous section.

3.1. The common scheme. We briefly outline the common scheme for the construction of CIs in the models to be studied in detail below. Suppose we want to estimate a univariate monotone function $f_0$. There is a natural piecewise constant estimator $\hat{f}_n$ (usually the maximum likelihood estimator) for $f_0$ that exhibits a non-standard limit distribution at the point of interest $x_0$, typically at a cube-root rate $\omega_n = n^{-1/3}$ under curvature conditions on $f_0$ at $x_0$:

$$\omega_n^{-1}(\hat{f}_n(x_0) - f_0(x_0)) \sim \sup_{h_1>0} \inf_{h_2>0} \left[a \cdot \frac{G(h_1,h_2)}{h_1 + h_2} + b \cdot (h_2 - h_1)\right]$$

$$= d \inf_{h_1>0} \sup_{h_2>0} \left[a \cdot \frac{G(h_1,h_2)}{h_1 + h_2} + b \cdot (h_2 - h_1)\right]$$

$$= d \left((a^2 b)^{1/3} \cdot D_1\right).$$

Recall that $\mathbb{D}_1 \equiv \mathbb{D}_1^+ = d \mathbb{D}_1^-$ is defined in Theorem 0. In fact, $\mathbb{D}_1/2$ follows the well-known Chernoff distribution (cf. [GJ14]).

Here we have two nuisance parameters, namely $a, b$:

- $b$ is a difficult nuisance parameter to estimate, which usually involves the derivatives of the monotone function to be estimated. This will be tackled by the analogue of ‘$n\tilde{\mu}\tilde{\sigma}(x_0)$’.

- $a$ is typically easy to estimate, either via observed samples or via fitted values in the analogue of the ‘local block $[\hat{u}(x_0), \hat{v}(x_0)]$’ of $x_0$.

One special feature in the one-dimensional setting is the exchangability of supremum and infimum in the limit distribution, so $\hat{u}(x_0)$ and $\hat{v}(x_0)$ are simply the left and right end-points of the constant piece of $\hat{f}_n$ that contains $x_0$. As $\hat{v}(x_0) - \hat{u}(x_0)$ is of order $O_P(\omega_n(a/b)^{2/3})$, we would expect the following pivotal limit distribution theory:

$$\sqrt{n(\hat{v}(x_0) - \hat{u}(x_0))(\hat{f}_n(x_0) - f_0(x_0))} \sim a \cdot L_1.$$
Now given a consistent estimate \( \hat{a}_n \) of \( a \), we have the following generic CI of \( f_0(x_0) \):

\[
\mathcal{I}_n(c_\delta) \equiv \left[ \tilde{f}_n(x_0) \pm c_\delta \cdot \hat{a}_n / \sqrt{n(\hat{v}(x_0) - \hat{u}(x_0))} \right].
\]

Similar to the regression setting, the construction of CIs in specific models to be detailed below is tuning-free, and requires essentially no further efforts beyond a single step of (maximum likelihood) estimation.

3.2. Monotone density estimation. Consider the classical problem of estimating a decreasing density \( f_0 \) on \([0, \infty)\) based on i.i.d. observations \( X_1, \ldots, X_n \). The maximum likelihood estimator (MLE) \( \tilde{f}_n \), known as the Grenander estimator, is the left derivative of the least concave majorant of the empirical distribution function \( F_n \). By the max-min representation, for any \( x_0 \in (0, \infty) \), we may write

\[
\tilde{f}_n(x_0) = \inf_{0 < u < x_0} \sup_{v \geq x_0} \frac{F_n(v) - F_n(u)}{v - u} = \frac{F_n(\hat{v}(x_0)) - F_n(\hat{u}(x_0))}{\hat{v}(x_0) - \hat{u}(x_0)},
\]

where \((\hat{u}(x_0), \hat{v}(x_0))\) is the a.s. uniquely specified pair for which the last equality in the above display holds. It is well known (see e.g., [PR69, Gro85, Gro89, vdVW96]) that if \( f_0 \) is locally \( C^1 \) at \( x_0 \) with \( f_0'(x_0) < 0 \) and \( f_0(x_0) > 0 \), then

\[
n^{1/3}(\tilde{f}_n(x_0) - f_0(x_0)) \sim \sup_{h_1 > 0, h_2 > 0} \left[ \sqrt{f_0(x_0)} \cdot \frac{\mathbb{G}(h_1, h_2)}{h_1 + h_2} + \frac{1}{2} |f_0'(x_0)|(h_2 - h_1) \right]
\]

\[
= d \left( f_0(x_0)|f_0'(x_0)|/2 \right)^{1/3} \cdot \mathbb{D}_1.
\]

To use the above limit theorem to form CI, the difficult nuisance to estimate is \( f_0'(x_0) \), while the easy one is \( f_0(x_0) \). The inference problem in the density setting is recently tackled in [GJ15], using both the log likelihood ratio test approach similar to [BW01, Ban07] and a bootstrap assisted approach for the smoothed maximum likelihood estimator. Our proposal for a CI of \( f_0(x_0) \) is the following:

\[
\mathcal{I}_n^{\text{den}}(c_\delta) \equiv \left[ \tilde{f}_n(x_0) \pm c_\delta \cdot \sqrt{\tilde{f}_n(x_0) / \sqrt{n(\hat{v}(x_0) - \hat{u}(x_0))}} \right] \cap [0, \infty).
\]

Let \( L_1 \) and \( S_1 \) be as in Theorem 1 with \( d = 1 \) and \( \alpha = 1 \).

**Theorem 5.** Suppose \( f_0 \) is locally \( C^1 \) at \( x_0 \) with \( f_0'(x_0) < 0 \) and \( f_0(x_0) > 0 \). Let \( c_\delta > 0 \) be a continuity point of the d.f. of \( |L_1| \) such that \( \mathbb{P}(|L_1| > c_\delta) = \delta \). Then

\[
\lim_{n \to \infty} \mathbb{P}_{f_0} \left( f_0(x_0) \in \mathcal{I}_n^{\text{den}}(c_\delta) \right) = 1 - \delta.
\]
Furthermore, for any $\varepsilon > 0$,

$$\liminf_{n \to \infty} \mathbb{P}_f \left( |I_n^{\text{den}}(c_{\delta})| < 2c_\delta g_\varepsilon \cdot n^{-1/3}(f_0(x_0)|f_0'(x_0)|/2)^{1/3} \right) \geq 1 - \varepsilon.$$ 

Here $g_\varepsilon \in (0, \infty)$ is such that $\mathbb{P}(S_1^{-1} \geq g_\varepsilon) \leq \varepsilon$.

It is also possible to consider adaptive CIs by calibrating the critical value $c_\delta$ similarly as in Theorem 3. We omit the details.

### 3.3. Current status data: interval censoring model.

Let $X_1, \ldots, X_n$ and $T_1, \ldots, T_n$ be independent i.i.d. samples from distribution functions $F_0$ and $G_0$ supported on $[0, \infty)$. Let $\Delta_i = 1_{X_i \leq T_i}$. We observe $(\Delta_1, T_1), \ldots, (\Delta_n, T_n)$ and want to estimate $F_0$, the distribution of unobserved $X_1, \ldots, X_n$. Consider the maximum likelihood estimator $\hat{F}_n$ that maximizes

$$F \mapsto \sum_{i=1}^n \left( \Delta_i \log F(T_i) + (1 - \Delta_i) \log(1 - F(T_i)) \right).$$

Let $T_{(1)} \leq \ldots \leq T_{(n)}$ be the order statistics of $T_1, \ldots, T_n$. It is well-known (see e.g., [GW92, vdVW96]) that the solutions $(\hat{F}_n(T_{(1)}), \ldots, \hat{F}_n(T_{(n)}))$ is given by the isotonic regression over $(\Delta(i) = 1_{X(i) \leq T(i)})_{i=1}^n$. In other words, for any $t_0 \in (0, \infty),$

$$\hat{F}_n(t_0) = \max_{i:T_i \leq t_0} \min_{j:T_j \geq t_0} \frac{\sum_{k=i}^{j} \Delta(k)}{j - i + 1} \equiv \min_{u \leq t_0} \max_{v \geq t_0} \Delta(i)[u, v] = \Delta(i)[\hat{u}(t_0), \hat{v}(t_0)],$$

where $(\hat{u}(t_0), \hat{v}(t_0))$ is any pair for which the last equality in the above display holds. It is also well-known (see e.g., [GW92, vdVW96]) that if $F_0, G_0$ has positive and locally continuous density $f_0, g_0$ at $t_0$, then

$$n^{1/3}(\hat{F}_n(t_0) - F_0(t_0)) \sim \sup_{h_1 > 0} \inf_{h_2 > 0} \left[ \sqrt{F_0(t_0)(1 - F_0(t_0))/g_0(t_0)} \cdot \frac{\mathcal{G}(h_1, h_2)}{h_1 + h_2} + \frac{1}{2} f_0(t_0)(h_2 - h_1) \right] = d \left( F_0(t_0)(1 - F_0(t_0))/2g_0(t_0) \right)^{1/3} \cdot \mathcal{D}_1.$$ 

The inference problem in the current status model is investigated in [BW01, GJ15] using likelihood ratio methods; see [Ban08] for similar likelihood ratio based inference methods in the context of monotone, uni-modal and U–shaped failure rates under a right–censoring mechanism. Here we take a different approach, similar to our proposal in the regression setting. Note
that the difficult nuisance parameter in this problem is $f_0(t_0)$ since $X_1, \ldots, X_n$ are unobserved, while $F_0(t_0)$ and $g_0(t_0)$ are easy to estimate. For instance, we may use $\hat{F}_n(t_0)$ to estimate $F_0(t_0)$, and

$$\hat{g}_n(t_0) \equiv \sum_i 1_{T_i \in [\bar{u}(t_0), \bar{v}(t_0)]}/\{n(\bar{v}(t_0) - \bar{u}(t_0))\}$$

to estimate $g_0(t_0)$. Now consider the following CI for $F_0(t_0)$:

$$I_{n,\text{cur}}^{\text{CI}}(c_\delta) \equiv \left\{ \hat{F}_n(t_0) \pm c_\delta \cdot \sqrt{\hat{F}_n(t_0) (1 - \hat{F}_n(t_0))/\hat{g}_n(t_0)/\sqrt{n(\bar{v}(t_0) - \bar{u}(t_0))}} \right\} \cap [0, 1]$$

Theorem 6. Suppose $F_0, G_0$ has positive and locally continuous density $f_0, g_0$ at $t_0$. Let $c_\delta > 0$ be a continuity point of the d.f. of $|L_1|$ such that $\mathbb{P}(|L_1| > c_\delta) = \delta$. Then

$$\lim_{n \to \infty} \mathbb{P}_{F_0, G_0}(F_0(t_0) \in I_{n,\text{cur}}^{\text{CI}}(c_\delta)) = 1 - \delta.$$ 

Furthermore, for any $\varepsilon > 0$,

$$\liminf_{n \to \infty} \mathbb{P}_{F_0, G_0} \left( |I_{n,\text{cur}}^{\text{CI}}(c_\delta)| < 2c_\delta g_\varepsilon \cdot n^{-1/3} \left( F_0(t_0)(1 - F_0(t_0))f_0(t_0)/2g_0(t_0) \right)^{1/3} \right) \geq 1 - \varepsilon.$$

Here $g_\varepsilon \in (0, \infty)$ is such that $\mathbb{P}(S_1^{-1} \geq g_\varepsilon) \leq \varepsilon$.

3.4. Panel count data: counting process model. The examples in previous subsections are amongst the ‘classical’ ones in the field of monotonicity-constrained estimation. Below we consider one further example, in the context of panel count data, that is less ‘classical’ due to its increased complexity. The inference problem for this model is previous studied in [SB07] using likelihood ratio methods.

Here is the setup. We follow the notation in [WZ00]. Suppose that $N = \{N(t) : t \geq 0\}$ is a counting process with mean function $\Lambda_0(t) = \mathbb{E}N(t)$. Let $K$ be an integer-valued random variable, and $T = \{T_{k,j} : 1 \leq j \leq k, k \geq 1\}$ be an triangular array of observation times. We assume that $N$ and $(K, T)$ are independent and $T_{k,j-1} \leq T_{k,j}$. Let $X = (N_K, T_K, K)$, where $T_K = (T_{K,1}, \ldots, T_{K,K})$ and $N_K = (N(T_{K,1}), \ldots, N(T_{K,K}))$. We observe i.i.d. copies $X_1, \ldots, X_n$ of $X$, where $X_i = (N_{K_i}, T_{K_i}^i, K_i)$. The problem is to
estimate $\Lambda_0(t)$. By building a Poisson model for $N(t) \sim \text{Poisson}(\Lambda_0(t))$, and pretending independence of the events within each sample $X_i$, we may consider the estimator $\hat{\Lambda}_n$ that maximizes the pseudo log-likelihood

$$
(3.3) \quad \Lambda \mapsto \sum_{i=1}^{n} \sum_{j=1}^{K_i} \left[ N^{(i)}_{K_i,j} \log \Lambda(T^{(i)}_{K_i,j}) - \Lambda(T^{(i)}_{K_i,j}) \right].
$$

Let $s_1 < s_2 < \ldots < s_m$ be the ordered distinct observation time points in the set $\{T^{(i)}_{K_i,j} : 1 \leq j \leq K_i, i = 1, \ldots, n\}$. For $1 \leq \ell \leq m$, define

$$
w_\ell \equiv \sum_{i=1}^{n} \sum_{j=1}^{K_i} I_{p(j),s_\ell}, \quad \hat{N}_\ell \equiv \frac{1}{w_\ell} \sum_{i=1}^{n} \sum_{j=1}^{K_i} N^{(i)}_{K_i,j} 1_{T^{(i)}_{K_i,j} = s_\ell}.
$$

It is known (see e.g., [SK95, WZ00]) that

$$
\hat{\Lambda}_n(t_0) = \max_{s_1 \leq s_0 \leq t_0} \min \frac{\sum_{j=1}^{j} w_p \hat{N}_p}{\sum_{j=1}^{j} w_p} = \frac{\sum_{p:\hat{u}(t_0) \leq s_p \leq \hat{v}(t_0)} w_p \hat{N}_p}{\sum_{p:\hat{u}(t_0) \leq s_p \leq \hat{v}(t_0)} w_p},
$$

where $(\hat{u}(t_0), \hat{v}(t_0))$ is any pair in $\{s_1, \ldots, s_m\}^2$ such that the right hand side of the above display holds. Under the assumption that $\Lambda_0$ is non-decreasing and locally $C^1$ with $\Lambda'_0(t_0) > 0$ and further regularity conditions, [WZ00] proved the following limit distribution theory for $\hat{\Lambda}_n(t_0)$:

$$
n^{1/3}(\hat{\Lambda}_n(t_0) - \Lambda_0(t_0)) \sim \sup_{h_1>0,h_2>0} \left[ \sqrt{\sigma^2(t_0) / g(t_0)} \cdot \frac{G(h_1, h_2)}{h_1 + h_2} + \frac{1}{2} \Lambda'_0(t_0)(h_2 - h_1) \right]
$$

$$
=_{d} (\sigma^2(t_0) \Lambda'_0(t_0) / 2g(t_0))^{1/3} \cdot \mathcal{D}_1.
$$

Here $\sigma^2(t_0) \equiv \text{Var}(N(t_0))$ and $g(t_0) \equiv \sum_{k=1}^{\infty} \mathbb{P}(K = k) \sum_{j=1}^{k} g_{k,j}(t_0)$ with $g_{k,j}$ denoting the Lebesgue density of $T_{k,j}$.

The difficult nuisance parameter in this problem is $\Lambda'_0(t_0)$, and easier ones are $\sigma^2(t_0)$ and $g(t_0)$. For instance, with $n_{\hat{u},\hat{v}}(t_0)$ being the number of $\{T^{(i)}_{K_i,j}\}$ in the interval $[\hat{u}(t_0), \hat{v}(t_0)]$, i.e.,

$$
n_{\hat{u},\hat{v}}(t_0) = \sum_{i=1}^{n} \sum_{j=1}^{K_i} 1_{T^{(i)}_{K_i,j} \in [\hat{u}(t_0), \hat{v}(t_0)]},
$$

let $\hat{g}_n(t_0) \equiv n_{\hat{u},\hat{v}}(t_0) / \{n(\hat{v}(t_0) - \hat{u}(t_0))\}$ and

$$
\hat{\sigma}_n^2(t_0) \equiv \frac{1}{n_{\hat{u},\hat{v}}(t_0)} \sum_{i=1}^{n} \sum_{j=1}^{K_i} \left( N^{(i)}_{K_i,j} \hat{\Lambda}_n(t_0) - \hat{\Lambda}_n(t_0) \right)^2 1_{T^{(i)}_{K_i,j} \in [\hat{u}(t_0), \hat{v}(t_0)]}.\]
Consider the following CI for $\Lambda_0(t_0)$:

$$I_{\text{pan}}(c_\delta) \equiv \left[ \hat{\Lambda}_n(t_0) \pm c_\delta \cdot \sqrt{\frac{\hat{\sigma}^2_n(t_0)/\hat{g}_n(t_0)}{\sqrt{n(\hat{v}(t_0) - \hat{u}(t_0))}}} \right] \cap [0, \infty)$$

$$= \left[ \hat{\Lambda}_n(t_0) \pm c_\delta \cdot \hat{\sigma}_n(t_0) \sqrt{\frac{n}{\hat{u},\hat{v}(t_0)}} \right] \cap [0, \infty).$$

**Theorem 7.** Suppose $\Lambda_0$ is non-decreasing and locally $C^1$ with $\Lambda'_0(t_0) > 0$ and further regularity conditions (as specified in Theorem 4.3 of [WZ00]) hold. Let $c_\delta > 0$ be a continuity point of the d.f. of $|L_1|$ such that $P(|L_1| > c_\delta) = \delta$. Then

$$\lim_{n \to \infty} P_{\Lambda_0}(\Lambda_0(t_0) \in I_{\text{pan}}(c_\delta)) = 1 - \delta.$$

Furthermore, for any $\varepsilon > 0$,

$$\liminf_{n \to \infty} P_{\Lambda_0}\left( |I_{\text{pan}}(c_\delta)| < 2c_\delta g_\varepsilon \cdot n^{-1/3}(\sigma^2(t_0)\Lambda'_0(t_0)/2g(t_0))^{1/3} \right) \geq 1 - \varepsilon.$$

Here $g_\varepsilon \in (0, \infty)$ is such that $P(S_{1}^{-1} \geq g_\varepsilon) \leq \varepsilon$.

**Remark 5.** Similar to [WZ00], we do not assume that the Poisson model for the counting process $N$, used in building the pseudo likelihood for the definition $\hat{\Lambda}_n$, need to be true.

#### 3.5. Generalized linear models and the i.n.i.d. (independent, not identically distributed) case.

The likelihoods in (3.2) and (3.3) hint that a similar idea could be taken further to the generalized linear models as follows. Suppose real-valued random variables $Y_i$’s ($i = 1, \ldots, n$) are independent samples with density $f(\cdot; \theta_0,i)$ (with respect to a $\sigma$-finite measure $\nu$ on the real line) from a canonical exponential family:

$$f(y; \theta) = \exp \left( y \cdot p(\theta) - q(\theta) \right), \; \theta \in \Theta,$$

where $\Theta = \{ \theta \in \mathbb{R} : \int e^{y\cdot p(\theta)} \nu(dy) < \infty \}$ and $\nu$ does not put all the mass at a single point $y_0$. We assume that $\theta_{0,i} \equiv \theta_0(x_i)$, where $\theta_0 : [0, 1] \to \mathbb{R}$ is monotonically non-decreasing. Let $\Theta_0$ be the interior of $\Theta$. In general we may assume that the natural parameter $p(\theta)$ is a continuously differentiable and strictly increasing function of $\theta$. However, as the mean function $\mu(\theta) = \int y f(y; \theta) \nu(dy) = \partial q(\theta)/\partial p(\theta)$ is always continuously differentiable and strictly increasing in $p(\theta)$ in $\Theta_0$, we consider for simplicity the parametrization $\theta = \mu(\theta)$, as alternative parametrizations can be easily handled by applying the delta-method to our results. In this setting, the variance
is given by \( \int (y - \theta)^2 f(y; \theta) \nu(dy) = 1/p'(\theta) \) in \( \Theta_0 \). We shall assume that the variance is finite at \( \theta = \theta_0(0) \) and \( \theta = \theta_0(1) \) even when they are on the boundary of the domain \( \Theta \), e.g., \( p'(\theta_0(0)) = p'(\theta_0(1)) = \infty \) when \( Y_i \in \{0, 1\} \).

We are interested in estimating \( \theta_0 \) by the maximum likelihood estimator \( \hat{\theta}_n \) that maximizes

\[
\theta \mapsto \sum_{i=1}^{n} \left( Y_i \cdot p(\theta(x_i)) - q(\theta(x_i)) \right)
\]

over \( \theta \in \mathbb{R}^n \) such that \( \theta_1 \leq \ldots \leq \theta_n \). As \( p(\theta) \) and \( q(\theta) \) are analytic in \( \Theta_0 \), by [RWD88, Theorem 1.5.2] the solution \( \hat{\theta}_n \in \mathbb{R}^n \) is given by the isotonic regression of \( (Y_i)^n_{i=1} \). For any \( x \in [0, 1] \), let

\[
(3.5) \quad \tilde{\theta}_n(x) \equiv \max_i \min_{i, x_i \leq x, j : x_j \geq x} \frac{\sum Y_{k=i}^{j}}{j - i + 1} \equiv \max_{u \leq x} \min_{v \geq x} \tilde{Y}_{[u, v]}.
\]

Then we may identify \( \hat{\theta}_{n,i} = \tilde{\theta}_n(x_i), i = 1, \ldots, n \).

From here the analysis of the maximum likelihood isotonic regression in the generalized linear model reduces to a special case of the analysis of the max-min estimator in the i.n.i.d. case where

\[
(3.6) \quad Y_i \text{ are independent with } \mathbb{E}[Y_i] = \theta_0(x_i) \text{ and } \text{Var}(Y_i) = \sigma^2(x_i)
\]

under a Lindeberg condition on \( Y_i \) and a smoothness condition on \( \theta_0(x_i) \).

Formally, let \( x_1 \leq \ldots \leq x_n \) with \( x_{i-1} \leq x_0 \leq x_i \) for some \( i_0 \in \{2, \ldots, n-1\} \), \( \alpha > 0 \) be fixed and \( \omega_n \equiv n^{-\alpha/(2\alpha+1)} \). For \( (h_1, h_2) \in \mathbb{R}_+^2 \) define \( S_{n, h_1, h_2} \equiv \{ i : i_0 - n\omega_n^{1/\alpha}h_1 \leq i \leq i_0 + n\omega_n^{1/\alpha}h_2 \} \). We assume that for some \( g_0(x_0) > 0 \)

\[
(3.7) \quad \sum_{i \in S_{n, h_1, h_2}} \frac{\theta_0(x_i) - \theta_0(x_0)}{\omega_n|S_{n, h_1, h_2}|} - g_0(x_0) \frac{h_2^{\alpha+1} - h_1^{\alpha+1}}{h_1 + h_2} = o(1),
\]

\[
\sum_{i \in S_{n, h_1, h_2}} \frac{\sigma^2(x_i)/\sigma^2(x_0)}{|S_{n, h_1, h_2}|} - 1 = o(1),
\]

\[
\sum_{i \in S_{n, h_1, h_2}} \frac{\mathbb{E}[(Y_i - \theta_0(x_i))^2|_{Y_i - \theta_0(x_i)^2 > c^{-1}\sigma^2(x_0)|S_{n, h_1, h_2}}]}{\sigma^2(x_0)|S_{n, h_1, h_2}|} = o(1),
\]

uniformly in \( (h_1, h_2) \in [1/c, c]^2 \) for every \( c > 1 \). Under these conditions, we have the following:
Theorem 8. 1. Suppose (3.6) and (3.7) hold with a non-decreasing function \( \theta_0 \) and \( \max_{1 \leq i \leq n} \sigma^2(x_i) = O(1) \). Let \( \theta_n \) be as in (3.5). Then

\[
\omega_n^{-1}(\hat{\theta}_n(x_0) - \theta_0(x_0)) \sim \sup_{h_1 > 0, h_2 > 0} \inf \left[ \sigma(x_0) \cdot \frac{G(h_1, h_2)}{h_1 + h_2} + g_0(x_0) \frac{h_2^{\alpha+1} - h_1^{\alpha+1}}{h_1 + h_2} \right]
\]

\[
= d \left( (\sigma(x_0))^{2\alpha} g_0(x_0) \right)^{1/(2\alpha + 1)} \cdot D_\alpha.
\]

2. Suppose \( \alpha \beta \) is a positive odd integer for some \( \beta > 0 \) and that \( \theta_0(\cdot) \) has \( \alpha \beta - 1 \) vanishing derivatives and positive the \( (\alpha \beta) \)-th derivative at \( x_0 \). Let \( \pi(\cdot) \) be a density such that \( \pi(x) = (1 + o(1))\pi_0 \beta \cdot |x - x_0|^{\beta-1} \) uniformly in a neighborhood of \( x_0 \). Then, the first line of (3.7) holds (in probability) when \( x_1 \leq \cdots \leq x_n \) are the ordered independent samples from \( \pi(\cdot) \). Moreover, in the generalized linear model (3.4), the second and third lines of (3.7) and the uniform boundedness condition on the variance always hold.

In addition to providing a general limit distribution theory in the i.n.i.d. case, the above theorem specifies sufficient conditions under which the fast convergence rate with \( \alpha > 1 \) can be achieved when more \( x_i \) are sampled near \( x_0 \) than the usual \( x_i = i/n \), and vice versa.

In Theorem 8, the difficult nuisance parameter is \( g_0(x_0) \), and the easier one is \( \sigma^2(x_0) \). Let \((\hat{u}(x_0), \hat{v}(x_0))\) be any pair such that \( \hat{\theta}_n(x_0) = \hat{Y}|_{\hat{u}(x_0), \hat{v}(x_0)} \). Consider the following CI for \( \theta_0(x_0) \):

\[
I_n^{GLM}(c_\delta) \equiv \left[ \hat{\theta}_n(x_0) \pm c_\delta \cdot \hat{\sigma}_n g_n / \sqrt{n(\hat{v}(x_0) - \hat{u}(x_0))} \right],
\]

where \( \hat{\sigma}_n^2 \equiv 1/p'(\hat{\theta}_n(x_0)) \) under (3.4) or \( \hat{\sigma}_n^2 \equiv \hat{\sigma}_{\hat{u}, \hat{v}}^2 \) as in (2.2) in general, and \( g_n = 1 + o_p(1) \). If we choose \( g_n = \sqrt{n(\hat{v}(x_0) - \hat{u}(x_0)) / \sum_i 1_{x_i \in [\hat{u}(x_0), \hat{v}(x_0)]}} \), the CI above reduces to \( [\hat{\theta}_n(x_0) \pm c_\delta \cdot \hat{\sigma}_n / \sqrt{\sum_i 1_{x_i \in [\hat{u}(x_0), \hat{v}(x_0)]}}] \) in the similar form to (1.7).

Theorem 9. Assume the same conditions as in Theorem 8 with \( \alpha = 1 \). Let \( c_\delta > 0 \) be a continuity point of the d.f. of \( ||L_1| \) such that \( P(||L_1| > c_\delta) = \delta \). Then

\[
\lim_{n \to \infty} P_{\theta_0}(\theta_0(x_0) \in I_n^{GLM}(c_\delta)) = 1 - \delta.
\]

Furthermore, for any \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} P_{\theta_0}\left( I_n^{GLM}(c_\delta) \right) < 2c_\delta g_{\varepsilon} \cdot n^{-1/3}(\sigma^2(x_0)g_0(x_0))^{1/3} \geq 1 - \varepsilon.
\]
Here $g_\varepsilon \in (0, \infty)$ is such that $P(S^{-1}_1 \geq g_\varepsilon) \leq \varepsilon$.

The above theorem covers only the usual case of $\alpha = 1$ for the cube-root rate. The critical value $c_{\delta}$ for general $\alpha$ can be handled as in Theorem 3.

4. Simulation studies.

4.1. Critical values $c_{\delta}$ via simulations. In this subsection, we discuss (i) simulation methods to approximate critical values $c_{\delta}$ of the pivotal limit distribution theory (with local smoothness $\alpha = (1, \ldots, 1)$ as in Theorem 2), and (ii) data-driven adjustments to edge effect and small sample size.

4.1.1. Simulated critical values $c_{\delta}$. We use the following method to simulate critical values $c_{\delta}$:

1. Specify a true mean function $f_0$ defined on a fixed lattice $\{X_i\}$ in $[0, 1]^d$, and generate $B = 10^6$ repeated observations $\{Y_{i,b} = f_0(X_i) + \xi_{i,b}, i = 1, \ldots, n\}$ with i.i.d. $\xi_{i,b} \sim N(0, \sigma^2)$ (we take $\sigma = 1$ for this simulation).

2. At design point $x_0$, we obtain $T(x_0; b) = \left\{ \sqrt{n_{\hat{u}, \hat{v}}(x_0; b)} \left| \frac{\hat{f}_n(x_0; b) - f_0(x_0)}{\sigma} \right| : b = 1, \ldots, B \right\}$, where $\hat{f}_n(x_0; b)$ and $n_{\hat{u}, \hat{v}}(x_0; b)$ are calculated via (1.5) and (1.6). We note that the block $[\hat{u}(x_0), \hat{v}(x_0)]$ is specified by $\hat{u}(x_0)$ from the block max-min estimator and $\hat{v}(x_0)$ from the block min-max estimator.

3. Find critical values $c_{\delta}$ by the corresponding quantiles of $\{T(x_0; b) : b = 1, \ldots, B\}$.

(d = 1). The simulated critical values $c_{\delta}$ for $d = 1$ are summarized in Table 1 below. As the block max-min and min-max estimators (1.2) are equivalent to the isotonic least squares estimator (LSE) at design points in $d = 1$, we use isoreg (based on the PAVA algorithm ([RWD88, BBBB72])) built in R. Let $n = 10^5$, so that $X_i = i/n$ for all $1 \leq i \leq n$ and $x_0 = 0.5$.

$$
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
\delta & .01 & .02 & .05 & .1 & .15 & .2 & .5 \\
\hline
f_0(x) = 2(x - 0.5) & 3.04 & 2.65 & 2.11 & 1.68 & 1.42 & 1.23 & 0.59 \\
f_0(x) = 5(x - 0.5) & 3.04 & 2.65 & 2.11 & 1.68 & 1.42 & 1.23 & 0.59 \\
f_0(x) = 10x^2 & 3.04 & 2.66 & 2.11 & 1.68 & 1.42 & 1.23 & 0.59 \\
\hline
\end{array}
$$

Table 1

Simulated critical values $c_{\delta}$ for $d = 1$.

As the sample size ($n = 10^5$) for $d = 1$ is quite large, the estimates for different $f_0$’s remain the same at least up to two decimal places, with an exception for $c_{0.02}$. Such precision is typically sufficient for the purpose of inference.
(\(d \geq 2\)). For multiple isotonic regression, we use brute force to compute the block max-min and min-max estimators, which seems to be the only algorithm readily available. With computational complexity \(O(n^3)\), the brute force algorithm is much more expensive than the linear-time PAVA algorithm specific to the univariate isotonic LSE. Thus, it is not computationally feasible to perform \(B = 10^6\) simulations on, say, a \(10^5 \times 10^5\) (i.e., \(n = 10^{10}\)) lattice.

Nevertheless, we present below in Table 2 \((d = 2)\) and Table 3 \((d = 3)\) some encouraging simulation results by brute force computation over relatively small lattices:

- For \(d = 2\), we use a \(50 \times 50\) lattice and take sample critical values at \(x_0 = (0.5, 0.5)\).
- For \(d = 3\), we use a \(16 \times 16 \times 16\) lattice and take sample critical values at \(x_0 = (0.5, 0.5, 0.5)\).

\[
\begin{array}{c|ccccccc}
\delta & .01 & .02 & .05 & .10 & .15 & .20 & .50 \\
\hline
f_0(x) = 2x_1 + 2x_2 - 2 & 2.61 & 2.26 & 1.78 & 1.41 & 1.19 & 1.03 & 0.49 \\
f_0(x) = 2x_1 + 5x_2 - 3.5 & 2.63 & 2.27 & 1.80 & 1.43 & 1.21 & 1.04 & 0.50 \\
f_0(x) = 5x_1 + 5x_2 - 5 & 2.64 & 2.29 & 1.81 & 1.43 & 1.21 & 1.05 & 0.50 \\
\end{array}
\]

Table 2
Simulated critical values \(c_5\) for \(d = 2\).

\[
\begin{array}{c|ccccccc}
\delta & .01 & .02 & .05 & .10 & .15 & .20 & .50 \\
\hline
f_0(x) = 2x_1 + 2x_2 + 2x_3 - 3 & 2.26 & 1.96 & 1.55 & 1.24 & 1.05 & 0.91 & 0.44 \\
f_0(x) = 2x_1 + 5x_2 + 5x_3 - 6 & 2.41 & 2.09 & 1.66 & 1.33 & 1.13 & 0.98 & 0.48 \\
f_0(x) = 5x_1 + 5x_2 + 5x_3 - 7.5 & 2.41 & 2.10 & 1.67 & 1.34 & 1.14 & 0.99 & 0.49 \\
\end{array}
\]

Table 3
Simulated critical values \(c_5\) for \(d = 3\).

The simulated critical values \(c_5\) in \(d = 2, 3\), albeit of small sample size in each dimension, already support the pivotal limit distribution theory. Their concrete numeric values are, however, less stable compared with \(d = 1\) for different mean functions \(f_0\), largely due to the curse of dimensionality that requires much larger sample size \(n\) to achieve similar accuracy as in \(d = 1\). Unfortunately, brute force seems not ideal for this task. It is therefore of great interest to develop fast algorithms for the block max-min and min-max estimators (1.2) in view of their theoretically attractive properties.

By taking average, we give a few suggested critical values as follows.

4.1.2. Data-driven adjustments. As the pivotal limit distribution theory relies on local smoothness of \(f_0\) and a large sample size, it is not surprising
that for outskirt design points or when the sample size is relatively small, CIs constructed via (1.7) with the critical values suggested in Table 4 would be less accurate. See for instance the plots given below in subsection 4.2 for demonstration. This is particularly relevant for \( d \geq 2 \), since a lot more points are present on the outskirts and in practice the sample size in each dimension is usually not as large as in the univariate case. These issues call for critical value adjustments to improve accuracy in inference.

Our proposal is to adjust the critical values based on the observed \( \{Y_i\} \) and the sample size. More specifically, we propose the use of critical values simulated through a smooth proxy \( \hat{f}_{\text{smooth}} \) of the block average estimator \( \hat{f}_n \). In order to match the noise level of \( \{Y_i\} \), the variance \( \sigma^2 \) in simulation can be chosen to be the variance estimate \( \hat{\sigma}^2 \) of \( \{Y_i\} \). A simple smoothing method to get \( \hat{f}_{\text{smooth}} \) is the isotonization of the LOESS fit \( \hat{f}_{\text{loess}} \) (with default smoothing parameter built in \( \text{R} \)) of \( \hat{f}_n \), i.e., \( \hat{f}_{\text{smooth}} = \) the block average estimate for \( \{\hat{f}_{\text{loess}}(X_i)\} \). See [MMTW01] for more details on constrained smoothing. As \( \hat{f}_{\text{smooth}} \) is expected to be ‘close’ to the true mean function of interest, it is reasonable to expect the simulated critical values for \( \hat{f}_{\text{smooth}} \) to better mimic those for \( f_0 \) for design points on the outskirts and when the sample size is relatively small. We call the critical values simulated from \( \hat{f}_{\text{smooth}} \) the adjusted critical values.

As will be clear from the next subsection, the adjusted critical values improve the inference accuracy both for design points on the outskirts and for smaller samples.

4.2. Numerical performance of the proposed confidence intervals. In this subsection, we investigate the numerical performance of the proposed CIs, exclusively in the multiple isotonic regression model. More specifically, we construct CIs for \( f_0(x) \) at each design point \( x \in \{X_i\} \) and compute their corresponding coverage probabilities as follows:

1. For each specified mean function \( f_0 \), generate \( B = 10^4 \) repeated observations \( \{Y_{i,b} = f_0(X_i) + \xi_{i,b}, i = 1, \ldots, n\} : b = 1, \ldots, B \) with i.i.d. \( \xi_{i,b} \sim \mathcal{N}(0, \sigma^2) \).
2. For each \( b = 1, \ldots, B \), construct the CI \( \mathcal{I}_n(x; c_\delta, b) \) for each design point \( x \) via (1.7). The CIs with the suggested \( c_\delta \) in Table 4 are referred to as vanilla CIs, and the CIs with adjusted \( c_\delta \) (as described in the

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>( d = 1 )</th>
<th>( d = 2 )</th>
<th>( d = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>2.11</td>
<td>1.80*</td>
<td>1.63*</td>
</tr>
<tr>
<td>0.10</td>
<td>1.68</td>
<td>1.42*</td>
<td>1.30*</td>
</tr>
</tbody>
</table>

Table 4

Suggested critical values \( c_\delta \) (*: use with caution).
proceeding subsection) as \textit{CV-adjusted CIs.

Report } \frac{B}{\sum_{b=1}^{B}} 1\{f_0(x) \in \mathcal{I}_n(x; c_b, b)\} \text{ as the coverage probability at design point } x, \text{ i.e., the proportion of the CIs } \mathcal{I}_n(x; c_b, b) : b = 1, \ldots, B \text{ that successfully cover the truth } f_0(x) \text{ out of } B = 10^4 \text{ repeated observations. We focus on 95\% CIs, i.e., } \delta = 0.05.

For variance estimation, we use the class of difference estimators ([Ric84, HKT91, MBWF05]) rather than the principled estimator in (2.2), as the latter requires large samples that are computationally expensive for } d \geq 2. \text{ Specifically, we use the following variance estimator } \hat{\sigma}^2: \text{ }

\begin{equation}
\hat{\sigma}^2 = \begin{cases}
\frac{\sum_i (2Y_i - Y_{i-1} - Y_{i+1})^2/(6(n - 2))}{(n_1 - 2)(n_2 - 2)}, & d = 1, \\
\frac{\sum_{i,j} (4Y_{i,j} - Y_{i-1,j} - Y_{i+1,j} - Y_{i,j-1} - Y_{i,j+1})^2/(20(n_1 - 2)(n_2 - 2))}{(n_1 - 2)(n_2 - 2)}, & d = 2, \\
\frac{\sum_{i,j,k} (6Y_{i,j,k} - Y_{i-1,j,k} - Y_{i+1,j,k} - Y_{i,j-1,k} - Y_{i,j+1,k} - Y_{i,j,k-1} - Y_{i,j,k+1})^2/(42(n_1 - 2)(n_2 - 2)(n_3 - 2))}{(n_1 - 2)(n_2 - 2)(n_3 - 2)}, & d = 3,
\end{cases}
\end{equation}

\text{where, with slight abuse of notation, the observations are } (Y_i)_{1 \leq i \leq n} \text{ for } d = 1, (Y_{i,j})_{1 \leq i \leq n_1, 1 \leq j \leq n_2} \text{ for } d = 2, \text{ and } (Y_{i,j,k})_{1 \leq i \leq n_1, 1 \leq j \leq n_2, 1 \leq k \leq n_3} \text{ for } d = 3.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{scatter_plots.png}
\caption{Scatter plots for the coverage probabilities of the 95\% CIs in } d = 1, \text{ where } f_0(x) = e^{2x} \text{ and } n = 100. \label{fig:scatter_plots}
\end{figure}
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\textbf{4.2.1. Coverage probability.} \text{ The scatter plots of coverage probabilities at all design points in } d = 1 \text{ are given in Figure 2. In } d = 1, \text{ we consider } f_0(x) = e^{2x} \text{ and } n = 100, \text{ so that } x \in \{0.01, 0.02, \ldots, 1.00\}. \text{ We observe slightly larger errors of the coverage probabilities of the vanilla CIs at points near } x = 0 \text{ or } x = 1, \text{ but overall the coverage errors are small for the small}
sample size \( n = 100 \). When \( \sigma^2 \) is unknown and estimated by the difference estimator (4.1), the errors are slightly inflated at most of the design points, but are still controlled within 1\%. The CIs are overall biased slightly towards under-coverage, which is possibly due to the bias in variance estimation: the median of \( \tilde{\sigma}^2 \)'s from 10\(^4\) simulations is 0.9803, slightly smaller than the true \( \sigma^2 = 1 \).

The scatter plots of coverage probabilities in \( d = 2 \) are given in Figure 3. We consider test function \( f_0(x) = e^{x_1 + x_2} \) on a 25×25 lattice on [0, 1]\(^2\) so that \((x_1, x_2) \in \{(i/25, j/25) : i = 1, \ldots, 25, j = 1, \ldots, 25\}\). We call design points in the inner 17×17 lattice (i.e., \( \{x : 5/25 \leq x_1 \leq 21/25, 5/25 \leq x_2 \leq 21/25\} \)) inner points, and the rest outskirt points. We can clearly identify edge effect in Figure 3 when using the approximated universal critical value 1.80 in Table 4; the coverage probabilities at outskirt points are more biased as shown in Figures 3(a) and 3(c). The CV-adjusted CIs significantly reduce the edge effect and improve the coverage accuracy, as shown in Figures 3(b) and 3(d). Figure 4 shows the boxplots for the coverage probabilities at all design points using the aforementioned two types of CIs (vanilla and CV-adjusted) and under both known and unknown \( \sigma^2 \). The CV-adjusted CIs clearly have more accurate coverage.

Our simulation results for \( d = 3 \) exhibit similar phenomena to the case \( d = 2 \). See the scatter plots in Figure 5 and the boxplots in Figure 6, where we designate the design points in the inner 5×5×5 lattice as inner points and the rest outskirt points. For the vanilla CIs, we use the approximated universal critical value 1.63 in Table 4. The lattice of size 9×9×9 has too few points in each dimension, so distributional approximation to the pivot limit is less accurate, as shown in Figures 5(a) and 5(c). On the other hand, the CV-adjusted CIs yield much better empirical results, as shown in Figures 5(b) and 5(d).

In conclusion, the above simulations support our proposed inference procedure via the pivotal limit distribution theory. In situations when sample size (in terms of each dimension) is relatively small, or the design points are on the outskirts, CV-adjusted CIs are shown to significantly improve the inference accuracy compared with the vanilla CIs that use universal critical values in Table 4.

4.2.2. CI lengths. Another important theoretical property stated in Theorem 2 is that the proposed CI (1.7) shrinks at the oracle rate. Suppose we know the partial derivatives \( \{\partial_k f_0(x_0), 1 \leq k \leq d\} \), the limit distribution theory in Corollary 1 implies an oracle CI

\[
\left[ \hat{f}_n(x_0) \pm c_5 \cdot (n/\sigma^2)^{-1/(d+2)} \left\{ \prod_{k=1}^{d} (\partial_k f_0(x_0)/2) \right\}^{1/(2+d)} \right],
\]

(4.2)
Fig 3. Scatter plots for the coverage probabilities of the 95% CIs in $d = 2$, where $f_0(x) = e^{x_1+x_2}$ in $25 \times 25$ lattice.

where $c_\delta$ is the $1-\delta$ quantile of $|\mathbb{D}| = |(\mathbb{D}_{1d}^- + \mathbb{D}_{1d}^+)/2|$ which can be similarly simulated as in Section 4.1.1. Recall $\mathbb{D}_1^T/2$ follows Chernoff distribution, so $c_{.05} = 1.9964$ in $d = 1$; see e.g., [GJ14, Table 3.1]. Our simulation suggests that $c_{.05}$ is approximately 1.85 in $d = 2$ and 1.78 in $d = 3$. Then, Theorem 2 (2.5) asserts that the length of the proposed CI should shrink at the same rate as the length of the oracle CI in (4.2).

To see this in finite samples, we carry out a simulation that follows the same procedure as before but with varying sample sizes $n$. Only balanced fixed lattice design is considered in this simulation, so sample size $n$ indicates an $n^{1/d} \times \cdots \times n^{1/d}$ lattice. See Figure 7 for the boxplots for the lengths of the proposed CI based on $10^4$ simulations, where the lengths of the oracle CIs in (4.2) are given in red dashed lines. It clearly shows that the proposed CI indeed shrinks at the oracle length.

4.3. The merit of using the block average estimator. In (1.7) and (1.8), we propose to use the block average estimator (1.5) to carry out statistical inference about $f_0(x_0)$. It is of natural interest to ask if using either the
block max-min or min-max estimator alone in the proposed procedure is ade-
quate as this would almost reduce the computational cost by half. In this
subsection, we will show empirically the benefits of using (1.5). Specifically,
while of the block average estimator improves upon the block max-min esti-
mators only slightly in the mean squared error (numerical results omitted),
the proposed CI (1.7) which uses the block average estimator outperforms
the CIs that uses the block max-min estimator alone by a fairly considerable
amount in terms of accuracy for the coverage of the CIs (the situation for
block min-max estimator is analogous).

More precisely, for inference based on the block max-min estimator alone,
we consider the following form of the CIs:

$$I_n^- (c^-) \equiv \left[ \hat{f}_n^- (x_0) \pm c^- \cdot \hat{\sigma} / \sqrt{n^-_{\hat{u}, \hat{v}}(x_0)} \right],$$

where $n^-_{\hat{u}, \hat{v}}(x_0) \equiv \sum_i 1_{X_i \in [\hat{u}^-(x_0), \hat{v}^-(x_0)]}$ with $\hat{u}^-(x_0), \hat{v}^-(x_0)$ defined as any
pair such that

$$\hat{f}_n^- (x_0) \equiv \max_{u \leq x_0} \min_{v \geq x_0} \bar{Y}_{[u, v]} = \bar{Y}|_{[\hat{u}^-(x_0), \hat{v}^-(x_0)]}.$$

We conjecture that

**Conjecture 1.** Under the same settings as in Theorem 1, for some
finite random variable $I^-_\alpha$ (that does not depend on $K(f_0, x_0)$),

$$\sqrt{n^-_{\hat{u}, \hat{v}}(x_0)} (\hat{f}_n^- (x_0) - f_0(x_0)) \sim \sigma \cdot I^-_\alpha.$$

Note that in $d = 1$ the block max-min and min-max estimators are equi-

dant, so the above conjecture reduces to Theorem 1. Below we consider
Confidence intervals for multi-ple isotonic regression

Figure 5. Scatter plots for the coverage probabilities of the 95% CIs in $d = 3$, where $f_0(x) = e^{x_1+x_2+x_3}/3$ on a $9 \times 9 \times 9$ lattice.

d = 2, 3, and provide some numerical evidence that the CIs using the block average estimator could provide better probability coverage than using only the block max-min estimator based on Conjecture 1.

The summary of statistics for the coverage probabilities of the 95% CIs in $d = 2$ is listed in Table 5. The mean squared errors of the coverage probabilities of the 95% CIs by the block average estimator are $1.67 \times 10^{-4}$ under known $\sigma^2$, and $1.84 \times 10^{-4}$ under unknown $\sigma^2$ for vanilla CIs, reducing about 18% of those by the block max-min estimator which are $2.05 \times 10^{-4}$ and $2.23 \times 10^{-4}$ respectively. Similar conclusion can be made for CV-adjusted CIs.

The summary of statistics for the coverage probabilities of the 95% CIs in $d = 3$ is listed in Table 6. As the simulated critical values used in this simulation are less accurate due to the relatively small sample size in $d = 3$, the vanilla CIs for both the block average estimator and the block max-min estimator suffer from slight under-coverage. However, when using CV-adjusted CIs with improved accuracy in the mean of the coverage probabilities, similar reduction in the mean squared errors of the coverage probabilities can
be observed for the block average estimators.


In this subsection, we compare numerically the coverage probabilities and the lengths of the CIs in [BW01] (cf. Section 2.4), hereafter referred as BW CIs, with the CIs proposed in this paper, labelled as DHZ in the plots.

4.4.1. Coverage probability. For the performance on coverage, we consider four different mean functions $f_0(x)$’s: $e^{2x}$, $10x^5$, $(4\pi x + \sin(4\pi x))/2$ and $\log(x + 0.001)$ on $[0, 1]$. We let $n = 10^3$ and $x \in \{1/n, \ldots, (n - 1)/n, n/n\}$, and assume $\sigma = 1$ is known. For fair comparison, we use the vanilla CIs with the universal critical value 2.11 for the proposed CIs, and the recommended critical value 2.26916 in [BW01, Method 2, Table 2] for the BW CIs, both for
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<table>
<thead>
<tr>
<th>vanilla CIs</th>
<th>CV-adjusted CIs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>σ known</td>
<td>σ unknown</td>
</tr>
<tr>
<td>average</td>
<td>max-min</td>
</tr>
<tr>
<td>mean</td>
<td>0.9414</td>
</tr>
<tr>
<td>median</td>
<td>0.9444</td>
</tr>
<tr>
<td>s.d.</td>
<td>0.00961</td>
</tr>
</tbody>
</table>

Table 5
Summary of statistics for the coverage probabilities of the 95% CIs in \( d = 2 \) by the block average and the block max-min estimators.

<table>
<thead>
<tr>
<th>vanilla CIs</th>
<th>CV-adjusted CIs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>σ known</td>
<td>σ unknown</td>
</tr>
<tr>
<td>average</td>
<td>max-min</td>
</tr>
<tr>
<td>mean</td>
<td>0.9273</td>
</tr>
<tr>
<td>median</td>
<td>0.9277</td>
</tr>
<tr>
<td>s.d.</td>
<td>0.01521</td>
</tr>
</tbody>
</table>

Table 6
Summary of statistics for the coverage probabilities of the 95% CIs in \( d = 3 \) by the block average and the block max-min estimators.

95% coverage. The scatter plots and boxplots for the coverage probabilities at design points \( \{1/n, \ldots, (n-1)/n\} \) are given in Figure 8 and Figure 9. The coverage probabilities are approximated by the relative frequencies of the successful coverage of the corresponding CIs out of \( B = 10^4 \) simulations.

Both types of CIs have rather accurate coverage probabilities at design points that are far from the outskirts for functions with non-extreme derivatives; see Figure 8(a) and Figure 8(d). Nevertheless, the proposed CIs appear to have two advantages. First, the edge effect in the BW CIs is much more severe than in the proposed CIs; many more outskirt points suffer under-coverage for the BW CIs. A similar phenomenon is observed in the related current status model in [GJ14, Figure 9.16, pp. 270]. Note that as the LSE is probably inconsistent near the edge, we do not expect the BW or the proposed CIs to provide accurate coverage in theory. However, it turns out the proposed CIs are able to give some reasonably good coverage for outskirt points numerically.

Second, the coverage probabilities of the proposed CIs over flat regions (where derivatives of the mean functions are small) are more biased towards over-coverage, while the BW CIs are likely to suffer again under-coverage; see Figure 8(b) when \( x \in [0.1, 0.5] \), and Figure 8(c) when \( x \) is around 0.25 and 0.75.

4.4.2. CI lengths. We compare the lengths of the BW CIs and the proposed CIs.
We may first have a glance at the BW and the proposed CIs. Let \( f_0(x) = e^{2x} \) and continue the above setting in Section 4.4.1 but with \( n = 10^2 \). For one observation \( \{(X_i, Y_i), X_i = i/n, 1 \leq i \leq n\} \), we compute both CIs for the function values at design points \( \{1/n, \ldots, (n - 1)/n\} \) and plot them in Figure 10.

From Figure 10, we notice an interesting difference between the BW and the proposed CIs: The lower and upper boundaries of the BW CIs seem to be monotone, but, because it is possible to have small \( n_{\hat{g}, \hat{v}}(x_0) \) for any \( x_0 \), the proposed CIs at certain locations could be quite large. We may employ some practical remedies for the proposed CI, e.g., adding an extra size constraint \( n_{\hat{g}, \hat{v}}(x_0) \geq 5 \) in the maximization and minimization of (1.4), but the improvement may not be as substantial as in Figure 10(a).

We also observe in this simulation that the BW CIs are narrower in Figure 10. To investigate this phenomenon more carefully, we continue the setting in Section 4.4.1 with \( n = 10^3 \) and compute the lengths of both CIs for design points \( \{1/n, \ldots, (n - 1)/n\} \). We run \( 10^4 \) simulations, so that, at each design point, we obtain \( 10^4 \) BW CIs and the proposed CIs. The lengths of the CIs for \( f_0(x) = e^{2x} \) and \( f_0(x) = 10x^5 \) are given in Figure 11. In each subfigure of Figure 11, the lower (resp. upper) boundary of the shaded area represents
Fig 9. Boxplots for the coverage probabilities of the 95% BW CIs and proposed CIs. (a), (b), (c) and (d) correspond to the functions in Figure 8. Here some outliers of the boxplots for BW CI are removed as they can be as small as 0.6.

Fig 10. 95% BW CIs and proposed CIs for $f_0(x) = e^{2x}$ at {0.01, ..., 0.99}. Here $n = 10^2$ and $\sigma = 1$ is known. Red line represents $f_0(x) = e^{2x}$ and blue dots are $\hat{f}_n(X_i)$.

the 1st (resp. 3rd) quantile of the lengths of $10^4$ CIs, the black line is the median of the lengths, and the red line represents the length of the oracle CI defined in (4.2). Although the lengths of the proposed CI shrink at the oracle rate, which supports Theorem 2 (2.5) in $d = 1$, it seems that the BW CIs based on LRT are usually narrower than the proposed CIs.
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