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Despite the popularity and practical success of total variation (TV) regularization for function estimation, surprisingly little is known about its theoretical performance in a statistical setting. While TV regularization has been known for quite some time to be minimax optimal for denoising one-dimensional signals, for higher dimensions this remains elusive until today. In this paper we consider frame-constrained TV estimators including many well-known (overcomplete) frames in a white noise regression model, and prove their minimax optimality w.r.t. $L^q$-risk ($1 \leq q < \infty$) up to a logarithmic factor in any dimension $d \geq 1$. Overcomplete frames are an established tool in mathematical imaging and signal recovery, and their combination with TV regularization has been shown to give excellent results in practice, which our theory now confirms. Our results rely on a novel connection between frame-constraints and certain Besov norms, and on an interpolation inequality to relate them to the risk functional. Additionally, our results explain a phase transition in the minimax risk for BV functions.

1. Introduction. We consider the problem of estimating a real-valued function $f$ from observations in the commonly used Gaussian white noise regression model (see e.g. [3], [68] and [76])

$$dY(x) = f(x) \, dx + \frac{\sigma}{\sqrt{n}} \, dW(x), \quad x \in [0,1)^d.$$ 

Here, $dW$ denotes the standard Gaussian white noise process in $L^2(\mathbb{T}^d)$, and we identify the $d$-torus $\mathbb{T}^d \sim \mathbb{R}^d / \mathbb{Z}^d$ with the set $[0,1)^d$, i.e. to simplify the presentation we assume $f$ to be a 1-periodic function. In Section 3 we present the extension to nonperiodic functions. To ease notation we will henceforth drop the symbol $\mathbb{T}^d$, and write for instance $L^2$ instead of $L^2(\mathbb{T}^d)$, and so
The function $f$ is assumed to be of bounded variation ($BV$), written $f \in BV$, meaning that $f \in L^1$ and its weak partial derivatives of first order are finite Radon measures on $\mathbb{T}^d$ (see Section 2.1 or Chapter 5 in [28]). Note that, for (1) to be well-defined, we need to assume additionally that $f \in L^2$ if $d \geq 3$, since only in $d = 1, 2$ we have $f \in BV \subset L^2$. In the following we assume that $\sigma$ is known, otherwise it can be estimated $\sqrt{n}$-efficiently (see e.g. [61] or [73]), which will not affect our results. In the following we use the terms bounded variation ($BV$) and total variation ($TV$) indistinctly. The former is commonly used in analysis, while the latter appears in imaging.

Functions of bounded variation can have discontinuities, and are thus ideal to model objects with edges and abrupt changes. This is a desirable property for instance in medical imaging applications, where sharp transitions between tissues occur, and smoother functions would represent them inadequately (see e.g. [56] for a TV-based optical flow method in real time magnetic resonance imaging or [45] for its use in photoacoustic tomography). Consequently, $BV$ functions have been studied extensively in the applied and computational analysis literature, see e.g. [8], [60], [69], [71] and references therein. Remarkably, the very reason for the success of functions of bounded variation in applications, namely their low smoothness, has hindered the development of a rigorous theory for the corresponding estimators in a statistical setting. With the exception of the one-dimensional case $d = 1$, where total variation (TV) penalized least squares [59] and wavelet thresholding [24] applied to $BV$ functions are known to attain the minimax optimal convergence rate $O(n^{-1/3})$, there are to the best of our knowledge no statistical guarantees for estimating $BV$ functions in dimension $d \geq 2$. Roughly speaking, the main challenges in higher dimensions are twofold: first, the embedding $BV \hookrightarrow L^\infty$ fails if $d \geq 2$; and second, the space $BV$ does not admit a characterization in terms of the size of wavelet coefficients. More generally, $BV$ does not admit an unconditional basis (see Sections 17 and 18 in [60]).

Our goal in this paper is to fill that gap. We consider the continuous model (1) and present estimators for $f \in BV$ that are minimax optimal up to logarithmic factors in any dimension, i.e. they attain the polynomial rate $n^{-1/(d+2)}$ for the $L^q$-risk, $q \in [1, 1 + 2/d]$, and the rate $n^{-1/dq}$ for $q \in [1 + 2/d, \infty)$. While the first regime is well-known (e.g. for $d = 1$ and $q = 2$, see again [59] and [24]), much less attention has been paid to the second regime. We mention [36] and [53] for estimation over anisotropic Nikol’skii classes, which in the isotropic case coincide with Besov spaces $B^s_{p,\infty}$, and [70] for the case of discrete total variation when $q = 2$ (see "Related work" later in this section for a comprehensive discussion). These
Fig 1. Exponent of the minimax rate over $BV_L$, $\min\{\frac{1}{d+2}, \frac{1}{d-q}\}$, plotted as a function of $d \in \mathbb{N}$ and $1/q \in [0,1]$. The line $1/q = d/(d+2)$ is marked in blue, and the red line corresponds to the $L^2$-risk, $q = 2$. The phase transition observed in [70] for the $L^2$-minimax risk corresponds to the change of behavior of the red curve.

risk regimes explain the recently observed phase transitions in discrete TV-regularization [70] and component-wise isotone estimation [20, 42] (see Figure 1 and the remarks after the Main Theorem in the Introduction for more details). As a remarkable statistical consequence we also show that there is no $L^\infty$-consistent estimator of $BV$ functions.

The estimators that achieve these rates are not a straightforward extension of those for $d = 1$ [59]. There it is sufficient to penalize a global least-squares data-fidelity term by the TV functional, i.e.,

$$\hat{f}_{\lambda_n} \in \arg\min_g \|g - Y\|_2^2 + \lambda_n |g|_{BV}$$

for a suitable sequence of Lagrange multipliers $\lambda_n$, where $|g|_{BV}$ denotes the $BV$-seminorm of $g$ (Section 2.1). Instead, we consider estimators that combine the strengths of TV and multiscale data-fidelity constraints. Multiscale data-fidelity terms and the associated reconstructions by the corresponding dictionary are widely used since the introduction of wavelets (see e.g. [17] and [22]), and specially for imaging tasks overcomplete frames such as curvelets [5], shearlets ([39], [46]) and other multiresolution systems (see [41] for a survey) have been shown to perform well in theory and numerical applications. In contrast, for the multiscale TV-estimators a theoretical understanding in a statistical setup when $d \geq 2$ is lacking, although its good empirical performance has been reported for specific choices of dictionaries in several places [7] [21] [30] [31], see also Figure 2. Further, these methods were rarely used in routine applications, as they need large scale nonsmooth convex optimization methods for their computation. However, in the meantime
such methods have become computationally feasible due to recent progress in optimization, e.g. the development of primal-dual algorithms [9] or semismooth Newton methods [11]. See Section 5, where we discuss the practical implementation of these estimators. Hence, we do see practical potential for such multiscale TV-methods, for which we give a theoretical justification in this paper in large generality.

**Multiscale total variation estimators.** Let \( \Phi = \{ \phi_\omega \mid \omega \in \Omega \} \subset L^2 \) be a dictionary of functions indexed by a countable set \( \Omega \) and satisfying \( \|\phi_\omega\|_{L^2} = 1 \), \( \omega \in \Omega \). Consider the projection of the white noise model (1) onto \( \Phi \),

\[
Y_\omega := \langle \phi_\omega, f \rangle + \frac{\sigma}{\sqrt{n}} \int_{T^d} \phi_\omega(x) \, dW(x), \quad \omega \in \Omega,
\]

where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product in \( L^2 \). For each \( n \in \mathbb{N} \), \( \Phi \) and given the observations \( Y_\omega \), our estimator \( \hat{f}_\Phi \) for \( f \) is defined as any solution to the constrained minimization problem

\[
\hat{f}_\Phi \in \arg\min_{g \in X_n} |g|_{BV} \quad \text{subject to } \max_{\omega \in \Omega_n} |\langle \phi_\omega, g \rangle - Y_\omega| \leq \gamma_n.
\]

Here, \( X_n \subset BV \) is a suitable closed, convex set which may depend on \( n \) (see (15) for the definition). Hence, the existence of a minimizer is guaranteed by the convexity and lower-semicontinuity of the objective function and the constraint. The finite subsets \( \Omega_n \subset \Omega \) indexing a proper sequence of subsets of the dictionary \( \Phi \) will be specified later (see Assumption 1 and (6) below). For instance, if \( \Phi \) is a wavelet basis, \( \Omega_n \) corresponds to the wavelet coefficients at all scales \( j \) such that \( 2^j d \leq n \).

The constraint in (4) can be interpreted statistically as testing whether the data \( Y_\omega \) is compatible with the coefficients \( \langle \phi_\omega, \hat{f}_\Phi \rangle \), simultaneously for all \( \omega \in \Omega_n \), an approach that dates back to [62]. This testing interpretation suggests how to choose the parameter \( \gamma_n \) in (4): the coefficients \( \langle \phi_\omega, f \rangle \) of the truth should satisfy the constraint with high probability. This can be achieved by the universal threshold

\[
\gamma_n(\kappa) = \kappa \sigma \sqrt{\frac{\log \#\Omega_n}{n}} \quad \text{for } \kappa > \kappa^* \quad \text{with } \kappa^* > 0 \text{ depending on } d \text{ and the dictionary } \Phi \text{ in an explicit way (see Theorem 1). This universal choice of the parameter } \gamma_n \text{ appears to us as a great conceptual and practical advantage of the estimator (4), in contrast to its penalized formulation, requiring more complex parameter-choice methods.}
(e.g. [52] or [78]). In particular, $\gamma_n$ in (5) can be precomputed using known or simulated quantities only.

The main conceptual contribution of this paper is to link the multiscale constraint in (4) and the Besov $B^{-d/2}_{\infty,\infty}$ norm. In fact, several dictionaries $\Phi$ used in practice have the following property: for each $n \in \mathbb{N}$ there is a finite subset $\Omega_n \subset \Omega$ such that

$$
\|g\|_{B^{-d/2}_{\infty,\infty}} \leq C \max_{\omega \in \Omega_n} | \langle \phi_\omega, g \rangle | + C \frac{\|g\|_{L^\infty}}{\sqrt{n}}
$$

holds for any function $g \in L^\infty$. This is a Jackson-type inequality [13], representing how well a function can be approximated in the Besov $B^{-d/2}_{\infty,\infty}$ norm by its coefficients with respect to $\Phi$. It is well-known that smooth enough wavelet bases satisfy this condition [13]. In Section 2.3 we will show that (6) holds for more general multiscale systems, e.g. systems of indicator functions of dyadic cubes, and mixed frames of wavelets and curvelets and of wavelets and shearlets.

For fixed $L > 0$, define the $BV \cap L^\infty$-ball of radius $L$,

$$
BV_L := \{ g \in BV \cap L^\infty \mid \|g\|_{L^\infty} \leq L, \ |g|_{BV} \leq L \}.
$$

The main contribution of this paper (Theorems 1 and 2 in Section 2.2) can be informally stated as follows.

**Main Theorem (Informal).** Fix the dimension $d \in \mathbb{N}$, and let $\Phi$ satisfy an inequality of the form (6) (see Assumption 1 in Section 2.2). Let the threshold $\gamma_n$ in (4) be as in (5). Then the estimator $\hat{f}_n$ in (4) attains the minimax optimal rate of convergence over $BV_L$ possibly up to a logarithmic factor ($(\log n)^2$ in $d = 1$ and $\log n$ else)

$$
\sup_{f \in BV_L} \mathbb{E}[\|\hat{f}_n - f\|_{L^2}] \leq C_L \text{polylog}(n) \ n^{\min\{\frac{1}{d+2}, \frac{1}{2d}\}}
$$

for $n$ large enough, for any $q \in [1, \infty)$, any $L > 0$ and a constant $C_L > 0$ independent of $n$ and $q$, but dependent on $L$, $\sigma$, $d$ and $\Phi$.

We remark that this reproduces the results by [70] for estimating $BV$ functions in a discrete model for $q = 2$ (quadratic risk). Indeed, [70] shows that the minimax rate with respect to the empirical $\ell^2$-risk scales as $n^{-\min\{\frac{1}{d+2}, \frac{1}{2d}\}}$. Our theorem explains this ”phase transition” in the risk between $d \leq 2$ and $d > 2$ as arising from the low smoothness of $BV$ functions and from the $L^q$-risk employed (see Figure 1 for an illustration of this).
Notably, the minimax rate in the Main Theorem for $q = 2$ also matches the minimax rate for estimating componentwise isotonic functions in the discrete regression model with respect to the empirical $\ell^q$ risk (see [42] for $q = 2$ and [20] for the general case $q \in [1, \infty)$). Remarkably, this means that the statistical complexity of estimating BV functions equals the complexity of estimating component-wise isotone functions. This result is well-known in dimension $d = 1$, as a function of bounded variation can be written as the difference of two monotone functions, but we are not aware of any such result in $d \geq 2$. Moreover, this complements the recent finding that entirely monotone functions have the same statistical complexity as functions of bounded variation in the sense of Hardy-Krause [29]. We remark, however, that bounded variation in the sense of Hardy-Krause is a much stronger assumption than bounded variation in the sense that we use here (see "Related work" for a discussion).

The proof of (8) relies on the compatibility between the frame constraint and the $B^{-d/2}_{-\infty, \infty}$ norm, as expressed in (6). Indeed, (6) allows us to relate the statistical multiscale constraint in (4) to an analytic object (the Besov norm). We can thus use techniques from harmonic analysis to analyze $\hat{f}_\Phi$, such as the interpolation inequality between $B^{-d/2}_{-\infty, \infty}$ and $BV$ [14],

$$
\|g\|_{L^q} \leq C_\gamma \|g\|_{B^{d/2}_{-\infty, \infty}} \|g\|_{BV} \quad \forall g \in B^{-d/2}_{-\infty, \infty} \cap BV
$$

for any $q \in [1, \frac{d+2}{d}]$, $d \geq 2$. This interpolation inequality relates the risk functional on the left-hand side with the data-fidelity and the regularization functionals on the right-hand side. It can be proven by a delicate analysis of the wavelet coefficients of functions of bounded variation (the original proof is in [14], and here we use an extension of (9) to periodic functions). The inequality (9) is the first step towards bounding the $L^q$-risk of $\hat{f}_\Phi$: inserting $g = \hat{f}_\Phi - f$ we can bound it in terms of the $B^{-d/2}_{-\infty, \infty}$ and the $BV$-risks. It can be shown that the $BV$-risk is bounded by a constant with high probability, while the $B^{-d/2}_{-\infty, \infty}$-risk can be handled using inequality (6) as follows:

$$
\|\hat{f}_\Phi - f\|_{B^{-d/2}_{-\infty, \infty}} \leq C \max_{\omega \in \Omega_n} |\langle \phi_\omega, \hat{f}_\Phi \rangle - Y_\omega| + C \frac{\sigma}{\sqrt{n}} \max_{\omega \in \Omega_n} \left| \int \phi_\omega(x) dW(x) \right| \\
+ C \frac{\|\hat{f}_\Phi - f\|_{L^\infty}}{\sqrt{n}}.
$$

The first term is bounded by $\gamma_n = O(n^{-1/2} \sqrt{\log \#\Omega_n})$ as in (5) by construction, and it represents the error that we allow the minimization procedure to make. The second term behaves as $O(n^{-1/2} \sqrt{\log \#\Omega_n})$ asymptotically.
almost surely, and it represents the stochastic error of the estimator. The third term arises from the compatibility between $\Phi$ and the Besov space $B_{\infty,\infty}^{-d/2}$ stated in (6). Inserting the result in (9) (which requires $d \geq 2$) yields the conclusion that $\|\hat{f}_\Phi - f\|_{L^q} \leq C \sqrt{n^{-1}} \log n$ with high probability. The bounds for $q \geq 1 + 2/d$ follow from Hölder’s inequality between $L^{1+2/d}$ and $L^\infty$. The proof for $d = 1$ follows the same lines, but it is slightly different. See Section 6 for the full proof.

The inequality (9) is sharp, in the sense that the norms in the right-hand side cannot both be replaced by weaker norms. In this sense, it is important that our estimator (4) combines a bound on the frame coefficients (related to the $B_{\infty,\infty}^{-d/2}$-norm) with control on the BV-seminorm. Finally, notice that the argument above does not rely on Gaussianity of the process $dW$: it holds whenever the random variables $\int \phi_\omega(x) dW(x)$ have subgaussian tails.

Example 1. In order to illustrate the performance of the estimator $\hat{f}_\Phi$, consider the situation where $d = 2$ and the dictionary $\Phi$ consists of normalized mollified indicator functions of dyadic squares [63],

$$\Phi = \left\{ \frac{1}{\sqrt{|B|}} \tilde{1}_B(x) \mid B \text{ dyadic square } \subseteq [0,1]^2 \right\},$$

where $|B|$ denotes the Lebesgue measure of the set $B$, $\tilde{1}_B = \varphi_{\epsilon} * 1_B$, $\varphi_{\epsilon} = \epsilon^{-d} \varphi(x/\epsilon)$ denotes the standard mollifier with $\varphi(x) = \tilde{c} \exp\left\{-\frac{1}{1-|x|^2}\right\} \mathbf{1}_{|x|<1}$, and $\epsilon = cn^{-1/d}$ for $c < 1$. Now, the estimator $\hat{f}_\Phi$ in (4) has to be computed under the constraint

$$\max_{\text{dyadic } |B| \geq \frac{1}{n}} \frac{1}{\sqrt{|B|}} \left| \int \tilde{1}_B(x) (g(x) - f(x)) \, dx - \frac{\sigma}{\sqrt{n}} \int \tilde{1}_B(x) dW(x) \right| \leq \gamma_n,$$

that is, $\Omega_n$ consists of all squares $B \subseteq [0,1]^2$ of area $|B| \geq 1/n$ with vertices at dyadic positions (see Section 2.3.2 for the details). In particular, the frame $\Phi$ satisfies Assumption 2 in Section 2.3.2, and hence also Assumption 1. The main peculiarity of $\hat{f}_\Phi$ is the data-fidelity term, which encourages proximity of $\hat{f}_\Phi$ to the truth $f$ simultaneously at all dyadic squares $B$. This results in an estimator that preserves features of the truth in both the large and the small scales, thus giving a spatially adaptive estimator. This is illustrated in Figure 2 (see Section 5 for computational details): the estimator $\hat{f}_\Phi$ succeeds to reconstruct the image well at both the large (sky and building) and small scales (stairway). For comparison we also show the classical TV-regularization estimator, a.k.a. Rudin-Osher-Fatemi (ROF) estimator [69], defined in (2), which employs a global $L^2$ data-fidelity term. The parameter
\( \lambda_n \) in (2) is chosen in an oracle way so as to minimize the distance to the truth, which serves as a benchmark for any data-driven parameter choice. Here we measure the "distance" by the symmetrized Bregman divergence of the \( BV \) seminorm (see Section 3 of [30] for a motivation for this and other distances). The ROF estimator successfully denoises the image in the large scales at the cost of losing details in the small scales. The reason is simple: the use of the \( L^2 \) norm as a data-fidelity, which only measures the proximity to the data globally. As a consequence, the optimal parameter \( \lambda_n \) is forced to achieve the best trade-off between regularization and data fidelity \textit{in the whole image}: in particular, in rich enough images there will be regions where one either over-regularizes or under-regularizes, e.g. in the stairway in Figure 2(d).

Other examples. Other estimators that minimize the \( BV \) seminorm and fall into our framework (4), covered by our theory, result from dictionaries \( \Phi \) consisting of a wavelet basis ([22], [43]), a curvelet frame [5] or a shearlet frame [46]. Such estimators have been proposed in the literature ([7], [30], [58]) and have been shown to perform very well in numerical examples, outperforming wavelet and curvelet thresholding, and TV-regularization with global \( L^2 \) data-fidelity, as illustrated in Figure 2.

Related work. This paper is related to a number of results at the cutting edge of statistics, mathematical imaging and applied harmonic analysis. As the literature is vast, we only mention some selective references. Starting with the seminal paper [69] that proposed the TV-penalized least squares estimator (2) for image denoising (the ROF estimator), the subsequently developed theory of TV-based estimators depends greatly on the spatial dimension. In dimension \( d = 1 \), [59] showed that the ROF-estimator attains the optimal rate of convergence in the discretized nonparametric regression model, and [24] proved that wavelet thresholding for estimation over \( BV \) attains the minimax rates with the exact logarithmic factors. We also refer to [18] and [25] for a combination of TV-regularization with related multiscale data-fidelity terms in \( d = 1 \), and to [32] and [55] for the combination of a multiscale constraint with a jump penalty for segmentation of one-dimensional functions.

In higher dimensions, the situation becomes more involved due to the low regularity of functions of bounded variation. There are roughly two approaches to deal with this: either employ a finer data-fidelity term, or discretize the problem. Concerning the first approach, we distinguish three different variants that are related to our work. First, [60] proposed the replacement of the \( L^2 \)-norm in the ROF functional by a weaker norm de-
Fig 2. (a) Original image, (b) noisy version with signal-to-noise ratio SNR = 5, (c) zoom in of the multiscale TV estimator in Example 1 with $\kappa = 1/2$ in (5), and (d) zoom in of the estimator $\hat{f}_{\lambda_n}$ from (2) with oracle $\lambda^*_n = \text{argmin} \mathbb{E}[D_{BV}(\hat{f}_{\lambda_n}, f)]$, where $D_{BV}(\cdot, \cdot)$ denotes the symmetrized Bregman divergence of the BV seminorm.
signed to match the smoothness of Gaussian noise. Several algorithms and theoretical frameworks using the Besov norm $B_{-1,\infty}^{-1}$ \cite{33}, the $G$-norm \cite{40} and the Sobolev norm $H^{-1}$ in $d = 2$ \cite{66} were proposed, but the statistical performance of these estimators has not been analyzed. A second variant (see \cite{27}, \cite{57} and \cite{58}) involved estimators of the form (4) with a wavelet basis $\Phi$. Following this approach and the development of curvelets (see e.g. \cite{5} for an early reference), \cite{7} and \cite{74} proposed the estimator (4) with $\Phi$ being a curvelet frame and a mixed curvelet and wavelet family, respectively, which showed good numerical behavior. The third line of development that leads to the estimator (4) is based on Nemirovski’s work \cite{62}, who credits S. V. Shil’man for the original idea (see also \cite{63}), and on Donoho’s work on soft-thresholding \cite{22}. Nemirovski proposed a variational estimator for nonparametric regression over Hölder and Sobolev spaces that used a data-fidelity term based on the combination of local likelihood ratio (LR) tests: the multiresolution norm. In statistical inverse problems, \cite{21} proposed an estimator using TV-regularization constrained by the sum of local averages of residuals, instead of the maximum we employ in (4), which was proposed by \cite{30}. Finally, during revision of this work we became aware of the work by \cite{29}, who consider estimation of functions of bounded variation in the sense of Hardy-Krause. This class of functions has higher regularity than $BV$, and hence is much smaller: it corresponds roughly to Sobolev $W^{d,1}$ functions, i.e., with $d$ partial derivatives in $L^1$, which explains the faster minimax rate $n^{-1/3}$ in any dimension.

The other approach to TV-regularization in higher dimensions is to discretize the observational model (1), thereby reducing the problem of estimating a function $f \in BV$ to that of estimating a vector of function values $(f(x_1), \ldots, f(x_n)) \in \mathbb{R}^n$, where $\{x_i\}$ are design points in $[0,1]^d$. In particular, the risk is measured by the Euclidean norm $\ell^2$ of $\mathbb{R}^n$, and not by the continuous $L^2$-norm. TV-regularized least squares in this discrete setting is nowadays fairly well understood for the $\ell^2$ risk. We mention \cite{16} and \cite{44}, who proved convergence rates in any dimension $d$, which were shown to be minimax optimal in that model \cite{70}. Its generalization to trend-filtering, where higher order derivatives are assumed to belong to $BV$, is a current research topic \cite{38}, \cite{79}. However, this discretized model is substantially different from the continuous model that we consider. In fact, the works just mentioned deal with a finite dimensional parameter space of discretized signals and regularize with the $\ell^1$-norm of the discrete gradient, which in the limit of finer discretization converges to the Sobolev $W^{1,1}$ seminorm. Hence, $BV$ functions are indistinguishable from Sobolev $W^{1,1}$ functions in the discretized model for any dimension $d \in \mathbb{N}$. However, the difference between
W^{1,1} and BV functions is significant: while the gradients of the former are finite Lebesgue continuous measures, the gradients of the latter can be any finite Radon measure, i.e. Lebesgue singular measures are allowed. Consequently, BV functions can have jump singularities, which makes their estimation significantly more challenging than estimating a Sobolev function. Therefore, in contrast to the analysis of discrete TV-regularization, the continuous setting is more subtle and genuinely analytical tools are needed, such as the interpolation inequality (9). Moreover, a limitation of discretized models is that they typically discretize the functions and the TV functional with respect to the same grid. The discretization of the signals is usually determined by the application, while different discretizations of the TV functional can have different effects (see e.g. [15]). It is hence useful to study the estimation of BV functions in the continuous setting, since it gives insight into the problem, independently of the discretization of signals or functionals.

Regarding the tools and techniques we use, we mention in particular the concept of an interpolation inequality that relates the risk functional, the regularization functional and the data-fidelity term (see [62] and [37]). While the inequality in those papers is essentially the Gagliardo-Nirenberg inequality for Sobolev norms (see Lecture II in [65]), we extend and make use of interpolation inequalities for the BV norm, e.g. equation (9), see [14] and [50]. Finally, as opposed to [37], we formulate our results in the white noise model. This eases the incorporation of results from harmonic analysis (e.g. the interpolation inequalities between BV and $B^{-d/2}_{2,\infty}$ and the characterization of Besov spaces by local means) into our statistical analysis, as discretization effects (due to sampling) do not occur. See, however, Section 7 for a discussion of our results in the latter case, where we show that the discretization leads to a qualitative difference between estimation in dimensions $d = 1, 2$ than in $d \geq 3$.

Organization of the paper. In Section 2 we state general assumptions on the family $\Phi$ under which the estimator $\hat{f}_\Phi$ is shown to be nearly minimax optimal over the set $BV_L$. We give a complete statement of the Main Theorem. Then we present examples of the estimator (4) where $\Phi$ is a wavelet basis, a multiresolution system, and a curvelet or shearlet frame combined with wavelets. In Sections 3 and 4 we present the extension of our results to the nonperiodic setting and to the discrete nonparametric regression model, respectively. In Section 5 we discuss the efficient numerical implementation of the frame-constrained TV estimator. The proof of the main theorem is given in Section 6, while some analytical results and proofs are relegated to the Supplement. In Section 7 we briefly discuss possible extensions.
Notation. We denote the Euclidean norm of a vector $v = (v_1, \ldots, v_d) \in \mathbb{R}^d$ by $|v| := (v_1^2 + \cdots + v_d^2)^{1/2}$. For a real number $x$, define $|x| := \max\{m \in \mathbb{Z} \mid m \leq x\}$ and $[x] := \min\{m \in \mathbb{Z} \mid m > x\}$. The cardinality of a finite set $X$ is denoted by $\#X$. We say that two norms $\| \cdot \|_\alpha$ and $\| \cdot \|_\beta$ in a normed space $V$ are equivalent, and write $\|v\|_\alpha \asymp \|v\|_\beta$, if there are constants $c_1, c_2 > 0$ such that $c_1\|v\|_\alpha \leq \|v\|_\beta \leq c_2\|v\|_\alpha$ for all $v \in V$. Finally, we denote by $C$ a generic positive constant that may change from line to line.

2. Results.

2.1. Basic definitions. For $k \in \mathbb{N}$, let $C^k$ denote the space of $k$-times continuously differentiable periodic functions on $[0,1)^d$, which we identify with the $d$-torus $\mathbb{T}^d$. The space of 1-periodic functions of bounded variation $BV$ consists of functions $g \in L^1$ whose weak distributional gradient $\nabla g = (\partial_{x_1} g, \cdots, \partial_{x_d} g)$ is a periodic, $\mathbb{R}^d$-valued finite Radon measure on $[0,1)^d$ [28]. The finiteness implies that the bounded variation seminorm of $g$, defined by

$$
(11) \quad |g|_{BV} := \sup \left\{ \int_{\mathbb{T}^d} g(x) \operatorname{div}(h(x)) \, dx \mid h \in C^1(\mathbb{T}^d; \mathbb{R}^d), \|h\|_{L^\infty} \leq 1 \right\},
$$

is finite, where $\operatorname{div}(h)$ is the divergence of the vector field $h = (h_1, \ldots, h_d)$, and $\|h\|_{L^\infty} := \sup_{x \in \mathbb{T}^d} (\sum_{i=1}^d |h_i(x)|^2)^{1/2}$ denotes the supremum of its magnitude. $BV$ is a Banach space with the norm $\|g\|_{BV} = \|g\|_{L^1} + |g|_{BV}$, see [28]. For $S \in \mathbb{N}$, let $\Phi = \{\psi_{j,k,e} \mid (j,k,e) \in \Omega\}$ be an $S$-regular wavelet basis for $L^2$ whose elements are $S$ times continuously differentiable with absolutely integrable $S$-th derivative, indexed by the set

$$
(12) \quad \Omega := \{(j,k,e) \mid j \geq 0, k \in P_j^d, e \in E_j\}, \quad \text{with}
$$

$$
P_j^d := \{k = (k_1, \ldots, k_d) \mid k_i = 0, \ldots, 2^j - 1, i = 1, \ldots, d\},$$

$$
E_j := \begin{cases} 
\{0,1\}^d & \text{if } j = 0, \\
\{0,1\}^d \setminus \{0, \ldots, 0\} & \text{else}.
\end{cases}
$$

In particular, we consider wavelets of the form

$$
\psi_{j,k,e}(x) = 2^{jd/2} \psi_e(2^j x - k),
$$

where $\psi_e(z_1, \ldots, z_d) = \prod_{i=1}^d \psi_{e_i}(z_i)$ is a tensor product of periodized one-dimensional wavelets, and

$$
\psi_{e_i}(\cdot) = \begin{cases} 
\psi(\cdot) & \text{if } e_i = 1, \\
\varphi(\cdot) & \text{else},
\end{cases}
$$

for $e_i, i \in \{0,1\}$.
denotes either the mother wavelet or the father wavelet of a one-dimensional wavelet basis of $L^2$. The index $(0, \cdots, 0) \in E_0$ refers here to (shifts of) the father wavelet $\psi_{0,k,0} = \varphi(-k)$. See e.g. Section 4.3.6 in [34] for the construction of such a basis. Then for $p, q \in [1, \infty]$ and $s \in \mathbb{R}$ with $S > |s|$, the Besov norm of a (generalized) function is defined by

$$
\|g\|_{B_s^{p,q}} := \left( \sum_{j \in \mathbb{N}_0} 2^{jq(s+d(\frac{1}{2}-\frac{1}{p}))} \left( \sum_{k \in P^d} \sum_{e \in E_j} |\langle \psi_{j,k,e}, g \rangle|^p \right)^{q/p} \right)^{1/q},
$$

with the usual modifications if $p = \infty$ or $q = \infty$. If $s > 0$ and $p \in [1, \infty)$, the Besov space $B_{p,q}^s$ consists of $L^p$ functions with finite Besov norm, while if $s > 0$ and $p = \infty$, then $B_{p,q}^s$ consists of continuous functions with finite Besov norm. In these cases, $\langle \cdot, \cdot \rangle$ denotes the standard inner product in $L^2$. If $s \leq 0$, $B_{p,q}^s$ consists of periodic distributions $\mathcal{D}^s(\mathbb{T}^d)$ with finite Besov norm. Here, $\mathcal{D}^s(\mathbb{T}^d)$ denotes the space of periodic distributions, defined as the topological dual to the space of infinitely differentiable periodic functions $C^\infty(\mathbb{T}^d)$ (see Section 4.1.1 in [34]). In that case, $\langle \psi_{j,k,e}, g \rangle$ is interpreted as the action of $g \in \mathcal{D}^s(\mathbb{T}^d)$ on the function $\psi_{j,k,e}$.

Finally, we define the Fourier transform of a function $g \in L^1(\mathbb{T}^d)$ by

$$
\mathcal{F}[g](\xi) := \int_{\mathbb{T}^d} g(x) e^{-2\pi i \xi x} \, dx, \quad \xi \in \mathbb{Z}^d.
$$

The Fourier transform of a function $g \in L^1(\mathbb{R}^d)$ is defined as in (14) extending the integration over $\mathbb{R}^d$. The formal definition of the Fourier transform is as usual extended to functions in $L^2$ and, by duality, to distributions $\mathcal{D}^s(\mathbb{T}^d)$ (see e.g. Section 4.1.1 in [34]).

2.2. Main result. The main ingredient of the estimator (4) is the dictionary $\Phi$, on which we impose the following assumptions.

**ASSUMPTION 1.** $\Phi$ is of the form $\Phi = \{ \phi_\omega \mid \omega \in \Omega \} \subset L^2$ for a countable set $\Omega$ and functions satisfying $\|\phi_\omega\|_{L^2} = 1$ for all $\omega \in \Omega$. For each $n \in \mathbb{N}$, consider a subset $\Omega_n \subset \Omega$ of polynomial growth, meaning that $cn^\Gamma \leq \# \Omega_n \leq Q(n)$ for all $n$ for a polynomial $Q$ and constants $c, \Gamma > 0$. The sets $\Omega_n$ are assumed to satisfy the inequality (6) for any $g \in L^\infty$.

**Examples.**

a) The simplest example of a system $\Phi$ satisfying Assumption 1 is a sufficiently smooth wavelet basis. Indeed, the assumption follows from the characterization of Besov spaces in terms of wavelets (see Proposition 1 below).
b) Another family $\Phi$ satisfying Assumption 1 is given by translations and rescalings of (the smooth approximation to) the indicator function of a cube. In Section 2.3.2 we verify the assumption for such a system, that has been used previously as a dictionary for function estimation (see [37]).

c) In Section 2.3.3 we show that frames containing a smooth wavelet basis and a curvelet or a shearlet frame (which play a prominent role in imaging) satisfy Assumption 1.

**Definition 1.** Assume the model (1), and let $Y_\omega$ be as in (3) the projections of the white noise model onto a dictionary $\Phi$ satisfying Assumption 1. We denote the estimator in (4) as frame-constrained TV-estimator with respect to the dictionary $\Phi$, where we minimize over the set

$$X_n := \{ g \in BV \cap L^\infty \mid \| g \|_{L^\infty} \leq \log n \}.$$  

We use the convention in (4) that, whenever the argmin is taken over the empty set, $\hat{f}_\Phi$ is the constant zero function.

In the following we assume that $n \geq 2$ in order to avoid $\log 1 = 0$. The reason for the additional constraint $\| g \|_{L^\infty} \leq \log n$ is technical: We will need upper bounds on the supremum norm of $\hat{f}_\Phi$. As it turns out, the upper bound $\log n$ will not affect the minimax polynomial rate of convergence of the estimator (but it yields additional logarithmic factors). Alternatively, if we knew an upper bound $L$ for the supremum norm of $f$, we could choose $X_n = \{ g \in BV \cap L^\infty \mid \| g \|_{L^\infty} \leq L \}$. In that case, the risk bounds in Theorem 1 would improve in some logarithmic factors (see Remark 2).

**Theorem 1.** Let $d \in \mathbb{N}$, and assume the model (1) with $f \in BV_L$ for some $L > 0$. Let further $q \in [1, \infty)$.

a) Let $\gamma_n$ be as in (5) with $\kappa > 1$, and let $\Phi$ be a family of functions satisfying Assumption 1. Then for any $n \in \mathbb{N}$ with $n \geq e^L$, the estimator $\hat{f}_\Phi$ in (4) with parameter $\gamma_n$ satisfies

$$\| \hat{f}_\Phi - f \|_{L^q} \leq C n^{-\min\left(\frac{d+2}{d+2}, \frac{1}{\kappa}\right)} (\log n)^{3-\min\{d,2\}}$$

with probability at least $1 - \left(\#\Omega_n\right)^{1-\kappa^2}$ uniformly over $f \in BV_L$.

b) Under the assumptions of part a), if $\kappa^2 > 1 + \frac{1}{(d+2)\Gamma}$ with $\Gamma$ as in Assumption 1, then

$$\sup_{f \in BV_L} \mathbb{E}\left[\| \hat{f}_\Phi - f \|_{L^q}\right] \leq C n^{-\min\left(\frac{d+2}{d+2}, \frac{1}{\kappa}\right)} (\log n)^{3-\min\{d,2\}}$$

holds for $n$ large enough and a constant $C > 0$ independent of $n$. 

Remark 1.

a) Notice that part a) of the theorem implies that (16) holds asymptotically almost surely if \( \kappa^2 > 2 \).
b) By the assumption that \( \| \phi_{\omega} \|_{L^2} = 1 \forall \omega \in \Omega \), we have the tail bound

\[
P \left( \max_{\omega \in \Omega_n} \left| \int_{\mathbb{T}^d} \phi_{\omega}(x) \, dW(x) \right| \geq t \right) \leq \#\Omega_n \, e^{-t^2/2},
\]

for any \( n \in \mathbb{N} \) and \( t \geq 0 \), where \( dW \) denotes the white noise process in \( L^2(\mathbb{T}^d) \). This bound follows from Chernoff’s inequality and the union bound, and it will play an important role for bounding the stochastic estimation error of the estimator \( \hat{f}_\Phi \).
c) The constants in the right hand-side of the theorem depend on the noise level \( \sigma \) like \( C_\sigma \propto \max \{ \sigma^2, 1 \}^{\min \{ \frac{1}{d+2}, \frac{1}{d} \}} \). This matches the lower bound in Theorem 2 for \( \sigma \geq 1 \).

Remark 2. The logarithmic factors in (16) and (17) are equal to \( (\log n)^2 \) for \( d = 1 \) and to \( \log n \) for \( d \geq 2 \). They arise in part from the bound \( \| \hat{f}_\Phi \|_{L^\infty} \leq \log n \) (that we get from minimizing over \( X_n \) in (15)). Indeed, if we additionally constrain the estimator to \( \| \hat{f}_\Phi \|_{L^\infty} \leq C \), the factors can be improved to \( (\log n)^{1+\min \{ \frac{1}{d+2}, \frac{1}{d} \}} \) and \( (\log n)^{\min \{ \frac{1}{d+2}, \frac{1}{d} \}} \) for \( d = 1 \) and \( d \geq 2 \), respectively. See Proposition 5 in Section 6 for an explanation of the different factors in \( d = 1 \) and \( d \geq 2 \).

Regarding the optimality of the log factors, we distinguish two cases:

- Case \( q < 1 + 2/d \). It is known that the minimax rate for \( BV \) functions is exactly of order \( n^{-1/(d+2)} \), see [53] (where the same rate is shown for a larger Besov class \( B^{1}_{1,\infty} \)). Here we do lose a logarithmic factor, and it is unclear whether this is due to our analysis or the method itself.
- Case \( q \geq 1 + 2/d \). It is not known whether our lower bounds in Theorem 2 are optimal or not. We conjecture that the minimax optimal rate should have some logarithmic factors, as it is seen in the discrete setting [70, Theorem 2] when \( q = 2 \) and \( d \geq 2 \). In this case, the logarithmic factors in our results might be potentially optimal.

Remark 3. Recall that our parameter set \( BV_L \) involves a bound on the supremum norm. This bound can be relaxed to a bound on the Besov \( B^{0}_{\infty,\infty} \) norm without changing the convergence rate \( n^{-\min \{ \frac{1}{d+2}, \frac{1}{d} \}} \) for \( \hat{f}_\Phi \). Indeed, assume for simplicity that \( \Phi \) is an orthonormal wavelet basis of \( L^2 \), and for \( n \in \mathbb{N} \) let \( \Omega_n \) index the wavelet coefficients up to level \( J = \left\lfloor \frac{\log n}{d \log 2} \right\rfloor \). In the
proof of Theorem 1 we need a relaxed form of Assumption 1, namely an inequality of the form

$$\max_{(j,k,e)\in \Omega} |\langle \psi_{j,k,e}, g \rangle| \leq \max_{(j,k,e)\in \Omega} |\langle \psi_{j,k,e}, g \rangle| + C 2^{-Jd/2} \forall J \in \mathbb{N}$$

for sufficiently smooth $g$. But this inequality for all $J \in \mathbb{N}$ is equivalent to $\|g\|_{B_{0,\infty}^0} \leq C$ (see Bernstein-type inequalities for Besov spaces, e.g. in Section 3.4 in [13]). Consequently, Theorem 1 can be extended to show that the estimator $\hat{f}_\Phi$ with an orthonormal wavelet basis $\Phi$ attains the optimal polynomial rates of convergence uniformly over the enlarged parameter space $BV_L := \{ g \in BV \, | \, |g|_{BV} \leq L, \, \|g\|_{B_{0,\infty}^0} \leq L \}$.

One could ask whether the requirement $\|g\|_{B_{0,\infty}^0} \leq L$ can be relaxed further. This is not the case if $d \geq 2$. Indeed, since the embedding $B_{1,\infty}^1 \subset B_{0,\infty}^0$ holds for $d = 1$ only (see (13)), and since we have $BV \subset B_{1,\infty}^1$, we see that a typical function of bounded variation does not belong to $B_{0,\infty}^0$ if $d \geq 2$. Hence, the Jackson-type inequality in (18) cannot hold for general functions of bounded variation in $d \geq 2$. This explains why our parameter space is the intersection of a $BV$-ball with an $L_\infty$-ball (or a $B_{0,\infty}^0$-ball).

Finally, we remark that most works in function estimation deal with Hölder functions, or Sobolev $W^{k,p}$ functions with $k > d/p$, so the assumption $f \in L_\infty$ is implicit. Alternatively, we refer to Section 3 in [51] and to [19] for examples of estimation over Besov bodies $B_{p,q}^s$ where uniform boundedness has to be assumed explicitly if $s < d/p$.

We can now state the main result of this paper, which is a direct consequence of Theorem 1.

**Theorem 2.** Under the assumptions of Theorem 1, the estimator $\hat{f}_\Phi$ is minimax optimal up to logarithmic factors over the parameter set $BV_L$ defined in (7) with respect to the $L^q$-risk for $q \in [1,\infty)$ in any dimension $d \in \mathbb{N}$, i.e.,

$$\inf_{\hat{f}} \sup_{f \in BV_L} \mathbb{E}[\|\hat{f} - f\|_{L^q}] \geq C (\sigma^2/n)^{\min\{1/d, 1/q\}}$$

for any $q \in [1,\infty)$, where the infimum runs over all measurable functions from the sample space of $dY$ in (1) to the reals.

The proof of Theorem 2 is given in Section 6.2. It consists of proving a lower bound for the minimax risk over $BV_L$, which we show agrees with the upper bound proven in Theorem 1.
2.3. **Examples.**

2.3.1. **Wavelet-based estimator.** For $S \in \mathbb{N}$, let $\Phi = \{\psi_{j,k,e} \mid (j, k, e) \in \Omega\}$ be an $S$-regular wavelet basis of $L^2(\mathbb{T}^d)$ as described in Section 2.1. For $n \in \mathbb{N}$, $n \geq 2^d$, define the subset

$$\Omega_n := \{(j, k, e) \in \Omega \mid j = 0, \ldots, J - 1\},$$

with $J = \left\lfloor \frac{\log n}{d \log 2} \right\rfloor$. Note that $2^{-d} n \leq \#\Omega_n = 2^{jd} \leq n$ for any $n \geq 2^d$.

**Proposition 1.** An $S$-regular wavelet basis of $L^2$ as in Section 2.1 with $S > \max\{1, d/2\}$ satisfies Assumption 1 with the sets $\Omega_n$ in (19), a linear polynomial $Q(x) = x$ and parameter $\Gamma = 1$.

For the proof, see Section 2.1 in the Supplement. A direct consequence of this proposition and of Theorem 1 is that the frame-constrained TV-estimator with the wavelet basis above is nearly minimax optimal over $BV_L$.

**Remark 4.** In dimension $d = 1$, [24] proved that thresholding of the empirical wavelet coefficients of the observations gives an estimator that attains the minimax optimal convergence rate over $BV$. In contrast, our estimator combines a constraint on the wavelet coefficients with a control on the $BV$-seminorm: this second aspect is crucial in higher dimensions. Indeed, in the proof of Theorem 1 we bound the risk by the $B^{-d/2}_{\infty,\infty}$-norm of the residuals, which is the maximum of their wavelet coefficients, and the $BV$-norm of the residuals. The optimality of the estimator (4) depends crucially on the bound $\|\hat{f}_\Phi - f\|_{BV} \lesssim \log n$, which essentially amounts to a bound on the high frequencies of the residuals. But that is precisely the difficulty with wavelet thresholding of $BV$ functions in higher dimensions. To the best of our knowledge, wavelet thresholding has been shown to perform optimally over Besov spaces $B^{s}_{p,t}$ for $s > d(1/p - 1/2)$ only (see e.g. [19]). This condition guarantees that the wavelet coefficients of the truth $f$ decay fast enough, which itself allows one to control the high frequencies of the residuals. But that assumption is not satisfies for $BV$ in dimension $d \geq 2$, since we have $B^{1}_{1,1} \subset BV$, which satisfies $1 > d/2$ for $d = 1$ only.

2.3.2. **$m$-adic multiscale systems.** We construct the multiscale TV-estimator by choosing $\Phi$ to be a family of smooth functions supported in cubes of different sizes at different locations. Assumption 2 makes this precise. For notational simplicity, we sometimes index the set functions in $\Phi$ by the cube $B \subset [0, 1)^d$ in which they are supported, and the set of all cubes considered is denoted by $\Omega$. 


**Assumption 2.** The system of functions $\Phi = \{ \phi_B \mid B \in \Omega \}$ satisfies the following conditions:

a) for fixed $m \in \mathbb{N}$, $m \geq 2$, the set $\Omega$ consists of the intersections with $[0, 1]^d$ of all $m$-adic cubes at $m$-adic positions contained in $[0, 2]^d$. For each $n \in \mathbb{N}$ with $n \geq m^d$, define $J = \lceil \frac{1}{d \log m} \rceil$, $R = J \max\{1, \frac{d}{2}\}$ and

$$\mathcal{D}_R := \{ \vec{k} = (k_1 m^{-R}, \ldots, k_d m^{-R}) \mid k_i = 0, \ldots, m^R - 1, \ i = 1, \ldots, d \},$$

$$\Omega_n := \left\{ (\vec{k} + [0, m^{-j})^d) \cap [0, 1)^d \mid j = 0, \ldots, J - 1, \vec{k} \in \mathcal{D}_R \right\};$$

b) there is a function $K \in C^\infty(\mathbb{R}^d)$ with $\text{supp} \ K \subseteq [0, 1)^d$, $|\mathcal{F}[K](\xi)| > 0$ in $|\xi| < 2$ and $\|K\|_{L^2(\mathbb{R}^d)} = 1$, $\|K\|_{L^\infty(\mathbb{R}^d)} \leq 2$ such that all functions $\phi_B \in \Phi$ are given by translation, dilation and rescaling of $K$. More precisely, for each cube $B \in \Omega$ of the form $B = \vec{k}_B + [0, |B|^{1/d})^d$, the function $\phi_B \in \Phi$ is given by

$$\phi_B(z) = |B|^{-1/2} K(|B|^{-1/d}(z - \vec{k}_B)).$$

**Remark 5.**

a) An example of a function $K$ satisfying the above assumptions is the ($L^2$-normalized) convolution of the indicator function of the cube $[\frac{1}{4}, \frac{3}{4}]^d$ with the standard mollifier. More generally, the Fourier transform of the indicator function of the cube $[a, b] \subset [0, 1]^d$ satisfies $|\mathcal{F}[1_{[a,b]}](\xi)| > 0$ for $|\xi \cdot (b - a)| < 1$. Taking $K$ to be a smooth approximation to an indicator function, the estimator (4) is reminiscent of that proposed by [30].

b) For given $m \geq 2$ and $n \in \mathbb{N}$ with $n \geq m^d$, $\# \Omega_n = J m^{dR} = J m^d J \max\{1, d/2\}$, whence

$$n^{\max\{1, d/2\}} \leq \# \Omega_n \leq n^{\max\{1, d/2\}} \log n.$$

**Proposition 2.** Let $\Phi = \{ \phi_B \mid B \in \Omega \}$ satisfy Assumption 2. Then it satisfies Assumption 1 with polynomial $Q(x) = x^{\max\{1, d/2\}+1}$ and $\Gamma = \max\{1, d/2\}$.

See Section 2.2 of the Supplement for the proof of Proposition 2. We remark that part of the proof of Proposition 2 is based on a characterizations of Besov spaces via local means [75]. Again this proposition together with Theorem 1 proves near minimax optimality for the multiscale TV-estimator.
2.3.3. Shearlet and curvelet estimators. Another relevant example of the estimator in (4) in \(d \geq 2\) corresponds to the case when \(\Phi\) contains a frame of shearlets or curvelets. While classical curvelets are defined for \(d = 2\) (see e.g. [5]), there are several extensions to higher dimensions. In order to simplify and unify the analysis, in this paper we will work with the construction of shearlets in Section 3 of [47], and the curvelet frame from Section 7 of [2]. The reason for working with these constructions is that they are defined in all dimensions by a partition of frequency space, thus simplifying the notation. We nevertheless remark that the analysis presented here can be easily adapted to other curvelet and shearlet constructions.

Let \(\{\varphi_j, \tilde{\theta} \mid (j, \tilde{\theta}) \in \Xi\}\) denote either the tight shearlet frame or the tight curvelet frame mentioned above. Then \(\{\varphi_j, \tilde{\theta} \mid (j, \tilde{\theta}) \in \Theta\}\) consists of the normalized periodizations of the elements \(\varphi_j, \tilde{\theta}\) that have a nonzero overlap with the indicator function of the unit cube, i.e., \(\int_{[0,1]^d} \varphi_j, \tilde{\theta}(z) \, dz \neq 0\). For simplicity of the notation, we index the elements by \((j, \tilde{\theta}) \in \Theta \subset \mathbb{N}_0 \times \tilde{\Theta}, j \geq 0\) plays the role of a scale index, and \(\tilde{\theta}\) indexes the position and orientation of the frame elements (see the references above for the precise construction in each case). In the rest of this section we will consider frames of \(L^2(\mathbb{T}^d)\) that contain the set \(\{\varphi_j, \tilde{\theta} \mid (j, \tilde{\theta}) \in \Theta\}\).

**Assumption 3.** Let \(\{\psi_{j,k,e} \mid (j,k,e) \in \Theta^W\}\) denote an \(S\)-regular wavelet basis of \(L^2(\mathbb{T}^d)\) with \(S > \max\{1, d/2\}\), and let \(\{\varphi_j, \tilde{\theta} \mid (j, \tilde{\theta}) \in \Theta\}\) denote the set of functions constructed above. Then define \(\Phi := \{\psi_{j,k,e} \mid (j,k,e) \in \Theta^W\} \cup \{\varphi_j, \tilde{\theta} \mid (j, \tilde{\theta}) \in \Theta\}\). Further, for \(n \in \mathbb{N}\) define \(J = \lfloor \frac{\log n}{\alpha} \rfloor\) and let \(\Phi_n := \{\psi_{j,k,e} \mid (j,k,e) \in \Theta^W_n\} \cup \{\varphi_j, \tilde{\theta} \mid (j, \tilde{\theta}) \in \Theta_n\}\), where

\[
\Theta^W_n := \{(j,k,e) \in \Theta^W \mid j = 0, \ldots, J - 1\}, \\
\Theta_n := \{(j, \tilde{\theta}) \in \Theta \mid j = 0, \ldots, J - 1\},
\]

where \(J \in \mathbb{N}\) is the largest possible natural number such that \(2^{d(J-1)} \leq \#\Theta_n \leq 2^{dJ}\). For consistency with the notation in the previous sections, we define the joint index set \(\Omega_n := \Theta^W_n \cup \Theta_n\).

**Remark 6.**

a) The assumption that \(\Phi\) contains a wavelet basis as well as a directional frame is crucial. Indeed, the wavelet basis allows us to upper-bound the Besov norm \(B^{-d/2}_{\infty, \infty}\) by the maximum over the frame coefficients with respect to \(\Phi\), which we need in order to establish Assumption 1. Alternatively, if \(\Phi\) consisted on a curvelet frame only, the embeddings...
Lemma 9 in [2] together with classical embeddings of Besov spaces (see Remark 4 of Section 3.5.4 in [72]) would give the bound
\[ \|g\|_{B^{-d/2}_\infty(\mathbb{R}^d)} \leq C \max_{(j, \hat{\theta}) \in \Theta} 2^{j\delta} |\langle \varphi_j, \hat{\theta}, g \rangle| \]
for smooth enough functions \( g \), and a \( \delta > 0 \) that depends on the dimension. Accordingly, the third step in the sketch of the proof of Theorem 1 would deteriorate to
\[ \|\hat{f}_\Phi - f\|_{B^{-d/2}_\infty(\mathbb{T}^d)} \leq C \frac{n^{\delta'}}{\sqrt{n}} \text{Polylog}_{d, \delta'}(n) \]
for some \( \delta' > 0 \), and a polylogarithmic factor that diverges as \( \delta' \to 0 \). This results in a polynomially suboptimal rate of convergence. We remark that this limitation arises from the suboptimal embeddings between Besov spaces and decomposition space associated with the curvelet frame. The situation for the shearlet frame is analogous, as its associated decomposition space equals that of the curvelet frame (see Proposition 4.4 in [47]).

b) We make the assumption that \( \# \Theta_n \leq 2^{dJ} \) for any \( n \in \mathbb{N} \) and \( J = \left\lfloor \frac{1}{d} \log_2 n \right\rfloor \) in order to simplify subsequent computations. The assumption is justified, since the cardinality of \( \Theta_n \) behaves indeed like \( O(2^{dJ}) \). In fact, the number of curvelet (or shearlet) frame elements at scale \( 2^{-j} \) that have a nonzero overlap with the unit cube behaves as \( 2^{d_j} \), since there are \( O(2^{j+d-1}) \) positions and \( O(2^{d-1}) \) orientations. We refer to Section 8.2 in [6] and [2] for the details. The claim for the shearlet frame follows from that of the curvelet frame by the comparison in Section 4.4 in [47].

The constructions of tight curvelet frames in [2] and of shearlet frames in [47] yield smooth frame elements that are exponentially decaying in space. We use this to show that the family \( \Phi \) satisfies Assumption 1.

**Proposition 3.** Let \( \Phi \) satisfy Assumption 3 with either the shearlet or the curvelet frame. Then it satisfies Assumption 1 with \( Q(x) = 2x \) and \( \Gamma = 1 \).

The proof of Proposition 3 is given in Section 2.3 of the Supplement. As a consequence, we conclude from Theorem 1 that the curvelet TV-estimator is nearly minimax optimal for estimating \( BV_L \) functions.
We close this section presenting some dictionaries \( \Phi \) that do not satisfy Assumption 1, where hence Theorem 1 does not apply.

a) Wavelet systems of low smoothness do not satisfy Assumption 1. Our result relies crucially on the fact that the Besov spaces \( B_{\infty,\infty}^{-d/2} \) and \( B_{1,1}^1 \) can be characterized by the size of wavelet coefficients. For that, wavelet bases with \( S - 1 \) vanishing moments and smoothness \( S \) are needed with \( S > \max\{1, d/2\} \) (see Section 4.3 in [34]).

b) For the multiscale TV-estimator in Section 2.3.2 we considered a dictionary \( \Phi \) consisting on smoothed indicator functions of cubes in \([0, 1]^d\). The smoothing part is essential, since we need enough regularity in order to bound the Besov \( B_{\infty,\infty}^{-d/2}\)-norm in terms of this dictionary, which is done by the characterization of Besov spaces by local means (see Section 2.2 of the Supplement).

c) As argued in part a) of Remark 6, a dictionary consisting solely of a curvelet frame or a shearlet frame does not suffice, since the decomposition spaces they generate (in the sense of [2]) do not match Besov spaces exactly, whence Assumption 1 does not hold.

3. Extension to nonperiodic functions. In this section we show how our approach generalizes to the estimation of nonperiodic functions. For simplicity, we consider functions supported on \([0, 1]^d\), but our approach applies to functions supported on bounded sets whose boundary has bounded \((d-1)\)-Lebesgue measure. Consider observations from the white noise model

\[
dY(x) = f(x) \, dx + n^{-1/2}dW(x), \quad x \in [0, 1]^d,
\]

where

\[
f \in BV_L([0, 1]^d) := \{ f \in BV([0, 1]^d) \mid |f|_{BV([0, 1]^d)} \leq L, \|f\|_{L\infty} \leq L \},
\]

and the \( BV([0, 1]^d) \) seminorm is defined as in (11) with the difference that \( h \) runs over \( C_1^1([0, 1]^d; \mathbb{R}^d) \).

In a nutshell, our approach to estimate \( f \) in (20) is to embed that model into the periodic model (1), apply the periodic estimator there, and then restrict back to \([0, 1]^d\). In the following we explain this approach.

3.1. Embedding into the periodic setting. Given the data (20), we define new observations by "padding" \( dY \) with periodic white noise, i.e.,

\[
dY(x) = \begin{cases} 
    dY(x) & \text{if } x \in [0, 1]^d, \\
    dW(x) & \text{if } x \in [-\epsilon, 1 + \epsilon]^d \setminus [0, 1]^d
\end{cases}
\]
for a fixed $\epsilon > 0$, where $d\widetilde{W}$ is a Gaussian white noise process over the torus $\mathbb{T}^d$, which we identify with $[-\epsilon, 1 + \epsilon]^d$ with periodic boundary conditions.

Defining the function $f_{ext} = f1_{[-\epsilon, 1+\epsilon]^d}$ and its periodic extension $f_{per}$, we easily see that

$$
\|f_{per}\|_{L^\infty(\mathbb{T}^d)} = \|f\|_{L^\infty([0,1]^d)} \leq L \\
|f_{per}|_{BV(\mathbb{T}^d)} = |f1_{[-\epsilon,1+\epsilon]^d}|_{BV(\mathbb{R}^d)} \leq |f|_{BV([0,1]^d)} + |\partial [0,1]^d| \|f\|_{L^\infty([0,1]^d)} \\
\leq (1 + 2^d) L
$$

These last inequalities follow from the fact that, by extending $f$ by zero outside of $[0,1]^d$, we are potentially introducing jumps at the boundary of $[0,1]^d$. Therefore, the total variation of $f$ over $\mathbb{R}^d$ is bounded by its total variation inside the hypercube plus the worst case variation at the boundary, which is bounded by the maximum jump size (i.e. $\|f\|_{L^\infty}$) times the $d - 1$-Lebesgue measure of the boundary, which equals $2^d$ for $[0,1]^d$. This implies that $f_{per} \in BV_L(\mathbb{T}^d)$ as defined in (7) (up to relabeling of the constant $L$).

### 3.2. Nonperiodic estimator.

Given observations $d\tilde{Y}$ as in (21), which follow model (1) with drift $f_{per}$, we compute the estimator $\hat{f}_\Phi$ as in (4), which for suitable frame and threshold $\gamma_n$ attains the optimal convergence rate. In order to estimate the original function $f$, we remove the padding of $\hat{f}_\Phi$, i.e.,

$$(22) \quad \hat{f}(x) := \hat{f}_\Phi(x)1_{[0,1]^d}(x), \quad x \in [0,1]^d.$$ 

**Theorem 3.** Let $d \in \mathbb{N}$, $q \in [1,\infty)$ and assume model (20). Let $\Phi$ satisfy Assumption 1, and $\gamma_n$ be as in (5) with $\kappa^2 > 1 + \frac{1}{(d+2)T}$. Let the estimator $\hat{f}_\Phi$ be as in (4) with parameter $\gamma_n$, and define $\hat{f}$ as in (22). We have that

$$
\sup_{f \in BV_L([0,1]^d)} \mathbb{E}[\|\hat{f} - f\|_{L^q([0,1]^d)}] \leq C n^{-\min\left(\frac{1}{(d^2+4)}, \frac{1}{(d+2)}\right)} (\log n)^{3-\min(d,2)}
$$

holds for $n$ large enough and a constant $C > 0$ independent of $n$.

The proof of Theorem 3 is given in Section 3 of the Supplement.

### 4. Extension to discretized model.

In this section we show how the frame-constrained TV estimator can be extended to the discrete nonparametric regression model, and prove a convergence result for it. Consider observations from the model

$$(23) \quad Y_i = f(x_i) + \sigma \epsilon_i, \quad x_i \in \Gamma_n, \quad i = 1, \ldots, n,$$
where we assume that \( n = m^d \) for some \( m \in \mathbb{N} \), and

\[
\Gamma_n := \left\{ \left( \frac{k_1}{m}, \ldots, \frac{k_d}{m} \right) \mid k_i \in \{1, \ldots, m\}, \ i = 1, \ldots, d \right\}
\]

is the observation grid. Of course, different grids may be used. In (23), \( \epsilon_i \) are independent standard normal random variables, and \( \sigma > 0 \) plays the role of the standard deviation of the noise. Additionally, we have to assume that \( f \) is well-defined on the grid \( \Gamma_n \) and that it satisfies a form of continuity there:

\[
f(x) = \lim_{r \to 0} \frac{1}{|B(x, r)|} \int_{B(x, r)} f(y) \, dy, \quad Df(x) = \lim_{r \to 0} \frac{1}{|B(x, r)|} \int_{B(x, r)} Df(y) \, dy,
\]

(25)

and

\[
\lim_{r \to 0} \frac{||Df||_{L^1}(B(x, r))}{r^d} = 0 \quad \text{for any } x \in \Gamma_n,
\]

(26)

where \( Df \) is the Lebesgue continuous part of the gradient of \( f \), and \( [Df]_s \) is its singular part, and \( B(x, r) \) is a ball of radius \( r \) around \( x \). We remark that these equalities hold for almost any \( x \), since \( f \) is of bounded variation.

Define now the parameter space

\[
BV_{L,n}(T^d) = \{ g \in BV_L \mid g \text{ satisfies (25) and (26)} \}
\]

where \( BV_L \) is defined in (7). In particular, we allow functions in \( BV_{L,n} \) to have discontinuities, provided they don’t occur at the sampling points.

In order to apply our multiscale methodology here, we need a discrete frame on which to project the data. For that, let \( \Phi_n = \{ \phi_{\omega}^n \mid \omega \in \Omega_n \} \) be a dictionary of discretized elements, i.e., each \( \phi_{\omega}^n \) is a vector of \( n \) values

\[
(\phi_{\omega}^n)_i = n^{-1/2} \phi_{\omega}(x_i) \quad \text{for } i = 1, \ldots, n,
\]

(27)

which are the evaluations of \( \phi_{\omega} \) at the grid points. The scaling factor \( n^{-1/2} \) is chosen so that \( \|\phi_{\omega}^n\|_2 \to \|\phi_{\omega}\|_L^2 = 1 \) as \( n \to \infty \). Define now

\[
\hat{f}_D \in \arg\min_{g \in X_n} |g|_{BV} \text{ subject to } \max_{\omega \in \Omega_n} \sum_{x_i \in \Gamma_n} (\phi_{\omega}^n)_i (g(x_i) - Y_i) \leq \kappa \sigma \sqrt{2 \log \#\Omega_n}.
\]

(28)

**Theorem 4.** Let \( d \in \mathbb{N} \) and \( q \in [1, \infty) \). Let \( \Phi \) satisfy Assumption 1, and \( \gamma_n \) be as in (5) with \( \kappa^2 > 1 + \frac{1}{(d+2)} \). Let the estimator \( \hat{f}_D \) be as in (28) based on observations (23). We have that

\[
\sup_{f \in BV_{L,n}(T^d)} \mathbb{E}[\|\hat{f}_D - f\|_{L^q}] \leq C \left( \max\{n^{-\frac{1}{2}}, n^{-\frac{1}{4}}\} \right)^{\min\{\frac{3}{4}, \frac{3}{2}, \frac{d}{2}\}} \left( \log n \right)^{3 - \min\{d, 2\}}
\]

(29)

holds for \( n \) large enough and a constant \( C > 0 \) independent of \( n \).
The proof of Theorem 4 is given in Section 4 of the Supplement. Notice that the convergence rate consists of two terms: the term $n^{-1/2}$ is the same as in the white noise model, and arises from the stochastic fluctuations of the observations. The term $n^{-1/d}$ is however not present in the white noise model, and it is the discretization error in which we incur by observing discretized data only. Some remarks are due:

a) The discretization error is unavoidable, and it is so large because of the roughness of BV functions. Indeed, approximating the frame coefficients of a BV functions by its discrete coefficients is subject to an error of order $O(n^{-1/d})$. For comparison, that discretization error for a $\beta$-Hölder function is of order $O(n^{-\beta/d})$: this is consistent with the fact that, for $\beta > d/2$, the white noise model and nonparametric regression models are Le Cam equivalent for $\beta$-Hölder functions [68].

b) The rate in Theorem 4 equals that in the white noise model for $d = 1, 2$, while the discretization error $n^{-1/d}$ dominates for $d \geq 3$.

c) As discussed in the introduction, the only other works dealing with the minimax estimation of functions of bounded variation in higher dimensions are [44] and [70]. A crucial difference with our setting is that they consider a discretized model and measure convergence with a discrete $\ell^2$ risk. This amounts effectively to ignoring discretization effects, which is why they do not observe the discretization error $O(n^{-1/d})$. It is however well known that discretization effects are often present in practice (e.g. in nanoscopy), and the error bound in (29) faithfully represents that.

5. Computational aspects. In this section we discuss how the multiscale TV-estimator can be computed efficiently. For that, we encounter two challenges: one is the discretization of the BV seminorm, the other is the numerical solution of the optimization problem in (4).

5.1. Discretization of the problem. We discretize (4) as follows:

(i) We do not minimize over functions $g \in X_n$ defined on the continuous domain $[0,1]^d$, but over vectors of function values on a particular grid. Which particular grid we take (e.g. Cartesian, polar, etc) is not crucial (see however point (iii) below). In fact, in applications, the discretization of the signals is determined by the measurement process. In the following, we denote the discretization of a function $g$ on a grid $\Gamma_n = \{x_i, i = 1, \ldots, n\}$ by $g_n := \{g(x_i), x_i \in \Gamma_n\}$. We denote by $V$ the space of all such vectors of function values, which we identify with $\mathbb{R}^n$. 
(ii) We discretize the frame \( \{ \phi_\omega \} \) onto which we project \( g_n \). We do so by associating to each function \( \phi_\omega \) a vector of function values \( \phi_\omega^n \) as defined in (27). We also discretize the inner product in (4) in order to have
\[
\langle g_n, \phi_\omega^n \rangle_{\ell^2} = n^{-1} \sum_{x_i \in \Gamma_n} g(x_i) \phi_\omega(x_i).
\]

(iii) Finally, we discretize the \( BV \) seminorm in (4). While there are many ways of discretizing it (see e.g. [10] and [12]), we choose the discretization in Cartesian coordinates, also known as isotropic discretization. We remark however that our theory also covers the improved discretization proposed in [15] (see Remark 7 for a comparison of the different discretizations). Finally, we stress that the discretization of the \( BV \) seminorm can be unstable in some situations, but in our case we can guarantee stability (see Remark 8 below).

Remark 7 (Different discretizations of the \( BV \) seminorm). Here we discuss different possible discretizations of the \( BV \) seminorm and its practical effects on the final reconstruction. First of all, we distinguish between the anisotropic and the isotropic discretization, which are given by
\[
BV_{anis}(g_n) = \sum_{x_i \in \Gamma_n} \sum_{i=1}^d |\Delta_i g(x)|, \quad \text{and} \quad BV_{iso}(g_n) = \sum_{x_i \in \Gamma_n} \sqrt{\sum_{i=1}^d |\Delta_i g(x)|^2},
\]
where \( \Delta_i g(x) \) is a discrete approximation to the partial derivative of \( g \) along the \( i \)-th direction by finite differences. Notice that our definition of the \( BV \) seminorm in (11) corresponds to the isotropic discretization (since we use the Euclidean norm of the vector field \( h(x) \) in (11)). However, we mention the anisotropic discretization here for two reasons. The first one is that, in the mathematical statistics literature, the only convergence rates for TV-regularized least squares in dimension \( d \geq 2 \) have been proven for the anisotropic discretization (see [44] and [70]). The second reason is that, in the numerical analysis literature, the isotropic discretization is known to be superior to the anisotropic one [15]. The reason for that is that the anisotropic discretization detects variations along the Cartesian axes well, but it performs poorly for variations along different directions, for instance along curves. We illustrate this difference in Figure 3.

On the other hand, the isotropic discretization has difficulties in detecting variations along the diagonal directions, and refined discretizations of the \( BV \) seminorm have been proposed in order to solve that issue. A remarkable example of such a refinement was proposed by Condat [15], and it consists
of discretizing the vector fields $h(x)$ in the definition (11) on a grid finer than $\Gamma_n$, which allows the discretized TV functional to distinguish finer directional information (we refer to [15] for the details). In Figure 3 we show a comparison of the anisotropic, the isotropic $BV_{iso}$ and Condat’s isotropic discretizations.

Finally, we stress once again the value of deriving our theory in the continuous setting, since then we can discretize the $BV$ functional as we want (e.g. with Condat’s discretization) in order to achieve better results.

**Remark 8 (Stability of the discretization).** Since we have discretized the $BV$ seminorm in order solve the problem (4), we have necessarily introduced an error, and we should ask how far we are from the solution of the original problem. The answer is that, as $n \to \infty$, we do not lose anything, as the properly rescaled discretized $BV$ functional $\Gamma$-converges to the $BV$-seminorm [10]. Indeed, as explained in Subsection 5.2 below, we will iteratively use Chambolle’s algorithm in the discretized model, which was shown to produce reconstructions that converge to the minimizer of the continuous model in the limit $n \to \infty$ [10].

While these results imply that one can rely on Chambolle’s algorithm, some authors have shown that the discretization of the $BV$ seminorm can be unstable. In the setting of Bayesian inverse problems, [48] and [49] proved
that imposing a discretized $BV$ prior (analogous to regularizing with the $BV$ seminorm) shows the following phenomenon: as the level of discretization grows finer, the posterior mean estimator converges to the posterior mean corresponding to a Sobolev $H^1$ prior (Theorem 5.1 in [49]). Further, [48] show that Besov $B_{1,1}$ priors do not show this effect. This is a major computational difference between the $BV$ and the Besov $B_{1,1}$ or Sobolev seminorms: the former is not discretization invariant, while the latter are.

5.2. Optimization algorithm for (4). After discretizing the problem (4), we can write it in the form

$$\min_{v \in V} F(Kv) + BV_{\text{dis}}(v),$$

where $V$ is the set of vectors of $\mathbb{R}^n$ described in point (i) in Section 5.1, $BV_{\text{dis}}$ is a discretization of the $BV$ seminorm as discussed in point (iii) of Section 5.1, and $K$ and $F$ are defined as follows:

1) The operator $K : \mathbb{R}^n \to \mathbb{R}^{\#\Omega_n}$ maps an vector $g_n$ to its coefficients with respect to the (discretized) frame $\phi_n^0$, i.e.,

$$K : g_n \mapsto \{\langle \phi_n^0, g_n \rangle, \omega \in \Omega_n \} := \left\{ \frac{1}{n} \sum_{x_i \in \Gamma_n} \phi_{\omega}(x_i) g(x_i), \omega \in \Omega_n \right\}.$$

2) The functional $F$ is given by

$$F(z) = 1_{\leq 0}(v - Y - \gamma_n) + 1_{\leq 0}(-v + Y - \gamma_n) \quad \text{for } v \in \mathbb{R}^{\#\Omega_n},$$

where $\gamma_n$ is the threshold in (4), and $Y = \{Y_\omega, \omega \in \Omega_n\} \in \mathbb{R}^{\#\Omega_n}$ denotes the vector of coefficients of $Y$ with respect to the frame $\{\phi_\omega\}$.

The indicator functions in the above display are defined as

$$1_{\leq 0}(z) := \begin{cases} 0 & \text{if } \max_{\omega \in \Omega_n} z_\omega \leq 0 \\ +\infty & \text{else} \end{cases} \quad \text{for } z \in \mathbb{R}^{\#\Omega_n}.$$

The first observation is that (30) is a large-scale, convex, non-smooth optimization problem, which renders standard techniques such as interior point methods inapplicable or unfeasible. Instead, we used the Chambolle-Pock (CP) primal-dual algorithm [9] for non-smooth optimization. In order to do so, we write (30) as a saddle-point problem

$$\min_{v \in V} \max_{w \in W} \langle Kv, w \rangle - F^*(w) + G(v),$$
where \( F^* \) is the convex conjugate of \( F \). The CP algorithm solves (30) by writing the optimality conditions for (31) in terms of the proximal operators of \( G \) and \( F^* \), and solving these optimality conditions iteratively (we refer to [9] for the details). This means that the computational complexity of the CP algorithm is driven by the complexity of the proximal operators of \( G \) and \( F^* \). In our setting, these proximal operators can be computed as follows:

1) The convex conjugate of \( F \), \( F^* \), is given by
\[
F^*(z) = \sum_{\omega \in \Omega_n} z_\omega Y_\omega + \gamma_n |z_\omega|.
\]

The proximal operator of \( F^* \) is given by
\[
\arg \min_{z \in \mathbb{R}^n} \frac{||z - w||^2}{2\tau} + \gamma_n \sum_{\omega \in \Omega_n} |z_\omega - \tau Y_\omega|,
\]
whose solution is soft-thresholding of \( w - \tau Y \) by the threshold \( \tau \gamma_n \).

2) The proximal operator of \( G \) is given by the TV-\( L^2 \) functional, i.e.,
\[
\arg \min_{g_n \in \mathbb{R}^{n^2}} \frac{||g_n - v||^2}{2\tau} + G(g_n).
\]

This minimization problem can be solved efficiently by Chambolle’s algorithm [10], which carefully employs the characterization of the BV seminorm as a supremum over differentiable vector fields.

In this setting, we can apply the CP algorithm to compute the solution to (30) efficiently. As an example of the runtime, in our implementation in Matlab the computation on a \( n = 512 \) one-dimensional signal takes of the order of 0.3 seconds, and around 3.5 minutes on a \( n = 256 \times 256 \) two-dimensional image. One comment is due regarding the choice of free parameters in our problem, i.e., regarding the choice of the threshold \( \gamma_n \) and of the frame \( \Phi \). On one hand, the threshold should be chosen as in Theorem 1 in order to guarantee optimality. On the other and, regarding the frame \( \Phi \), in our simulations we have considered several choices. We have worked with the discretization of frames given by orthonormal bases of Daubechies wavelets, with mixed frames of Daubechies wavelets and curvelets (as in Section 2.3.3), and with redundant sets of indicator functions at dyadic positions (as in Section 2.3.2). We remark that there is no optimal choice of the frame, but that particular frames may give better empirical results for certain functions. For example, if \( f \) has elongated features or filaments, a curvelet frame should produce good reconstructions, whereas a multiscale system as in Section 2.3.2 will work well for piecewise constant functions.
Remark 9 (Alternative algorithms). In [30], the optimization problem (4) was solved by an Alternating Direction Method of Multipliers (ADMM) approach, which alternatively minimizes the objective and projects to the constraint set. The drawback of this approach is the projection step, which is typically extremely time consuming due to the large amount and redundancy of the constraints. Additionally, the convergence guarantees for the projection step can be quite slow if the sets in which we project intersect with a small angle. Instead, by using the CP algorithm (which is a preconditioned version of ADMM algorithm) and using a different splitting, we circumvent the projection step and replace it by the soft-thresholding step mentioned above.

6. Proof of the main theorems.

6.1. Proof of Theorem 1. We begin with a preparation.

Proposition 4. Let Φ satisfy Assumption 1 and, for \( n \in \mathbb{N} \), let \( \hat{f}_\Phi \) be the estimator defined in (4) with \( \gamma_n \) given by (5). Then conditionally on the event \( A_n \) in (32) we have

\[
(i) \quad \|\hat{f}_\Phi - f\|_{B^{-d/2}_{\infty,\infty}(T^d)} \leq C \gamma_n + C \frac{\|f\|_{L_\infty(T^d)} + \log n}{\sqrt{n}},
\]

\[
(ii) \quad \|\hat{f}_\Phi - f\|_{BV(T^d)} \leq \|f\|_{L_\infty(T^d)} + 2|f|_{BV(T^d)} + \log n,
\]

for any \( f \in BV \cap L^\infty \), and a constant \( C > 0 \) independent of \( n \), \( f \) and \( \hat{f}_\Phi \).

Proof. For part (i), apply Assumption 1 to \( g = \hat{f}_\Phi - f \), which yields

\[
\|\hat{f}_\Phi - f\|_{B^{-d/2}_{\infty,\infty}(T^d)} \leq C \max_{\omega \in \Omega_n} \left| \langle \phi_\omega, \hat{f}_\Phi - f \rangle \right| + C \frac{\|\hat{f}_\Phi - f\|_{L_\infty(T^d)}}{\sqrt{n}}.
\]

The numerator in the second term can be bounded by \( \|f\|_{L_\infty(T^d)} + \log n \) by construction of \( \hat{f}_\Phi \), while the first term can be bounded as

\[
\max_{\omega \in \Omega_n} \left| \langle \phi_\omega, \hat{f}_\Phi - f \rangle \right| \leq \max_{\omega \in \Omega_n} \left| \langle \phi_\omega, \hat{f}_\Phi - Y_\omega \rangle \right| + \max_{\omega \in \Omega_n} \left| \langle \phi_\omega, f \rangle - Y_\omega \right| \leq \gamma_n + \max_{\omega \in \Omega_n} \frac{\sigma}{\sqrt{n}} \left| \int_{T^d} \phi_\omega(x) dW(x) \right| \leq 2\gamma_n
\]

conditionally on \( A_n \), where in the second inequality we used the definition of \( \hat{f}_\Phi \). This completes the proof of (i). For (ii), we have

\[
\|\hat{f}_\Phi - f\|_{BV(T^d)} \leq \|\hat{f}_\Phi - f\|_{L_1(T^d)} + |\hat{f}_\Phi - f|_{BV(T^d)} \leq \|\hat{f}_\Phi - f\|_{L_\infty(T^d)} + |\hat{f}_\Phi - f|_{BV(T^d)}.
\]
The first term is bounded by \( \| f \|_{\text{L}^\infty(\mathbb{T}^d)} + \log n \), while the second is bounded by \( |\hat{f}_\Phi|_{BV(\mathbb{T}^d)} + |f|_{BV(\mathbb{T}^d)} \). Finally, conditionally on \( A_n \) we have \( |\hat{f}_\Phi|_{BV(\mathbb{T}^d)} \leq |f|_{BV(\mathbb{T}^d)} \). This is so because \( \hat{f}_\Phi \) is defined as the minimizer of the bounded variation seminorm among the functions satisfying \( \max_{\omega \in \Omega_n} |\langle \phi_\omega, g \rangle - Y_\omega| \leq \gamma_n \).

Note that, conditionally on \( A_n \), the function \( f \) satisfies this constraint, and hence \( f \) is an admissible function for the minimization problem defining \( \hat{f}_\Phi \), whence \( |\hat{f}_\Phi|_{BV(\mathbb{T}^d)} \leq |f|_{BV(\mathbb{T}^d)} \). This completes the proof.

The proof of Theorem 1 relies heavily on results from the theory of function spaces. In particular, we use the following interpolation inequalities.

**Proposition 5 (Interpolation inequalities).**

a) For \( d = 1 \) and \( q \in [1, 3] \), there is a constant \( C > 0 \) such that
\[
\| g \|_{L^q} \leq C \log n \| g \|_{B_{\infty,\infty}^{1/3}}^{2/3} + C n^{-1} \| g \|_{L^\infty}^{1/3} + C n \| g \|_{BV}^{1/3}
\]
holds for any \( n \in \mathbb{N} \) and any \( g \in L^\infty \cap BV(\mathbb{T}^d) \).

b) Let \( d \geq 2 \) and \( q \in \left[1, \frac{d+2}{d}\right] \). Then there is a constant \( C > 0 \) such that
\[
\| g \|_{L^q} \leq C \| g \|_{B_{\infty,\infty}^{d/2}}^{d/2} \| g \|_{BV}^{d/2}
\]
holds for any \( g \in B_{\infty,\infty}^{-d/2} \cap BV(\mathbb{T}^d) \).

We give the proof of Proposition 5 in Section 1 of the Supplement. It is the generalization to periodic functions of a result by [14]. The different results in \( d = 1 \) and \( d \geq 2 \) in Proposition 5 are due to the nature of certain embeddings between Besov and \( L^q \) spaces.

**Proof of part a) of Theorem 1.** We prove the claim of part a) Theorem 1 conditionally on the event

\[
A_n := \left\{ \max_{\omega \in \Omega_n} \left| \int_{\mathbb{T}^d} \phi_\omega(x) dW(x) \right| \leq \frac{\sqrt{n}}{\sigma} \gamma_n \right\}.
\]

By the choice of \( \gamma_n \) in (5) and part b) of Remark 1, we have \( \mathbb{P}(A_n) \geq 1 - \left( \# \Omega_n \right)^{1-\kappa^2} \), which tends to one as \( n \to \infty \).

Consider first the case \( q \leq 1 + 2/d \). For \( d \geq 2 \), part b) of Proposition 5 applies and gives the interpolation inequality
\[
\| \hat{f}_\Phi - f \|_{L^q(\mathbb{T}^d)} \leq C \| \hat{f}_\Phi - f \|_{B_{\infty,\infty}^{d/2}(\mathbb{T}^d)} \| \hat{f}_\Phi - f \|_{BV(\mathbb{T}^d)}.
\]
Choosing \( \kappa \) consists in showing that the second term behaves as
\[
\|\hat{f}_\Phi - f\|_{L^q(T^d)} \leq C \left( \gamma_n + C \frac{\|f\|_{L^\infty(T^d)} + \log n}{\sqrt{n}} \right)^{\frac{d}{d+2}} \left( \|f\|_{L^\infty(T^d)} + 2|f|_{BV(T^d)} + \log n \right) \frac{d}{d+2}
\]
\[
\leq C n^{-\frac{1}{d+2}} (\sigma \sqrt{\log \#\Omega_n} + L + \log n) \frac{2}{d+2} (L + \log n) \frac{d}{d+2}
\]
\[
\leq C (1 \vee \sigma^2) n^{-\frac{1}{d+2}} \log n.
\]
Since \( \#\Omega_n \leq Q(n) \) grows at most polynomially in \( n \), the claim follows.

For the case \( d = 1 \), we use part a) of Proposition 5, which yields
\[
\|g\|_{L_q} \leq C (\log n) \|g\|_{B_{\infty,1/2}}^{2/3} \|g\|_{BV}^{1/3} + C n^{-1} \|g\|_{L^\infty} \|g\|_{BV}^{1/3}
\]
for \( g = \hat{f}_\Phi - f \) and \( q \in [1, 3] \). Proposition 4 now gives, conditionally on \( A_n \),
\[
\|\hat{f}_\Phi - f\|_{L^q} \leq C (1 \vee \sigma^2) n^{-1/3} (\log n)^2 + C n^{-1} \log n,
\]
which yields the claim.

We have proved the claim for the \( L^q \)-risk with \( q \leq 1 + 2/d \). For larger \( q \), we use Hölder’s inequality between the \( L^{1+2/d} \) and the \( L^\infty \)-risk.

**Proof of part b) of Theorem 1.** Using the convergence conditionally on \( A_n \) proved in part a), we can bound the expected risk as
\[
\mathbb{E}[\|\hat{f}_\Phi - f\|_{L^q(T^d)}] = \mathbb{E}[\|\hat{f}_\Phi - f\|_{L^q(T^d)} 1_{A_n}] + \mathbb{E}[\|\hat{f}_\Phi - f\|_{L^q(T^d)} 1_{A_n^c}]
\]
\[
\leq C r_n \mathbb{P}(A_n) + \mathbb{E}[\|\hat{f}_\Phi - f\|_{L^q(T^d)} 1_{A_n^c}]
\]
(33)
where \( r_n = ((1 \vee \sigma^2)/n)^{\min\left(\frac{d+2}{d+1}, \frac{1}{d+2}\right)} (\log n)^{3-\min(d,2)} \). The rest of the proof consists in showing that the second term behaves as \( o(n^{-1/2}) \) for \( \kappa^2 > 1 + \frac{1}{(d+2)\Gamma} \). By assumption we have the bounds \( \|f\|_{L^\infty} \leq L \) and \( \|\hat{f}_\Phi\|_{L^\infty} \leq \log n \), so we can bound the second term as
\[
\mathbb{E}[\|\hat{f}_\Phi - f\|_{L^q(T^d)} 1_{A_n^c}] \leq \mathbb{E}[\|\hat{f}_\Phi - f\|_{L^\infty(T^d)} 1_{A_n^c}] \leq (L + \log n) \mathbb{P}(A_n^c).
\]
By part b) of Remark 1 we have \( \mathbb{P}(A_n^c) \leq (\#\Omega)^{1-\kappa^2} \), and inserting this back in (33) yields
\[
\mathbb{E}[\|\hat{f}_\Phi - f\|_{L^q(T^d)}] \leq C ((1 \vee \sigma^2)/n)^{\min\left(\frac{d+2}{d+1}, \frac{1}{d+2}\right)} (\log n)^{3-\min(d,2)} + C n^{-\Gamma(\kappa^2-1)} \log n.
\]
Choosing \( \kappa^2 > 1 + 1/(d+2)\Gamma \) yields the claim. \( \square \)
6.2. Minimax rate over BV. Here we prove Theorem 2 by showing a lower bound for the minimax risk over Besov spaces $B^{1,1}_{1,1}$ with respect to the $L^q$-risk. This implies a lower bound for the minimax risk over $BV_L$, since

$$BV_L \supset (B^{1,1}_{1,1} \cap L^\infty)_L := \{ g \in B^{1,1}_{1,1} \mid \|g\|_{B^{1,1}_{1,1}} \leq L, \|g\|_L^\infty \leq L \}.$$

The minimax $L^q$-risk for $q \leq 1 + 2/d$ (dense case) is well understood, and the associated minimax rates have been known for a while to be $n^{-1/(d+2)}$. Its proof follows the classical strategy of constructing a set of alternatives in $(B^{1,1}_{1,1} \cap L^\infty)_L$ that are well separated in the $L^q$-norm, and applying an information inequality (e.g. Fano’s inequality). It can be found in Chapter 10 of [43], so we do not reproduce it here.

On the other hand, the regime $q \geq 1 + 2/d$ is far less popular, and we have not found any proof of what the minimax rate is there. The difficulty here is that $B^{1,1}_{1,1}$ is a Besov space with "$s \leq d/p$", and the literature has focused mainly on the case $s > d/p$ (with some exceptions, see [36] and [53]). Our proof that the minimax rate is $O(n^{-1/(d+2)})$ in that regime follows the same idea as in the other regimes: we construct a set of well separated alternatives and show that no statistical procedure can distinguish them perfectly. As in the dense regime, our construction is based on Assouad’s cube [1].

Proof of Theorem 2. Our proof follows the proof of Theorem 10.3 in [43] closely. We structure it in several steps.

Construction of alternatives: Let $g_0 \in B^{1,1}_{1,1} \cap L^\infty$ satisfy

$$\|g_0\|_{B^{1,1}_{1,1}} \leq L/2, \quad \|g_0\|_L^\infty \leq L/2.$$

Let $\psi_{j,k,e}$ be a basis of Daubechies wavelets with $S$ continuous partial derivatives, where $S > \max\{1, d/2\}$. For $j \geq 0$ to be fixed later, let $R_j \subseteq \{0, \ldots, 2^j - 1\}^d \times \{1, \ldots, 1\}$ denote a subset of wavelet indices such that

$$\text{supp } \psi_{j,k,e} \cap \text{supp } \psi_{j,k',e'} = \emptyset \quad \text{for } (k, e) \neq (k', e') \in R_j.$$

Since Daubechies wavelets are compactly supported, there are at most $O(2^{jd})$ such wavelets with non-overlapping supports. We will not need all of them, but only a subset of cardinality $\#R_j = S_j = \lfloor 2^{j\Delta} \rfloor$ for a real number $\Delta \in [0, d]$ to be chosen later. Consider now vectors $\epsilon \in \{-1, +1\}^{S_j}$ with components indexed by $(k, e) \in R_j$. Our alternatives will have the form

$$g^\epsilon := g_0 + \gamma \sum_{(k, e) \in R_j} \epsilon_{k,e} \psi_{j,k,e}.$$
for $\gamma > 0$ to be chosen later. Define the set $\mathcal{G} := \{g^\epsilon \mid \epsilon \in \{-1,+1\}^S\}$. Notice that all functions in this set satisfy $\|g^\epsilon\|_{B_1^1} \leq L$ and $\|g^\epsilon\|_{L^\infty} \leq L$ provided that

$$
\gamma \leq \frac{L}{2} 2^{-j(1-d/2+\Delta)} \quad \text{and} \quad \gamma \leq \frac{L}{2} \|\psi\|_{L^\infty} 2^{-jd/2},
$$

respectively. In the following we choose $\Delta = d - 1$ in order to balance these two terms. Finally, the $L^q$-separation between these alternatives is

$$
\delta := \inf_{\epsilon \neq \epsilon'} \|g^\epsilon - g^{\epsilon'}\|_{L^q} = 2^{1/q} \|\gamma \psi_{j,k,e}\|_{L^q} = 2^{1/q} \gamma 2^{jd(1 - 1/\delta)} \|\psi\|_{L^q},
$$

where the first equality follows from the disjoint supports of the wavelets.

**Lower bound:** We use now Assouad’s lemma for lower bounding the $L^q$-risk over $(B_1^1 \cap L^\infty)_L$. We reproduce the claim (Lemma 10.2 in [43]) for completeness.

**Lemma 1.** For $\epsilon \in \{-1,+1\}^S$ and $(k,e) \in R_j$, define $\epsilon_{s_k} := (\epsilon_{(k_1,e_1)}, \ldots, \epsilon_{(k_S,e_S)})$, where

$$
\epsilon_{(k',e')} = \begin{cases} 
\epsilon_{(k,e)} & \text{if } (k',e') \neq (k,e), \\
-\epsilon_{(k,e)} & \text{if } (k',e') = (k,e).
\end{cases}
$$

Assume there exist constants $\lambda, p_0 > 0$ such that

$$
P_{g^\epsilon}(LR(g^{\epsilon_{s_k}}, g^\epsilon) > e^{-\lambda}) \geq p_0, \quad \forall \epsilon, n,
$$

where $P_{g^\epsilon}$ denotes the probability with respect to observations drawn from $g^\epsilon$ in the white noise model, and $LR(g^{\epsilon_{s_k}}, g^\epsilon)$ denotes the likelihood ratio between the observations associated to $g^{\epsilon_{s_k}}$ and $g^\epsilon$. Then any estimator $\hat{f}$ satisfies

$$
\sup_{g^\epsilon \in \mathcal{G}} \mathbb{E}_{g^\epsilon} \|\hat{f} - g^\epsilon\|_{L^q} \geq \frac{e^{-\lambda} p_0}{2} \delta S_j^{1/q},
$$

where $\delta$ is defined in (35).

**Verification of (36):** The condition (36) is easily verified in our setting with Gaussian observations under the condition that $n\gamma^2 \leq c$ for $n$ large enough (see Section 10.5 in [43]). Indeed, by Markov’s inequality we have

$$
P_{g^\epsilon}(LR(g^{\epsilon_{s_k}}, g^\epsilon) > e^{-\lambda}) \geq 1 - \frac{1}{\log e} \mathbb{E}_{g^\epsilon} \left| \log LR(g^{\epsilon_{s_k}}, g^\epsilon) \right|.
and using Proposition 6.1.7 in [34] to bound the expectation by the Kullback-Leibler divergence we get

\[ \mathbb{P}_{g^*}(LR(g^{\epsilon+h}, g^\epsilon) > e^{-\lambda}) \geq 1 - \frac{1}{\lambda} \left( K(dP_{g^{\epsilon+h}}, dP_{g^\epsilon}) + \sqrt{2K(dP_{g^{\epsilon+h}}, dP_{g^\epsilon})} \right). \]

Using the Cameron-Martin Theorem to interpret the Gaussian probability measures (see Theorem 2.6.13 in [34]), the Kullback-Leibler divergence between Gaussian measures is easily computed and gives

\[ K(dP_{g^{\epsilon+h}}, dP_{g^\epsilon}) = \frac{n\gamma^2}{2\sigma^2} \|g^{\epsilon+h} - g^\epsilon\|_2^2 = \frac{n\gamma^2}{2\sigma^2} \|\psi_{j,k,e}\|_2^2 = \frac{n\gamma^2}{2\sigma^2}. \]

Hence, choosing \( \gamma = t_0 \sigma n^{-1/2} \) for a small enough constant \( t_0 > 0 \) gives (36).

**Application of Lemma 1:** The conclusion of the lemma applies, and we can lower bound the \( L^q \)-risk over the class \((B_{1,1}, L^{\infty})_L\) by the risk over \( \mathcal{G} \), i.e.,

\[ (37) \sup_{f \in (B_{1,1} \cap L^{\infty})_L} \mathbb{E}_f \|\hat{f} - f\|_{L^q} \geq \sup_{g^\epsilon \in \mathcal{G}} \mathbb{E}_{g^\epsilon} \|\hat{f} - g^\epsilon\|_{L^q} \geq \frac{e^{-\lambda} p_0}{2} \delta 2^j \Delta / q \]

for any estimator \( \hat{f} \). It remains to choose the scale parameter \( j \geq 0 \). Recall that we have chosen \( \gamma = t_0 \sigma n^{-1/2} \). Further, by (34) we also need \( \gamma \leq c 2^{-j(1-d/2+\Delta)} = c 2^{-jd/2} \), for the choice \( \Delta = d - 1 \). We choose \( j \) such that

\[ 2^{-jd/2} = c \sigma n^{-1/2}, \]

which gives the bound in (37)

\[ \delta 2^j \Delta / q = c \gamma 2^j d \left( \frac{1}{2} - \frac{1}{q} \right) 2^j \Delta / q = c \left( \frac{\sigma^2}{n} \right)^{\frac{1}{2} - \left( \frac{1}{2} - \frac{1}{q} \right)} \Delta \frac{1}{2} = c \left( \frac{\sigma^2}{n} \right)^{\frac{1}{2} - \left( \frac{1}{2} - \frac{1}{q} \right)} \Delta. \]

7. **Summary and outlook.** We presented a family of estimators in the Gaussian white noise model defined by minimization of the \( BV \)-seminorm under a constraint on the frame coefficients of the residuals. Under conditions on the frame that amount to a certain compatibility with the Besov space \( B_{-d/2, \infty} \), we show that these estimators attain the minimax optimal rate of convergence in any dimension up to logarithmic factors. There are still several open questions regarding extensions of our estimator. First, in the extension to a nonparametric regression model with discretely sampled data presented in Section 4. There we showed that an additional discretization error appears that slows down the rate as compared with the white noise model. We do not know whether this rate is sharp in a minimax sense (up to logarithmic factors). Notice that the asymptotic equivalence of the white noise and the multivariate nonparametric regression models derived by [68]
does not apply for functions of bounded variation, so the minimax rates need not be the same in the two models. We leave the clarification of this question for future research.

A second question concerns the relation between the multiscale data-fidelity and statistical testing. In fact, our use of dictionary elements with $L^2$-norm equal to one is analogous to the multiplicative scaling used by [26] to correctly weight their multiresolution test statistics. This raises the question of whether an additive scaling in our data-fidelity is necessary in our setting, as it is in theirs. The answer is that such an additive scaling would help us remove some (but not all) of the logarithmic terms in the error bound in Theorem 1. However, it would imply additional difficulties in the theoretical analysis of the estimator, since the constraint would no longer match the Besov scale exactly. Alternatively, a different multiplicative scaling could be used to link the multiscale data-fidelity with the logarithmic Besov spaces (see Section 4.4 in [34]). We leave as an open question whether these modified data-fidelities and Besov spaces could yield an improved performance.

Another interesting question concerns the choice of the risk functional. We have proven convergence rates with respect to the $L^q$-risk, which measures the global error made by the estimator. In contrast, the use of multiscale risk functionals has been proposed as an alternative quality measure which takes spatial adaptation into account (see e.g. [4] and [54]). We expect that estimators like (4) should perform particularly well with respect to such multiscale risks, and postpone the answer to that question for future work.

The extension of our theory to statistical inverse problems is particularly attractive, since in many applications one only has access to a transformed version of the object of interest (see e.g. [31] and [64] for applications of TV-regularization to microscopy and tomography, respectively). The analysis done in the present paper is expected to be adaptable to inverse problems if the operator is assumed to have “good” mapping properties in the Besov scale $B^{s}_{p,\infty}$. The modification would essentially involve a constraint of the form \( \max_{\omega \in \Omega_n} |\langle \phi_\omega, Tg \rangle - Y_\omega| \leq \gamma_n \) in (4), where $T$ is the forward operator (see [31] and [54] for examples and analysis of such an estimator). From this constraint it is apparent that the dictionary $\Phi$ has to depend on the forward operator $T$ (see [67] for a similar construction). Finally, the extension to nongaussian noise models is of interest in many applications. In that respect, note that the analysis of the estimator (4) depends on the tail behavior of the statistic \( \max_{\omega \in \Omega_n} |\langle \phi_\omega, dW \rangle| \) being subgaussian. Finally, the extension to SDE-based models (see e.g. [35]) appears to us of interest.
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