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A general framework for principal component analysis (PCA) in the presence of heteroskedastic noise is introduced. We propose an algorithm called HeteroPCA, which involves iteratively imputing the diagonal entries of the sample covariance matrix to remove estimation bias due to heteroskedasticity. This procedure is computationally efficient and provably optimal under the generalized spiked covariance model. A key technical step is a deterministic robust perturbation analysis on singular subspaces, which can be of independent interest. The effectiveness of the proposed algorithm is demonstrated in a suite of problems in high-dimensional statistics, including singular value decomposition (SVD) under heteroskedastic noise, Poisson PCA, and SVD for heteroskedastic and incomplete data.

1. Introduction. Principal component analysis (PCA) is a ubiquitous tool in statistics, econometrics, machine learning, and applied mathematics. The central aim of PCA is to extract hidden low-rank structures from noisy observations. The spiked covariance model has been well studied and used as a baseline for both methodological and theoretical developments for PCA [33, 3, 4, 51, 22, 49]. Under this model, one observes

\[ Y_1, \ldots, Y_n \overset{iid}{\sim} N(\mu, \Sigma_0 + \sigma^2 I_p), \]

where \( \Sigma_0 = U\Lambda U^\top \) is a symmetric low-rank matrix and \( I_p \) is a \( p \)-dimensional identity matrix. The spiked covariance model can be equivalently written as

\[ Y_k = X_k + \epsilon_k, \quad X_k \overset{iid}{\sim} N(\mu, \Sigma_0), \quad \epsilon_k \overset{iid}{\sim} N(0, \sigma^2 I_p), \quad k = 1, \ldots, n. \]

The goal is either to recover \( \Sigma_0, \Lambda, \) or \( U, \) and it is often done through the sample covariance matrix of \( Y_1, \ldots, Y_n, \) i.e.

\[ \hat{\Sigma} = \frac{1}{n-1} (Y - \bar{Y} 1_n^\top)(Y - \bar{Y} 1_n^\top)^\top = \frac{1}{n-1} \sum_{k=1}^n (Y_k - \bar{Y})(Y_k - \bar{Y})^\top, \]

where \( Y = [Y_1, \ldots, Y_n] \) and \( \bar{Y} = \frac{1}{n} \sum_{k=1}^n Y_k. \) The asymptotic properties of eigenvalues and eigenvectors of \( \hat{\Sigma} \) have been well established in literature and their estimation based on the
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eigendecomposition of $\hat{\Sigma}$ has been introduced and studied. A key assumption in these analyses is homoskedasticity, in the sense that each $\varepsilon_k$ is assumed to be spherically symmetric Gaussian.

1.1. Heteroskedastic PCA. In many applications, the noise term $\varepsilon_k$ can be highly heteroskedastic in the sense that the magnitude of noise entries varies significantly in the data matrix. Heteroskedastic noise is especially common in datasets with different types of variables. For example, in various biological sequencing and photon imaging data, the observations are discrete counts that are commonly modeled by Poisson, multinomial, or negative binomial distributions [54, 15] and are naturally heteroskedastic. In network analysis and recommender systems, the observations are usually binary or ordinal, which are heteroskedastic as well.

Motivated by these applications, it is natural to relax the homoskedasticity assumption in (1) and consider the following generalized spiked covariance model [2, 65]:

$$Y = X + \varepsilon, \quad \mathbb{E}X = \mu, \quad \text{Cov}(X) = \Sigma_0,$$

$$\mathbb{E}\varepsilon = 0, \quad \text{Cov}(\varepsilon_j) = \sigma_j^2,$$

$$\varepsilon = (\varepsilon_1, \ldots, \varepsilon_p)^\top; \quad X, \varepsilon_1, \ldots, \varepsilon_p \text{ are independent.}$$

Here, $\Sigma_0$ is rank-$r$ and admits eigendecomposition $\Sigma_0 = U \Lambda U^\top$ with $U \in \mathbb{R}^{p \times r}$ and $\Lambda \in \mathbb{R}^{r \times r}$. $\sigma_1^2, \ldots, \sigma_p^2$ are unknown and not necessarily identical. This model is also widely used as the standard model in the literature of factor analysis (see, e.g., [56, 26] and the references therein). Given i.i.d. copies $Y_1, \ldots, Y_n$ drawn from (3) and the rank $r$, the goal is to estimate $U$.

Performing the classical PCA on data with heteroskedastic noise can often lead to inconsistent estimates. The estimation of $U$ using the classical PCA is equivalent to the estimation of eigenvectors of the sample covariance matrix $\hat{\Sigma}$. Since $\mathbb{E}\hat{\Sigma} = \Sigma_0 + \text{diag}(\sigma_1^2, \ldots, \sigma_p^2)$, the top eigenvectors of $\mathbb{E}\hat{\Sigma}$ and $\Sigma_0$ will coincide when $\sigma_1^2, \ldots, \sigma_p^2$ are the same. But in the case of heteroskedastic noise, the differences in the bias terms $\sigma_1^2, \ldots, \sigma_p^2$ can lead to significant difference between the principal components of $\mathbb{E}\hat{\Sigma}$ and those of $\Sigma_0$. Similar phenomena appear in other problems with heteroskedastic noise (see Section 3 for details).

To cope with the bias on the diagonal elements of covariance matrix, [23] introduced the diagonal-deletion SVD in the context of bipartite stochastic block model. The idea is to set the diagonal of the sample covariance matrix to zero before performing singular value decomposition. However, it is a priori unclear whether zeroing out the diagonals is always the best choice, because it may change the singular subspace entirely.

In this paper, we introduce HeteroPCA, a novel method for heteroskedastic principal component analysis. Instead of zeroing out the diagonal entries of the sample covariance/Gram matrix, we propose to iteratively update the diagonal entries based on the off-diagonals, so that the bias incurred on the diagonal is significantly reduced and more accurate estimation can be achieved. The performance of the proposed procedure is studied both theoretically and numerically. By establishing matching minimax upper and lower bounds, we show that HeteroPCA achieves the optimal rate of convergence for a range of settings under the generalized spiked covariance model.

Classic perturbation bounds, such as Davis-Kahan and Wedin’s theorems [18, 64], play key roles in the theoretical analysis of various PCA methods. These tools may not be suitable for the analysis of heteroskedastic PCA due to the aforementioned bias on the diagonal.
entries of the sample covariance matrix. To tackle this difficulty, we develop a new deterministic subspace perturbation bound (Theorem 3), which provides the key technical tool for analyzing HeteroPCA and may be of independent interest.

In addition to heteroskedastic PCA for the generalized spiked covariance model, the proposed HeteroPCA algorithm is applicable to a collection of high-dimensional problems with heteroskedastic data. Several applications are discussed in detail in Section 3, including SVD under heteroskedastic noise, Poisson PCA, and SVD for heteroskedastic and incomplete data. Our results can also be useful in heteroskedastic canonical correlation analysis, heteroskedastic tensor SVD, exponential family PCA, and community detection in bipartite stochastic network.

1.2. Related Literature. [2, 65] extended the theory for regular spiked covariance model (1) to the generalized spiked covariance model and studied the limiting distribution of eigenvalues of the sample covariance matrix. [28, 29, 30] introduced an alternative model for heteroskedastic data, where the noise is non-uniform across different samples but uniform within each sample. Under this model, [28, 29] studied the asymptotic performance of PCA and [30] developed the optimal weights for weighted PCA with theoretical guarantees. [57, 58, 59, 60] provide a comprehensive study on the methodology and theory of PCA where data-dependent, non-isotropic, or correlated noise and missing values may appear. The detailed comparison of our results and [59, 60] are given in later Remarks 2 and 9.

Our work is also closely related to a substantial body of literature on factor model analysis [55, 39, 56, 26, 1, 50, 63]. There have been various approaches developed to estimate the principal components in factor models, such as the regression method [55], weighted least squares [5], EM [56], and Bayesian MCMC [26]. The asymptotic theory for factor model analysis was also extensively studied (e.g., [1, 63] and the references therein). Different from the previous results, this paper mainly concerns a non-asymptotic framework, providing algorithms with provable guarantees and allowing heteroskedastic noise within each sample in the high-dimensional regime that $n, p, r$ can all grow.

Matrix denoising [21, 48, 25, 22], where the central goal is to estimate low-rank matrices from noisy observations, is closely related to this work. In order to get an accurate estimation of overall low-rank matrices from observations perturbed by random noise, the singular value thresholding [21, 16] and the singular value shrinkage [48, 25, 22] were proposed and widely studied recently. Departing from these previous results, this paper focuses on estimating the singular subspace instead of the overall matrix, which achieves better performance in singular subspace estimation than denoising the whole matrix by previous methods and then performing a rank-$r$ SVD.

In Section 3.3, we discuss the application of HeteroPCA to SVD for heteroskedastic and incomplete data. This problem is related to a body of literature on matrix completion that we will give a review in Section 3.3.

1.3. Organization of the Paper. After a brief introduction of notation and definitions (Section 2.1), we focus on the generalized spiked covariance model, present the HeteroPCA algorithm (Section 2.2), and develop matching minimax upper and lower bounds of the estimation error (Section 2.3). Then, we introduce a deterministic robust perturbation analysis that serves as a key technical step in our analysis (Section 2.4). We also illustrate main proof ideas in Section 2.5. In Section 3, we discuss the applications of established results. Numerical results are given in Section 4. The proofs of main results are given in Section 6. The additional proofs and technical lemmas are provided in the supplementary materials [68].
2. Optimal Heteroskedastic Principal Component Analysis.

2.1. Notation and Preliminaries. We use lowercase letters, e.g., \( x, y \), to denote scalars or vectors and use uppercase letters, e.g., \( U, M \) to denote matrices. For sequences of positive numbers \( \{a_k\} \) and \( \{b_k\} \), we write \( a_k \preceq b_k \) or \( b_k \succeq a_k \) if there exists a uniform constant \( C > 0 \) such that \( a_k \leq C b_k \) for all \( k \). We also write \( a_k \asymp b_k \) if \( a_k \preceq b_k \) and \( a_k \succeq b_k \) both hold. For any matrix \( M \in \mathbb{R}^{p \times p_2} \), let \( \lambda_k(M) \) be the \( k \)-th largest singular value. Then, the SVD of \( M \) can be written as \( M = \sum_{k=1}^{p_1} \lambda_k(M) u_k v_k^\top \). Let \( \text{SVD}_r(M) = [u_1 \cdots u_r] \) be the collection of leading \( r \) left singular vectors and \( Q \) be the Q part of QR orthogonalization of \( M \).

The matrix spectral norm and Frobenius norm are defined as \( \|M\| = \sup\|u\|_2 = \|M u\|_2 = \lambda_1(M) \) and \( \|M\|_F = (\sum_{i,j} M_{ij}^2)^{1/2} = (\sum_k \lambda_k^2(M))^{1/2} \). Let \( I_r \), \( 0_{m \times n} \), and \( 1_{m \times n} \) be the \( r \)-by-\( r \) identity, \( m \times n \) zero, and \( m \times n \) all-one matrices, respectively. Also let \( 0_m \) and \( 1_m \) denote the \( m \)-dimensional zero and all-one column vectors. Denote \( \mathcal{O}_{p,r} = \{U \in \mathbb{R}^{p \times r} : U^\top U = I_r\} \) as the set of all \( p \)-by-\( r \) matrices with orthonormal columns. For \( U \in \mathcal{O}_{p,r} \), we note \( U_\perp \in \mathcal{O}_{p,p-r} \) as the orthogonal complement so that \( [U \ U_\perp] \in \mathbb{R}^{p \times p} \) is a complete orthogonal matrix.

Motivated by incoherence condition, a widely used assumption in the matrix completion literature [12], we define incoherence constant of \( U \in \mathcal{O}_{p,r} \) as

\[
I(U) = (p/r) \max_{i \in [p]} \|c_i^\top U\|_2^2.
\]

For any \( U_1, U_2 \in \mathcal{O}_{p,r} \), we define the \( \sin \Theta \) distance \( \|\sin \Theta(U_1, U_2)\| = \|U_1^\top U_2\| = \|U_2^\top U_1\| \). For any square matrix \( A \), let \( \Delta(A) \) be \( A \) with all diagonal entries set to zero and \( D(A) \) be \( A \) with all off-diagonal entries set to zero. Then \( A = \Delta(A) + D(A) \). We define the Orlicz-\( \phi_2 \) norm of any random variable \( Y \) as \( \|Y\|_{\phi_2} = \sup_{q \geq 1} q^{-1/2} (\mathbb{E}|Y|^q)^{1/q} \). A random variable \( Y \) is called \( \sigma^2 \)-sub-Gaussian if \( \|Y/\sigma\|_{\phi_2} \leq C \) for some constant \( C > 0 \); a random vector \( X \) is called \( \Sigma \)-sub-Gaussian if \( \max_{q \geq 1} \sup_{x \in \mathbb{R}^r} \|x^\top \Lambda^{-1/2} U^\top Y\|_{\phi_2} \leq C \) (here, \( \Sigma = U\Lambda U^\top \) is the eigendecomposition of \( \Sigma \)) for some constant \( C > 0 \). We use \( C, C_1, \ldots, c, c_1, \ldots \) to respectively represent generic large and small constants, whose values may differ in different lines.

2.2. Methods for Heteroskedastic PCA. Suppose one observes i.i.d. copies \( Y_1, \ldots, Y_n \) of \( Y \) from the generalized spiked covariance model (3). Let \( \hat{\Sigma} \) be the sample covariance matrix defined as (2). The regular SVD estimator \( \hat{U} = \text{SVD}_r(\hat{\Sigma}) \), i.e., the leading \( r \) left singular vectors of \( \hat{\Sigma} \), is the natural estimator of \( U \), the leading singular vectors of \( \Sigma_0 \). An important variant of Davis-Kahan’s theorem [18] given by Yu, Wang, and Samworth [67] yields

\[
\|\sin \Theta(\hat{U}, U)\| \lesssim \frac{\|\hat{\Sigma} - (\Sigma_0 + \beta I_p)\|}{\lambda_r(A)} \wedge 1,
\]

which holds for any scalar \( \beta \geq 0 \) and cannot be improved in general. As briefly discussed earlier, since \( \mathbb{E}\hat{\Sigma} = \Sigma_0 + \text{diag}(\sigma_1^2, \ldots, \sigma_p^2) \), when \( \sigma_1^2, \ldots, \sigma_p^2 \) have different values, the diagonal entries of the perturbation matrix \( \hat{\Sigma} - (\Sigma_0 + \beta I_p) \) may be significantly larger than the rest. As a result, \( \hat{U} \) can be a suboptimal estimator for \( U \).

To achieve a more accurate estimate of \( U \), we propose the following Algorithm 1 named HeteroPCA. The central idea is to iteratively impute the diagonal entries of the sample covariance matrix \( \hat{\Sigma} \) by the diagonals of its low-rank approximation. In Algorithm 1, since \( \hat{\Sigma}, N^{(t)} \) are symmetric, we have \( u_i^{(t)} = v_i^{(t)} \) or \( -v_i^{(t)} \). In contrast to most previous work on matrix completion and robust PCA, where the entries to be imputed are missing at random, here our
Algorithm 1 HeteroPCA

1: Input: matrix $\hat{\Sigma}$, rank $r$, maximum number of iterations $T$.
2: Initialize by setting the diagonal of $\hat{\Sigma}$ to zero: $N^{(0)} = \Delta(\hat{\Sigma})$, $t = 0$.
3: repeat
4: Perform SVD on $N^{(t)}$ and let $\tilde{N}^{(t)}$ be its best rank-$r$ approximation:

$$N^{(t)} = U^{(t)} \Sigma^{(t)} (V^{(t)})^\top = \sum_i \lambda_i^{(t)} u_i^{(t)} (v_i^{(t)})^\top, \quad \lambda_1^{(t)} \geq \cdots \geq \lambda_m^{(t)} \geq 0,$$

$$\tilde{N}^{(t)} = \sum_{i=1}^r \lambda_i^{(t)} u_i^{(t)} (v_i^{(t)})^\top .$$

5: Update $N^{(t+1)} = D(\tilde{N}^{(t)}) + \Delta(N^{(t)})$, i.e., replace the diagonal entries of $N^{(t)}$ by those in $\tilde{N}^{(t)}$:

$$N^{(t+1)}_{ij} = \begin{cases} N_{ij}^{(t)}, & i = j; \\ \tilde{N}_{ij}, & i \neq j. \end{cases}$$

6: $t = t + 1$.
7: until convergence or maximum number of iterations reached.
8: Output: $\hat{U} = U^{(T)} = [u_1^{(T)} \cdots u_r^{(T)}]$.

The goal is to impute the diagonal entries. Moreover, HeteroPCA can be interpreted as the projection gradient descent (PGD) for the following rank-constrained (non-convex) optimization problem:

$$\min_{\text{rank}(N) \leq r} \left\| \Delta(\hat{\Sigma} - \tilde{N}) \right\|_F^2 .$$

To see this connection, we first note that $\tilde{N}^{(t)}$ is the best rank-$r$ approximation of $N^{(t)}$, which correspond to the projection step in PGD; next, $\nabla_{\tilde{N}} \left\| \Delta(\hat{\Sigma} - \tilde{N}) \right\|_F^2 = 2\Delta(\tilde{N} - \hat{\Sigma})$ and the operator norm of $\nabla_{\tilde{N}} \left\| \Delta(\hat{\Sigma} - \tilde{N}) \right\|_F^2$ is 2, where $\nabla_{\tilde{N}}$ and $\nabla_{\tilde{N}}^2$ are the gradient and Hessian with respect to $\tilde{N}$, respectively. Based on the theory of PGD (see, e.g., Section 3.3 in [7]), the smoothness parameter of the loss function $\beta = 2$ and the update,

$$N^{(t+1)} = \tilde{N}^{(t)} - (1/\beta) \nabla_{\tilde{N}} \left\| \Delta(\hat{\Sigma} - \tilde{N}^{(t)}) \right\|_F^2 = \tilde{N}^{(t)} - \Delta(\tilde{N}^{(t)} - \hat{\Sigma})$$

$$= D(\tilde{N}^{(t)}) + \Delta(\hat{\Sigma}) = D(\tilde{N}^{(t)}) + \Delta(N^{(t)}),$$

corresponds to the gradient descent step in PGD. Due to the non-convexity of (7), existing convergence results for PGD do not apply to Algorithm 1, for which we provide a direct analysis next.

2.3. Theoretical Analysis. Denote

$$\sigma_{\max}^2 \triangleq \max_i \sigma_i^2, \quad \sigma_{\sum}^2 \triangleq \sum_i \sigma_i^2 .$$

Recall that $\Sigma_0 = U\Lambda U^\top$ is rank-$r$, so $\lambda_r(\Lambda)$ is the smallest non-zero eigenvalue of $\Sigma_0$. We have the following theoretical guarantee for Algorithm 1.

**Theorem 1 (Heteroskedastic PCA: upper bound).** Consider the generalized spiked covariance model (3), where $X_i$ and $\varepsilon_i$ are $\Sigma$-sub-Gaussian and $\sigma_i$-Gaussian, respectively. Let $Y_1, \ldots, Y_n$ be i.i.d. samples from (3). Assume $n \geq (C_0 r) \wedge C_0 \log (\sigma_1(\Lambda) / \sigma_\sum)$ and $\|\Lambda\| / \lambda_r(\Lambda) \leq C_0$ for constant $C_0 > 0$. There exists constant $c_1 > 0$ such that if the incoherence constant $I(U)$ (defined in (4)) satisfies $I(U) \leq c_1 p / r$, then the output $\hat{U}$ of
Corollary 2.7 shows that the regular SVD estimator $\tilde{\Sigma}$ as the "effective dimension" for heteroskedastic PCA. Comparing (9) with (10), we see that a weighted average between $\tilde{\Sigma}$ and $\Sigma$.

Theorem 1 yields:

Here, the constant $C$ relies on $c_I, C_0$, but not $X, \sigma, p, r, n$.

REMARK 1. Let $\tilde{p} = \sigma_{\text{sum}}^2/\sigma_{\text{max}}^2$. Then (8) can be rewritten as

$$
E \left\| \sin \Theta(\tilde{U}, U) \right\| \lesssim \left( \sqrt{\tilde{p} / n} \right) \left( \frac{\sigma_{\text{max}}}{\lambda_r^{1/2}(\Lambda)} + \frac{\sigma_{\text{sum}} \sigma_{\text{max}}}{\lambda_r(\Lambda)} \right) \land 1.
$$

Consider the homoskedastic PCA setting where $\sigma_1^2 = \cdots = \sigma_p^2 = \sigma_{\text{max}}^2$. This special case of Theorem 1 yields:

$$
E \left\| \sin \Theta(\tilde{U}, U) \right\| \lesssim \sqrt{\frac{p}{n}} \left( \frac{\sigma_{\text{max}}}{\lambda_r^{1/2}(\Lambda)} + \frac{\sigma_{\text{sum}}^2}{\lambda_r(\Lambda)} \right) \land 1.
$$

Comparing (9) with (10), we see that a weighted average between $\tilde{p} \lor r$ and $\tilde{p}$ can be viewed as the "effective dimension" for heteroskedastic PCA.

REMARK 2. Recently, [58, 60] studied the PCA for matrix data with non-isotropic and data-dependent noise. In our notation and with some mild regularity conditions, [60, Part 2, Corollary 2.7] shows that the regular SVD estimator $\tilde{U} = \text{SVD}_r(Y)$ satisfies

$$
\left\| \sin \Theta(\tilde{U}, U) \right\| \lesssim \left( \sqrt{\frac{p}{n}} \frac{\sigma_{\text{max}}}{\lambda_r^{1/2}(\Lambda)} + \sqrt{\frac{p}{n}} \frac{\sigma_{\text{sum}}^2}{\lambda_r(\Lambda)} + \frac{\|U^\top \Sigma \varepsilon U\|}{\lambda_{\min}(\Lambda)} \right) \land 1
$$

with high probability. Here, $\Sigma \varepsilon$ is the covariance matrix of the noise vector $\varepsilon_k$. Since $\sigma_{\text{sum}} \leq \sqrt{p} \sigma_{\text{max}}$ and $\|U^\top \Sigma \varepsilon U\| \geq 0$, our Theorem 1 yields a better estimation error rate.

Next, we establish the optimality of Theorem 1. Consider the following class of general-ized spiked covariance matrices:

$$
\mathcal{F}_{p,n,r}(\tilde{\sigma}_{\text{sum}}, \tilde{\sigma}_{\text{max}}, \nu, \kappa) = \left\{ \Sigma = U \Lambda U^\top + D : \begin{array}{l}
D \text{ is non-negative diagonal}, \sum_i D_{ii} \leq \tilde{\sigma}_{\text{sum}}^2, \max_i D_{ii} \leq \tilde{\sigma}_{\text{max}}^2, \\
U \in \mathbb{D}_{p,r}, I(U) \leq c_1 p / r, \|\Lambda\| / \lambda_r(\Lambda) \leq \kappa, \lambda_r(\Lambda) \leq \nu \end{array} \right\}.
$$

THEOREM 2 (Heteroskedastic PCA: lower bound). Suppose $\sqrt{p} \sigma_{\text{max}} \geq \tilde{\sigma}_{\text{sum}} \geq \tilde{\sigma}_{\text{max}} > 0$, $\kappa \geq 1$. There exists constant $C > 0$, such that if $\tilde{p} \geq C r$, we have

$$
\inf_{\tilde{U}} \sup_{\Sigma \in \mathcal{F}_{p,n,r}(\tilde{\sigma}_{\text{sum}}, \tilde{\sigma}_{\text{max}}, \nu, \kappa)} E \left\| \sin \Theta(\tilde{U}, U) \right\| \geq \frac{1}{\sqrt{n}} \left( \frac{\tilde{\sigma}_{\text{sum}} + r^{1/2} \tilde{\sigma}_{\text{max}}}{\nu^{1/2}} + \frac{\tilde{\sigma}_{\text{sum}} \tilde{\sigma}_{\text{max}}}{\nu} \right) \land 1.
$$

REMARK 3. By combining Theorems 1 and 2, the proposed Algorithm 1 achieves the following optimal estimation error rate in $\mathcal{F}_{p,n,r}(\tilde{\sigma}_{\text{sum}}, \tilde{\sigma}_{\text{max}}, \nu, \kappa)$ when the condition number $\kappa$ is a constant:

$$
\inf_{\tilde{U}} \sup_{\Sigma \in \mathcal{F}_{p,n,r}(\tilde{\sigma}_{\text{sum}}, \tilde{\sigma}_{\text{max}}, \nu, C^*)} E \left\| \sin \Theta(\tilde{U}, U) \right\| \asymp \frac{1}{\sqrt{n}} \left( \frac{\tilde{\sigma}_{\text{sum}} + r^{1/2} \tilde{\sigma}_{\text{max}}}{\nu^{1/2}} + \frac{\tilde{\sigma}_{\text{sum}} \tilde{\sigma}_{\text{max}}}{\nu} \right) \land 1.
$$
Next, we consider the performance of HeteroPCA if the covariance matrix $\Sigma_0$ is approximately low-rank.

**Proposition 1 (HeteroPCA for approximately low-rank covariance).** Consider the generalized spiked covariance model (1). Suppose $\Sigma_0 = \hat{U}\Lambda\hat{U}^\top$ is the eigenvalue decomposition, where $\hat{U} = [U \ U_\perp]$ and $U$ is the collection of leading $r$ singular vectors. Assume $X$ and $\varepsilon_i$ are $\Sigma$-sub-Gaussian and $\sigma_r^2$-sub-Gaussian, respectively. Also assume that $n \geq Cr$, $n \wedge p \geq C (\sigma_{\text{sum}}^2/\sigma_r(\Lambda))$, and $\|\Lambda\|/\lambda_r(\Lambda) \leq C$ for some constant $C > 0$. Then there exists some constant $c_I > 0$ such that if the incoherence constant $I(U)$ (defined in (4)) satisfies $I(U) \leq c_I p/r$, then the output $\hat{U}$ of Algorithm 1 with the input matrix $\hat{\Sigma}$ and number of iterations $T = \Omega\left( \log (n\lambda_r(\Lambda)/\sigma_{\text{sum}}^2) \vee 1 \right)$ satisfies

$$
\mathbb{E} \left\| \sin \Theta(\hat{U},U) \right\| 
\lesssim \left( \frac{\sigma_{\text{sum}} + \sqrt{r}\sigma_{\text{max}}}{n^{1/2}\lambda_{\text{mean}}^2(\Lambda)} + \frac{\sigma_{\text{sum}}^2\sigma_{\text{max}}}{n^{1/2}\lambda_r(\Lambda)} + \frac{(np)^{1/2} + p}{n}\sigma_{\text{mean}}^{1/2}(\Lambda) + \frac{\lambda_{r+1}(\Lambda)}{\lambda_r(\Lambda)} \right) \wedge 1.
$$

Proposition 1 shows that HeteroPCA can estimate the loading matrix $U$ accurately if there exists a significant gap between $\lambda_r(\Sigma_0)$ and $\lambda_{r+1}(\Sigma_0)$.

2.4. A Deterministic Robust Perturbation Analysis. In this section, we temporarily ignore the randomness of $X_k$s and $\varepsilon_k$s and focus on a more general prototypical model of the heteroskedastic PCA problem in Section 1.1. Let $N, M, Z$ be deterministic symmetric matrices (not necessarily positive definite) that satisfy

$$
N = M + Z \in \mathbb{R}^{p \times p}.
$$

Here $N$ is the observation, $M$ is the rank-$r$ matrix of interest, and $Z \in \mathbb{R}^{p \times p}$ is the perturbation that possibly has significantly large amplitude in its diagonal entries. In the heteroskedastic PCA model, $N, M, Z$ may represent the sample covariance matrix $\hat{\Sigma}$, population covariance matrix $\Sigma_0$, and their difference, respectively. Let $U \in \mathbb{C}^{p \times r}$ be the first $r$ singular vectors of $M$. As discussed earlier, applying the proposed HeteroPCA (Algorithm 1) to matrix $N$ provides an adaptive estimate of $U$. In the following theorem, we demonstrate the theoretical property for the proposed Algorithm 1 under the general robust perturbation model (14).

**Theorem 3 (Robust $\sin \Theta$ theorem).** Suppose $M \in \mathbb{R}^{p \times p}$ is a rank-$r$ symmetric matrix and $U \in \mathbb{C}^{p \times r}$ consists of the eigenvectors of $M$. Let $\hat{U}^{(t)} = [u_1^{(t)} \cdots u_r^{(t)}]$ be the intermediate result of Algorithm 1 with input matrix $N$ after $t$ iterations. There exists a universal constant $c_I > 0$ such that if

$$
I(U)\|M\|/\lambda_r(M) \leq c_I p/r,
$$

where $I(U)$ is the incoherence constant defined in (4), then

$$
\left\| \sin \Theta(\hat{U}^{(t)},U) \right\| \leq \frac{4\|\Delta(Z)\|}{\lambda_r(M)} + 2^{-(t+3)}.
$$

In particular if $T = \Omega\left( \log \frac{\lambda_r(M)}{\eta\|\Delta(Z)\|} \vee 1 \right)$, the final outcome $\hat{U}$ satisfies

$$
\left\| \sin \Theta(\hat{U},U) \right\| \leq \frac{\|\Delta(Z)\|}{\lambda_r(M)} \wedge 1.
$$
A matching lower bound and several discussions to the robust \( \sin \Theta \) theorem is given in Section A in the supplementary materials.

**Remark 4.** Distinct from the matrix completion, where most entries are missing from the target matrix, the substantial corrupted entries only lie in the diagonal of the target Gram matrix/sample covariance matrix in our problem. Thus, a much looser condition on incoherence, \( I(U) < cp/r \), is sufficient compared to the one required by matrix completion, \( I(U) < \mu \) with \( \mu \) being a constant.

### 2.5. Proof Sketches of Main Technical Results.

We briefly discuss the proofs of Theorems 1, 2, and 3 in this section.

The proof of Theorem 1 consists of three main steps. First, we define \( \hat{\Sigma}_X \) as the sample covariance matrix of signal vectors \( X_1, \ldots, X_n \) and \( E = [\varepsilon_1 \cdots \varepsilon_n] \) as the noise matrix. We aim to develop a concentration inequality for \( \Delta \left((n - 1)(\hat{\Sigma}_X - \Sigma_B)\right) \), i.e., the off-diagonal part of the perturbation. To this end, we decompose \( (n - 1)(\hat{\Sigma}_X - \Sigma_B) \) into \( (XE^\top + EX^\top), (EE^\top), n(XE^\top + EX^\top + EE^\top) \), then bound them separately by heteroskedastic Wishart concentration inequality [9] and Lemma 2 in the supplementary materials. Second, we develop a lower bound for \( \lambda_r(\hat{\Sigma}_X) \), i.e., the least non-trivial singular value of the signal covariance matrix. Finally, we apply the robust \( \sin \Theta \) theorem (Theorem 3), to complete the proof.

To show the lower bound in Theorem 2, it suffices to show the two terms in (13) separately; c.f., (50) and (51) in the detailed proof. To show each individual lower bound, we construct a series of “candidate matrices” \( \{U^{(k)}, \Sigma^{(k)}\}_{k=1}^N \) in \( \mathcal{F}_{p,n,r}(\sigma_{\text{sum}}, \sigma_{\text{max}}, \nu) \) so that \( \{U^{(k)}\}_{k=1}^N \) are well-separated while distinguishing them apart based on random sample \( Y_1, \ldots, Y_n \sim N(0, \Sigma^{(k)}) \) is impossible. This implies the desired lower bound by applying Fano’s method.

The proof of Theorem 3 is the main technical contribution of this paper. Specifically, we analyze how the estimation error \( K_t = \|N^{(t)} - M\| \) decays at each iteration. We first obtain an initialization error bound. Then for each \( t \), we decompose \( K_t \) into four terms, bound them separately, and obtain an inequality that relates \( K_t \) to \( K_{t-1} \) (see (43)). By induction, this recursive inequality leads to the exponential decay of \( K_t \) and implies the desired upper bound. Note that Algorithm 1 can be viewed as successive compositions involving the projection operator \( P_t(\cdot) \) and the diagonal-deletion operator \( D(\cdot) \). We thus introduce Lemma 1 to give sharp operator norm upper bounds for compositions of \( P_t(\cdot) \) and \( D(\cdot) \). At the heart of the proof of Theorem 3, this lemma is useful for bounding the error at both the initialization and the subsequent iterations.

### 3. Further Applications in High-dimensional Statistics.

#### 3.1. SVD under Heteroskedastic Noise.

Suppose one observes

\[
Y = X + E,
\]

where \( X \) is the low-rank matrix of interest and the entries of noise \( E \) are independent, zero-mean, but not necessarily homoskedastic. The goal is to recover the left singular subspace of \( X \) based on noisy observation \( Y \). The problem arises naturally in a range of applications, such as magnetic resonance imaging (MRI) and relaxometry [13]. This model can also be viewed as a prototype of various problems in high-dimensional statistics and machine learning, including Poisson PCA [54], bipartite stochastic block model [23], and exponential family PCA [40]. Let the sample and population Gram matrices be \( N = YY^\top \) and \( M = XX^\top \), respectively.
respectively. Then,

\[
(\mathbb{E}N)_{ij} = \begin{cases} 
M_{ij}, & i \neq j; \\
M_{ij} + \sum_{k=1}^{p_2} \text{Var}(E_{ik}), & i = j.
\end{cases}
\]

Thus, only the off-diagonal entries of \( N \) are unbiased estimators of the corresponding entries of \( M \). When \( \text{Var}(E_{ij}) \) are unequal, there can be significant differences between the spectrum of \( \mathbb{E}N, \mathbb{E}\Delta(N) \), and \( M \). Since left singular vectors of \( Y \) and \( X \) are respectively identical to those of \( N \) and \( M \), the regular SVD or diagonal-deletion SVD on \( Y \) can result in inconsistent estimates of the left singular subspace of \( X \).

Compared to the regular or diagonal-deletion SVD, the next theorem shows the proposed HeteroPCA can be a better approach.

**Theorem 4.** Consider the model (17). Suppose \( X \in \mathbb{R}^{p_1 \times p_2} \) is a fixed rank-\( r \) matrix, the noise matrix \( E \) has independent entries, \( \mathbb{E}E_{ij} = 0 \), \( \text{Var}(E_{ij}) = \sigma^2_{ij} \), and \( E_{ji} \) is \( \sigma^2_{ij} \)-sub-Gaussian. Suppose the left singular subspace of \( X \) is \( U \in \mathbb{O}_{p_1, r} \). Assume that the condition number of \( X \) is at most some absolute constant \( C \), i.e., \( \|X\| \leq C \lambda_r(X) \). Denote

\[
\sigma^2_R = \max_i \sum_{j=1}^{p_2} \sigma^2_{ij}, \quad \sigma^2_C = \max_j \sum_{i=1}^{p_1} \sigma^2_{ij}, \quad \sigma^2_{\text{max}} = \max_{i,j} \sigma^2_{ij}
\]

as the rowwise, columnwise, and entrywise noise variances. Then there exists a constant \( C > 0 \) such that if \( U \) satisfies \( \|U \| = \max_{1 \leq i \leq p_1} \|e_i^\top U\|^2 \leq C_1 p_1/r \), Algorithm 1 applied to \( YY^\top \) with rank \( r \) and number of iterations \( T = \Omega(\log(\lambda_r(X)) / \sigma_C) \vee 1 \) outputs \( \hat{U} \) that satisfies

\[
\mathbb{E}\|\sin \Theta(\hat{U}, U)\| \leq \lambda \left( \frac{\sigma_C + \sqrt{r \sigma_{\text{max}}}}{\lambda_r(X)} + \frac{\sigma_R \sigma_C + \sqrt{\lambda_r(X) \log(p_1 \wedge p_2)}}{\lambda_r^2(X)} \right) \wedge 1.
\]

If \( \sigma_{\text{max}} \lesssim \frac{\sigma_C}{\max\{\sqrt{r}, \sqrt{\log(p_1 \wedge p_2)}\}} \) additionally holds, i.e., the variance array \( \{\sigma^2_{ij}\} \) is not too “spiky,” we further have

\[
\mathbb{E}\|\sin \Theta(\hat{U}, U)\| \lesssim \left( \frac{\sigma_C}{\lambda_r(X)} + \frac{\sigma_R \sigma_C}{\lambda_r^2(X)} \right) \wedge 1.
\]

**Remark 5.** When \( \sigma_{ij} = \sigma_{\text{max}} \) for all \( i, j \), (19) reduces to

\[
\mathbb{E}\|\sin \Theta(\hat{U}, U)\| \lesssim \left( \frac{\sqrt{p_1 \sigma_{\text{max}}}}{\lambda_r(X)} + \frac{\sqrt{p_1 p_2 \sigma_{\text{max}}}}{\lambda_r^2(X)} \right),
\]

which matches the optimal rate for SVD under homoskedastic noise in the literature [10, Theorems 3 and 4].

**Remark 6.** In contrast to the scaling of \( \lambda_r(\Lambda) \) in Theorems 1 and 2, the scale of \( \lambda_r(X) \) in Theorem 4 implicitly grows with both \( p_1 \) and \( p_2 \) as \( X \) is a \( p_1 \)-by-\( p_2 \) matrix.

### 3.2. Poisson PCA

Poisson PCA [40] is an important problem in statistics and engineering with a range of applications, including photon-limited imaging [54] and biological sequencing data analysis [15]. Suppose we observe \( Y \in \mathbb{R}^{p_1 \times p_2} \), where \( Y_{ij} \overset{\text{ind}}{\sim} \text{Poisson}(X_{ij}) \) and \( X \in \mathbb{R}^{p_1 \times p_2} \) is rank-\( r \). Let \( X = UAV^\top \) be the singular value decomposition, where
\[ U \in \mathbb{O}_{p_1,r}, V \in \mathbb{O}_{p_2,r}. \] The goal is to estimate the leading singular vectors of \( X \), i.e., \( U \) or \( V \), based on \( Y \). HeteroPCA is an appropriate method for Poisson PCA since it can well handle the heteroskedasticity of Poisson distribution. Although the aforementioned heteroskedastic low-rank matrix denoising can be seen as a prototype problem of Poisson PCA, Theorem 4 is not directly applicable and more careful analysis is needed since the Poisson distribution has heavier tail than sub-Gaussian.

**Theorem 5 (Poisson PCA).** Suppose \( X \) is a nonnegative \( p_1 \)-by-\( p_2 \) matrix, \( \text{rank}(X) = r, \lambda_1(X)/\lambda_r(X) \leq C, X_{ij} \geq c \) for constant \( c > 0, U \in \mathbb{O}_{p_1,r} \) is the left singular subspace of \( X \). Denote

\[
\sigma_R^2 = \max_i \sum_{j=1}^{p_2} X_{ij}, \quad \sigma_C^2 = \max_j \sum_{i=1}^{p_1} X_{ij}, \quad \sigma_*^2 = \max_{i,j} X_{ij}.
\]

Suppose one observes \( Y \in \mathbb{R}^{p_1 \times p_2}, Y_{ij} \overset{\text{iid}}{\sim} \text{Poisson}(X_{ij}). \) Then there exists constant \( c_f > 0 \) such that if \( U \) satisfies \( I(U) = \max_i \frac{1}{p} \| e^T_i U \|_2^2 \leq c_f p_1 / r \), the proposed HeteroPCA procedure (Algorithm 1) on matrix \( YY^\top \) with rank \( r \) and number of iterations \( T = \Omega(\log(\lambda_r(X)/\sigma_C) + 1) \) yields

\[
\mathbb{E}\left| \sin \Theta(\hat{U}, U) \right| \lesssim \left( \sigma_C \frac{r}{\lambda_r(X)} + \frac{\sigma_R \sigma_C}{\lambda_r^2(X)} \right)^{\wedge} 1.
\]

In addition, if \( \sigma_{\text{max}} \leq \sigma_C / \max\{r, \sqrt{\log(p_1) \log(p_2)}\} \), then

\[
\mathbb{E}\left| \sin \Theta(\hat{U}, U) \right| \lesssim \left( \sigma_C \frac{r}{\lambda_r(X)} + \frac{\sigma_R \sigma_C}{\lambda_r^2(X)} \right)^{\wedge} 1.
\]

3.3. SVD for Heteroskedastic and Incomplete Data. Missing data problems arise frequently in high-dimensional statistics. Let \( X \in \mathbb{R}^{p_1 \times p_2} \) be a rank-\( r \) unknown matrix. Suppose only a small fraction of entries of \( X \), denoted by \( \Omega \subseteq [p_1] \times [p_2] \), are observable with random noise, \( Y_{ij} = X_{ij} + Z_{ij}, \quad (i,j) \in \Omega. \)

Here, each entry \( Y_{ij} \) is observed or missing with probability \( \theta \) or \( 1 - \theta \) for some \( 0 < \theta < 1 \) and \( Z_{ij} \)'s are independent, zero-mean, and possibly heteroskedastic. Let \( R \in \mathbb{R}^{p_1 \times p_2} \) be the indicator of observable entries:

\[
R_{ij} = \begin{cases} 1, & (i,j) \in \Omega; \\ 0, & (i,j) \notin \Omega, \end{cases}
\]

and \( R \) and \( Y \) are independent. Assume \( X = UV^\top \) is the singular value decomposition, where \( U \in \mathbb{O}_{p_1,r} \) and \( V \in \mathbb{O}_{p_2,r} \). Denote \( \tilde{Y} \) as the entry-wise product of \( Y \) and \( R \), i.e., \( \tilde{Y}_{ij} = Y_{ij} R_{ij}, \forall (i,j) \in [p_1] \times [p_2] \). We aim to estimate \( U \) based on \( \{\tilde{Y}_{ij}, (i,j) \in \Omega\} \) or equivalently \( \tilde{Y}_{ij}s \). This problem is heteroskedastic since \( \mathbb{E}\tilde{Y}_{ij} = \theta X_{ij} \) and \( \text{Var}(\tilde{Y}_{ij}) \) may vary for different \((i,j)\) pairs. We can apply HeteroPCA to \( \tilde{Y} \tilde{Y}^\top \) to estimate \( U \). The following theoretical guarantee holds.
Let \( X \) be a \( p_1 \)-by-\( p_2 \) rank-\( r \) matrix, whose left singular subspace is denoted by \( U \in \mathbb{O}_{p_1,r} \). Assume that \( \mathbb{E} Y = X \). Suppose \( Y \) satisfies \( \max_{i,j} \| Y_{ij} \|_{\psi^2} \leq C \) and all entries \( Y_{ij} \) are independent. Suppose \( 0 < \theta \leq 1 - c \) for constant \( c > 0 \). There exists constant \( c_f > 0 \) such that if \( U \in \mathbb{O}_{p_1,xr} \) satisfies \( I(U) \| X \| / \lambda_r(X) \leq c_f p_1 / r \), HeteroPCA applied to \( \tilde{Y}\tilde{Y}^\top \) with \( T = \Omega \left( \log(\theta \lambda_r^2(\tilde{X})/p_1) \vee 1 \right) \) outputs an estimator \( \tilde{U} \) satisfying

\[
\sin(\Theta(\tilde{U}, U)) \lesssim \max \left\{ \sqrt{p_2(\theta + \theta^3 p_2^2)} \log(p_1), \theta p_1 \log^2(p_1) \right\} \wedge 1
\]

with probability at least \( 1 - p_1^{-C} \).

Remark 7 (Comparison with matrix completion). Our result is related to a substantial body of literature on low-rank matrix completion. For example, [12, 14, 52] analyzed the performance of nuclear norm minimization; [45] introduced the spectral regularization algorithm for incomplete matrix learning and developed the software package SoftImpute\(^1\); [36, 37, 35, 32] analyzed the alternating gradient descent and spectral algorithm for matrix completion with/without noise; [48] developed OptShrink, an algorithm for matrix estimation based on the optimal shrinkage of singular values and truncated SVD guided by random matrix theory; [53] studied the low-rank model for count data with missing values; also see [8] for a recent survey of matrix completion. Different from the literature on matrix completion, our goal here is to estimate the singular subspace \( U \in \mathbb{O}_{p_1,r} \) rather than the whole matrix \( X \in \mathbb{R}^{p_1 \times p_2} \). We apply HeteroPCA to impute the diagonal entries of \( XX^\top \), not the missing entries in \( X \) itself as in most of the aforementioned matrix completion literature.

In addition, when the average amplitude of all entries in \( X \) is a constant (i.e., \( \| X \|_F \approx p_1 p_2 \)) and \( X \) is well conditioned (i.e., \( \lambda_1(X) \geq \lambda_r(X) \)), Theorem 6 implies that the HeteroPCA estimator is consistent as long as the expected sample size satisfies

\[
\mathbb{E}|\Omega| \gg \max \left\{ p_1^{1/3} p_2^{2/3} r^{2/3} \log^{1/3}(p_1), p_1 r^2 \log(p_1), p_1 r \log(p_1) \log(p_1 p_2) \right\}
\]

In the classic literature on matrix completion [36, 52], the sample size requirement is \( |\Omega| \geq (p_1 + p_2)r \cdot \text{polylog}(p) \). When \( p_1 \gtrsim p_2 \), these sample size requirements nearly match and coincide with existing lower bounds in the literature [14, Theorem 1.7]. When \( p_1 \ll p_2 \), (24) requires much fewer samples than what is needed for matrix completion; in other words, HeteroPCA can consistently estimate the \( p_1 \)-by-\( r \) subspace \( U_1 \), even if most columns of \( X \) are completely missing and estimating the whole \( p_1 \)-by-\( p_2 \) matrix accurately is impossible. To our best knowledge, we are among the first to show such a result.

Remark 8 (Time complexity). If the target matrix \( X \) is \( p_1 \)-by-\( p_2 \) and rank-\( r \), the time complexity of HeteroPCA, regular SVD, diagonal-deletion SVD, OptShrink [48], and SoftImpute [45] are \( O(|\Omega|^2/p_2 + T p_1^2 r) \), \( O(T(|\Omega| r + r^3)) \), \( O(|\Omega|^2/p_2 + T p_1^2 r) \), \( O(T(|\Omega| r + r^3)) \), and \( O(T(|\Omega| + p_1 p_2 r)) \), respectively. Here, \( T \) denotes the number of iterations in each method.

Remark 9. Recently, [59, 60] studied PCA with sparse data-dependent noise and incomplete data. They proved that if the signal-to-noise ratio is strong enough, the uncorrelated noise is small enough, and the proportion of missing values is small enough, one can

---

\(^1\)https://cran.r-project.org/web/packages/softImpute/index.html
estimate the subspace accurately. Under the model setting of Theorem 6 and some regularity conditions, [59, Corollary 3.7] can imply \( \hat{U}_1 = \text{SVD}_r(Y) \) satisfies

\[
\|\sin \Theta(\hat{U}_1, U_1)\| \lesssim \left( \sqrt{\frac{sbr}{p_1p_2}} + \frac{p_2}{\lambda^2(X)} + \sqrt{\frac{r^2s\log p_1}{p_2}} + \sqrt{\frac{r\log p_1}{\lambda^2(X)}} \right) \wedge 1.
\]

Here, \( s, b \) are the maximum number of missing values in each row and in each column, respectively. To ensure (25) gives an nontrivial upper bound, one must have \( (s/p_1)(b/p_2) \lesssim 1/r \). In contrast, Theorem 6 implies that HeteroPCA can consistently recover \( U_1 \) even if \( s \approx p_1 \) and \( b \approx p_2 \), i.e., only a smaller fracture of entries are observable, if the observable entries are uniform randomly selected from the target matrix.

**Remark 10.** PCA for heteroskedastic and incomplete data is another closely related problem. Suppose one observes incomplete i.i.d. samples \( Y_1, \ldots, Y_n \in \mathbb{R}^p \) from the generalized spiked covariance model (3) with missingness:

\[
\forall 1 \leq i \leq p, 1 \leq k \leq n, \quad R_{ik} = \begin{cases} 1, & Y_{ik} \text{ is observable;} \\ 0, & Y_{ik} \text{ is missing,} \end{cases}
\]

where \( \{R_{ik}\}_{1 \leq i \leq p, 1 \leq k \leq n} \) are independent of \( Y_1, \ldots, Y_n \). The goal is to estimate \( U \). Many existing literature on PCA with incomplete data focused on regular SVD methods under the homoskedastic noisy setting (see, e.g., [41, 10]), which are not directly suitable here. To estimate \( U \) using HeteroPCA, we can evaluate the generalized sample covariance matrix,

\[
\hat{\Sigma}^* = (\hat{\sigma}_{ij}^*)_{1 \leq i, j \leq p}, \quad \text{with} \quad \hat{\sigma}_{ij}^* = \frac{\sum_{k=1}^n (Y_{ik} - \bar{Y}_i^*)(Y_{jk} - \bar{Y}_j^*)R_{ik}R_{jk}}{\sum_{k=1}^n R_{ik}R_{jk}}
\]

and \( \bar{Y}_i^* = \frac{\sum_{k=1}^n Y_{ik}R_{ik}}{\sum_{k=1}^n R_{ik}} \).

Then \( U \) can be estimated by applying Algorithm 1 on \( \hat{\Sigma}^* \). A similar consistent upper bound result to Theorem 6 can be developed for this procedure.

In a more general scenario that noise \( \varepsilon_k \) has non-diagonal covariance or depends linearly on the signal \( X_k \), the readers are referred to [59, 60] for a theory of the SVD estimator.

**4. Numerical Results.** In this section, we investigate the numerical performance of the proposed procedure. All simulation results are based on 1000 repeated independent experiments. The average and the standard deviation of estimation errors are respectively indicated by markers and error bars in each plot.

**4.1. PCA under the generalized spiked covariance model.** We first consider PCA under the generalized spiked covariance model (3). Let \( p = 30, n \in [60, 600] \), and \( r \in \{3, 5\} \). We generate a \( p \times r \) random matrix \( U_0 \) with i.i.d. standard Gaussian entries, \( w_1, \ldots, w_p \overset{iid}{\sim} \text{Unif}[0, 1] \), and \( \sigma_1, \ldots, \sigma_p \overset{iid}{\sim} \text{Unif}[0, 1] \). The purpose of generating uniform random vectors \( w, \sigma \) is to introduce heteroskedasticity into observations. Then, we let \( U = QR(\text{diag}(w) \cdot U_0) \in \mathbb{O}_{p,r} \) and \( \Sigma_0 = U \text{diag}(1, \ldots, r)U^\top \in \mathbb{R}^{p \times p} \). We aim to recover \( U \) based on i.i.d. observations \( \{Y_k = X_k + \varepsilon_k\}_{k=1}^n \), where \( X_1, \ldots, X_n \overset{iid}{\sim} N(0, \Sigma_0), \varepsilon_1, \ldots, \varepsilon_n \overset{iid}{\sim} N(0, \text{diag}(\sigma_1^2, \ldots, \sigma_n^2)) \). We implement the proposed HeteroPCA, diagonal-deletion, and regular SVD approaches and plot the average estimation errors and standard deviation in \( \sin \Theta \) distance. We also implement the classic factor analysis method [55, 39], factanal function in R stats package, and the Bayesian factor analysis method, MCMCfactanal function.
Next we study how the degree of heteroskedasticity affects the performance. Let

\[ v_1, \ldots, v_p \overset{iid}{\sim} \text{Unif}[0,1], \quad \sigma_k^2 = \frac{0.1 \cdot p \cdot v_k^\alpha}{\sum_{i=1}^p v_i^\alpha}, \quad k = 1, \ldots, p. \]

In such case, \( \sigma_{\text{sum}}^2 = \sigma_1^2 + \cdots + \sigma_p^2 \) always equals \( 0.1p \) and \( \alpha \) characterizes the degree of heteroskedasticity: the larger \( \alpha \) results in a more imbalanced distribution of \( (\sigma_1, \ldots, \sigma_p) \); if \( \alpha = 0 \), \( \sigma_1 = \cdots = \sigma_p \) and the setting becomes homoskedastic. Now we generate \( U, \Sigma_0 \) and \( \{Y_k, X_k, \varepsilon_k\}_{k=1}^n \) in the same way as the previous setting. We only compare HeteroPCA with regular SVD and diagonal-deletion estimator since it takes a too long time to run factor analysis methods in this setting. The average estimation errors for \( U \) are plotted in Figure 2. The results again suggest that the performance of diagonal-deletion estimator is unstable across different settings. When \( \alpha = 0 \), i.e., the noise is homoskedastic, the performance of HeteroPCA and regular SVD are comparable; but as \( \alpha \) increases, the estimation error of HeteroPCA grows significantly slower than that of the regular SVD, which is consistent with the theoretical results in Theorem 1.

4.2. SVD under heteroskedastic noise. Next, we consider the problem of SVD under heteroskedastic noise discussed in Section 3.1. Let \( U_0 \in \mathbb{R}^{p_1 \times r} \) and \( V_0 \in \mathbb{R}^{p_2 \times r} \) be i.i.d. Gaussian ensembles for \( (p_1, p_2) = (50, 200), (200, 1000) \) and \( r = 3 \). To introduce heteroskedasticity, we also randomly draw \( w, v_1 \in \mathbb{R}^{p_1} \), and \( v_2 \in \mathbb{R}^{p_2} \) with i.i.d. \( \text{Unif}[0,1] \) entries. Then we evaluate \( U = \text{QR} \left( U_0 \cdot \text{diag}(w)^4 \right) \), \( V = \text{QR} \left( V_0 \right) \), and construct the signal matrix
Figure 2. Average sin $\Theta$ loss versus heteroskedastic level $\alpha$ under the generalized spiked covariance model (Section 4.1)

$$X = (p_1 p_2)^{1/4} \cdot U \text{diag}(1, \ldots, r) V^\top.$$ The noise matrix is drawn as $E_{ij} \overset{\text{iid}}{\sim} N(0, \sigma_0^2 \cdot \sigma_{ij}^2)$, where $\sigma_{ij} = (v_1)_i^4 \cdot (v_2)_j^4$, $\sigma_0$ varies from 0 to 2, $1 \leq i \leq p_1$, and $1 \leq j \leq p_2$. Based on the $p_1$-by-$p_2$ observation $Y = X + E$, we implement HeteroPCA with input of $YY^\top$, regular-SVD, diagonal-deletion, and OptShrink$^2$ ([48], an algorithm for matrix estimation based on the optimal shrinkage of singular values and truncated SVD guided by random matrix theory) to evaluate $\hat{U}$, $\hat{V}$. For each of the estimators $\hat{U}$ and $\hat{V}$, we also estimate $X$ by $\hat{X} = \hat{U} \hat{V}^\top Y \hat{V}^\top$. The average sin $\Theta$ norm errors of $\hat{U}$, $\hat{V}$ and the average Frobenius norm error of $\hat{X}$ are presented in Figure 3. We can see the proposed HeteroPCA outperforms other methods in all estimations for $U$, $V$, and $X$, and the advantage of HeteroPCA is more significant when the noise level increases.

4.3. Poisson PCA. We generate $U_0 \in \mathbb{R}^{p_1 \times r}$ and $V_0 \in \mathbb{R}^{p_2 \times r}$ with i.i.d. standard normal entries for $(p_1, p_2, r) = (50, 500, 3)$ or $(200, 1000, 3)$. Similarly to previous settings, we introduce heteroskedasticity by generating a vector $w \in \mathbb{R}^{p_1}$ with i.i.d. Unif[0, 1] entries. Let $U = |U_0| \cdot \text{diag}(w)^{1/4} \in \mathbb{R}^{p_1 \times r}$, $V = |V_0| \in \mathbb{R}^{p_2 \times r}$, $X = \lambda U \text{diag}(1, \ldots, r) V^\top \in \mathbb{R}^{p_1 \times p_2}$, and $Y_{ij} \sim \text{Poisson}(X_{ij})$ independently. Here, $\lambda > 0$ measures the signal strength. The performance of HeteroPCA, regular SVD, diagonal-deletion, and OptShrink on estimation of left singular subspaces are provided in Figure 4. These plots again illustrate the merit of the proposed HeteroPCA method.

2Software package available at https://web.eecs.umich.edu/~rajinrao/optshrink/
Fig 3. Estimation errors of $\hat{U}$ (top left), $\hat{V}$ (top right), and $\hat{X}$ (bottom left) in SVD under heteroskedastic noise (Section 4.2)
4.4. SVD based on heteroskedastic and incomplete data. Finally, in the following experiment we study SVD based on heteroskedastic and incomplete data in the setting of Section 3.3. Generate $Y, X, Z \in \mathbb{R}^{p_1 \times p_2}$ in the same way as the previous heteroskedastic SVD setting with $p_1 = 50, 100, r = 3, 5, \sigma_0 = .2$, and $p_2$ ranging from 800 to 3200. Each entry of $Y$ is observed independently with probability $\theta = 0.1$. We aim to estimate $U$ based on $\{Y_{ij} : (i, j) \in \Omega\}$. In addition to HeteroPCA, regular SVD, diagonal-deletion SVD, and OptShrink, we also apply the nuclear norm minimization via Soft-Impute package ([45], also see Remark 10)

$$\hat{X}_s = \arg \min_{\hat{X} \in \mathbb{R}^{p_1 \times p_2}} \sum_{(i,j) \in \Omega} (\tilde{Y}_{ij} - \hat{X}_{ij})^2 + \nu \|\hat{X}\|_s, \quad \hat{U} = \text{SVD}_r(\hat{X}).$$

To avoid the cumbersome issue of parameter $\nu$ selection, we evaluate the above nuclear norm minimization estimator for a grid of values of $\nu$, then record the outcome with the minimum $\sin \Theta$ distance error $\|\sin \Theta(\hat{U}, U)\|$. From the results plotted in Figure 5, we can see that HeteroPCA significantly outperforms all other methods when $p_1 \ll p_2$, which matches the discussion in Remark 7.

5. Discussion. We consider PCA in the presence of heteroskedastic noise in this paper. To alleviate the significant bias incurred on diagonal entries of the Gram matrix due to heteroskedastic noise, we introduced a new procedure named HeteroPCA that adaptively imputes diagonal entries to remove the bias. The proposed procedure achieves optimal rate of convergence in a range of settings. In addition, we discuss the applications of the proposed algorithm to heteroskedastic low-rank matrix denoising, Poisson PCA, and SVD based on heteroskedastic and incomplete data.
The proposed HeteroPCA procedure can also be applied to many other problems where the noise is heteroskedastic. First, exponential family PCA is a commonly used technique for dimension reduction on non-real-valued datasets [17, 47]. As discussed in the introduction, the exponential family distributions, e.g., exponential, binomial, and negative binomial, may be highly heteroskedastic. As in the case of Poisson PCA considered in Section 3.2, the proposed HeteroPCA algorithm can be applied to exponential family PCA.

In addition, community detection in social networks has attracted significant attention in the recent literature [24]. Although most of existing results focused on unipartite graphs, bipartite graphs, i.e., all edges are between two groups of nodes, often appear in practice [46, 23, 70]. The proposed HeteroPCA can also be applied to community detection for bipartite stochastic block model. Similarly to the analysis for heteroskedastic low-rank matrix denoising in Section 3.1, HeteroPCA can be shown to have advantages over other baseline methods.

The proposed framework is also applicable to solve the heteroskedastic tensor SVD problem, which aims to recover the low-rank structure from the tensorial observation corrupted by heteroskedastic noise. Suppose one observes $Y = X + Z \in \mathbb{R}^{p_1 \times p_2 \times p_3}$, where $X$ is a Tucker low-rank signal tensor and $Z$ is the noise tensor with independent and zero-mean entries. If $Z$ is homoskedastic, the higher-order orthogonal iteration (HOOI) [19] was shown to achieve the optimal performance for recovering $X$ [69]. If $Z$ is heteroskedastic, we can apply HeteroPCA instead of the regular SVD to obtain a better initialization for HOOI. Similarly to the argument in this article, we are able to show that this modified HOOI yields more stable and accurate estimates than the regular HOOI.

Canonical correlation analysis (CCA) is one of the most important tools in multivariate analysis for exploring the relationship between two sets of vector samples [31]. In the standard procedure of CCA, the core step is a regular SVD on the adjusted cross-covariance ma-
trix between samples. When the observations contain heteroskedastic noise, one can replace the regular SVD procedure by HeteroPCA to achieve better performance.

6. Proofs. In this section, we prove the main results, namely, Theorems 1 and 3. For reasons of space, the other proofs are given in the supplementary materials [68].

6.1. Proofs for Heteroskedastic PCA.

PROOF OF THEOREM 1. First, we introduce
\[ E = [\varepsilon_1, \ldots, \varepsilon_n] \in \mathbb{R}^{p \times n}, \quad \gamma_k = \Lambda^{1/2} U^\top (X_k - \mu) \in \mathbb{R}^r, \quad \Gamma = [\gamma_1, \ldots, \gamma_n] \in \mathbb{R}^{r \times n}. \]
Then the observations can be written as
\[ Y_k = X_k + \varepsilon_k = \mu + U \Lambda^{1/2} \gamma_k + \varepsilon_k, \quad \text{or} \quad Y = \mu 1_n^\top + U \Lambda^{1/2} \Gamma + E, \]
where \( \mu \in \mathbb{R}^p \) is a fixed vector, \( \mathbb{E} \gamma_k = 0 \), \( \text{Cov}(\gamma_k) = I \), \( E \) has independent entries, and \( \Gamma \) has independent columns. We also denote \( \bar{X} \in \mathbb{R}^p, \bar{E} \in \mathbb{R}^p, \bar{\Gamma} \in \mathbb{R}^r \) as the averages of all columns of \( X, E, \) and \( \Gamma \), respectively. Since \( \bar{\Sigma} \) is invariant after any translation on \( \bar{Y} \), we can assume \( \mu = 0 \) without loss of generality. The rest of the proof is divided into three steps for the sake of presentation.

Step 1 We define \( \hat{\Sigma}_X = (XX^\top - n \bar{X} \bar{X}^\top)/(n-1) \) as the signal sample covariance. The aim of this step is to develop a concentration inequality for \( \hat{\Sigma} - \Sigma_X \). To this end, we consider the following decomposition of \( n(\hat{\Sigma} - \Sigma_X) \),
\[
(n-1)(\hat{\Sigma} - \Sigma_X) = (n-1)\bar{\Sigma} - (XX^\top - n \bar{X} \bar{X}^\top)
\]
\[ = YY^\top - n YY^\top - (XX^\top - n \bar{X} \bar{X})
\]
\[ = (X + E)(X + E)^\top - (XX^\top - n \bar{X} \bar{X}^\top) - n \left( \bar{X} \bar{X}^\top + \bar{X} \bar{E}^\top + \bar{E} \bar{X}^\top + \bar{E} \bar{E}^\top \right)
\]
\[ = X E^\top + E X^\top + EE^\top - n \left( \bar{X} \bar{E}^\top + \bar{E} \bar{X}^\top + \bar{E} \bar{E}^\top \right). \]
We analyze each term of (26) separately as follows. Since \( E \) has independent entries and \( \text{Var}(\bar{E}_{ij}) = \sigma^2 \), the rowwise structured heteroskedastic concentration inequality [9, Theorem 6] implies
\[
\mathbb{E} \left\| EE^\top - \mathbb{E} EE^\top \right\| \lesssim \sqrt{n} \sigma_{\text{sum}} \sigma_{\text{max}} + \sigma_{\text{sum}}^2.
\]
Since \( X \) is deterministic, \( E \) is random, and \( \mathbb{E} E = 0 \), we have \( \mathbb{E} EX^\top = 0 \). By Lemma 2 in the supplementary materials,
\[
\mathbb{E}_E \left( \left\| EX^\top - \mathbb{E} EX^\top \right\| \mid X \right) = \mathbb{E}_E \left( \left\| EX^\top \right\| \mid X \right)
\]
\[
\lesssim \|X\| \left( \sigma_C + r^{1/4} \sigma_{\text{max}} \sigma_C + \sqrt{r} \sigma_{\text{max}} \right) \text{Cauchy-Schwarz} \lesssim \|X\| \left( \sigma_{\text{sum}} + \sqrt{r} \sigma_{\text{max}} \right). \]
Since \( \mathbb{E} \|E\|^2 = \sum_{i=1}^p \mathbb{E} (\bar{E})^2 = \sum_{i=1}^p \sigma^2_i / n = \sigma_{\text{sum}}^2 / n \), we have
\[
\mathbb{E}_E \left( n \left\| \bar{X} \bar{E}^\top + \bar{E} \bar{X}^\top + \bar{E} \bar{E}^\top \right\| \right)
\]
\[ \leq \mathbb{E}_E n \|\bar{X} \bar{E}^\top\| + \mathbb{E}_E n \|\bar{E} \bar{X}^\top\| + \mathbb{E}_E n \|\bar{E} \bar{E}^\top\|
\]
\[ \leq \mathbb{E}_E 2n \|\bar{X}\|_2 \|\bar{E}\|_2 + \mathbb{E}_E n \|\bar{E}\|^2_2
\]
\[ \leq 2n \|\bar{X}\|_2 \cdot (\mathbb{E} \|\bar{E}\|_2^\frac{1}{2})^2 + \mathbb{E}_E n \|\bar{E}\|^2_2 \leq 2n^{1/2} \sigma_{\text{sum}} \|\bar{X}\|_2 + \sigma_{\text{sum}}^2. \]
Combining (27), (28), and (29), we have
\[
\mathbb{E}_E \left\| (n - 1)(\hat{\Sigma} - \hat{\Sigma}_X) - \mathbb{E} \mathbb{E}^T \right\| 
\lesssim \sqrt{n} \sigma_{\text{sum}} \sigma_{\text{max}} + \sigma_{\text{sum}}^2 + \|X\| (\sigma_{\text{sum}} + \sqrt{\sigma_{\text{max}}}) + n^{1/2} \|\bar{X}\|_2 \sigma_{\text{sum}}.
\]
Noting that \( \mathbb{E} \mathbb{E}^T = n \text{diag}(\sigma_1^2, \ldots, \sigma_p^2) \) is diagonal and \( \Delta(\cdot) \) is the operator that sets all diagonal entries to zero, we further have
\[
\mathbb{E}_E \left\| \Delta \left( (n - 1)(\hat{\Sigma} - \hat{\Sigma}_X) \right) \right\| = \mathbb{E}_E \left\| \Delta \left( (n - 1)(\hat{\Sigma} - \hat{\Sigma}_X) - \mathbb{E} \mathbb{E}^T \right) \right\|
\leq 2 \mathbb{E}_E \left\| (n - 1) \left( \hat{\Sigma} - \hat{\Sigma}_X \right) - \mathbb{E} \mathbb{E}^T \right\|
\lesssim \sqrt{n} \sigma_{\text{sum}} \sigma_{\text{max}} + \sigma_{\text{sum}}^2 + \|X\| (\sigma_{\text{sum}} + \sqrt{\sigma_{\text{max}}}) + n^{1/2} \|\bar{X}\|_2 \sigma_{\text{sum}}.
\]

Step 2 Next, we study the expectation of the target function with respect to \( X \). We specifically need to study \( \lambda_r(n \hat{\Sigma}_X), \|X\|, \) and \( \|\bar{X}\|_2 \). Since \( \Gamma \in \mathbb{R}^{r \times n} \) has independent columns and each column is isotropic sub-Gaussian distributed, based on the random matrix theory [61, Corollary 5.35],
\[
P \left( \sqrt{n} + C \sqrt{r} + t \geq \|\Gamma\| \geq \lambda_r(\Gamma) \geq \sqrt{n} - C \sqrt{r} - t \right) \leq \exp(-C t^2 / 2).
\]
In addition, \( \sqrt{n} \hat{\Gamma} \in \mathbb{R}^r \) is a sub-Gaussian vector with the identity covariance matrix. By the Bernstein-type concentration inequality [61, Proposition 5.16],
\[
P \left( \|\sqrt{n} \hat{\Gamma}\|_2^2 \geq r + C \sqrt{rx} + Cx \right) \leq C \exp(-cx).
\]
If \( n \geq C r \) for some large constant \( C > 0 \), by setting \( t = c \sqrt{n} \) and \( x = cn \) in the previous two inequalities, we have
\[
2 \sqrt{n} \geq \|\Gamma\| \geq \lambda_r(\Gamma) \geq \sqrt{n}/2, \quad \text{and} \quad \|\sqrt{n} \hat{\Gamma}\|_2 \leq \sqrt{n}/3
\]
with probability at least \( 1 - C \exp(-cn) \). When (30) holds,
\[
\lambda_r(n \hat{\Sigma}_X) = \lambda_r \left( n(XX^T - nX \bar{X}^T) \right) = \lambda_r \left( nU \Lambda^{1/2}(\Gamma \Gamma^T - n \hat{\Gamma} \hat{\Gamma}^T) \Lambda^{1/2} U^T \right)
\geq \lambda_r(\Lambda) \cdot \lambda_r \left( \Gamma \Gamma^T - n \hat{\Gamma} \hat{\Gamma}^T \right) \geq \lambda_r(\Lambda) \left( \lambda_r(\Gamma) - \|\sqrt{n} \hat{\Gamma}\|_2 \right)
\geq \lambda_r(\Lambda) \left( n/4 - n/9 \right) \geq n \lambda_r(\Lambda);
\]
and
\[
\|X\| \leq \|U \Lambda^{1/2} \Gamma\| \leq \|\Lambda^{1/2}\| \cdot \|\Gamma\| \leq 2 \sqrt{n} \|\Lambda^{1/2}\| \lesssim \sqrt{n} \lambda_r^{1/2}(\Lambda),
\]
where the last inequality is due to the assumption that \( \|\Lambda\| / \lambda_r(\Lambda) \leq C \) for some constant \( C \).
\[
\|\bar{X}\|_2 = \|U \Lambda^{1/2} \hat{\Gamma}\|_2 \leq \|\Lambda^{1/2}\| \cdot \|\hat{\Gamma}\|_2 \lesssim \lambda_r^{1/2}(\Lambda).
\]
Combining the previous three inequalities, we know if (30) holds,

\[
\begin{align*}
\mathbb{E}_E \| \Delta_+((n - 1)(\hat{\Sigma} - \hat{\Sigma}_X)) \|_{\lambda_r((n - 1)\hat{\Sigma}_X)} & \leq \| \frac{\sqrt{n}n\sigma_{\text{sum}}\sigma_{\text{max}} + \sigma_{\text{sum}}^2 + (n\lambda_r(\Lambda))^{1/2}(\sigma_{\text{sum}} + \sqrt{r}\sigma_{\text{max}})}{n\lambda_r(\Lambda)} \|_{\lambda_r((n - 1)\hat{\Sigma}_X)} + 1 \\
& \leq \left( \frac{\sigma_{\text{sum}} + \sqrt{r}\sigma_{\text{max}}}{(n\lambda_r(\Lambda))^{1/2}} + \frac{\sqrt{n}n\sigma_{\text{sum}}\sigma_{\text{max}} + \sigma_{\text{sum}}^2}{n\lambda_r(\Lambda)} \right) \lambda_r((n - 1)\hat{\Sigma}_X) + 1 \wedge 1.
\end{align*}
\]

Here, the last “\(\wedge 1\)” is due to \(\sigma_{\text{sum}}^2/(n\lambda_r(\Lambda)) \wedge 1 \leq \sigma_{\text{sum}}/(n\lambda_r(\Lambda))^{1/2} \wedge 1\).

Step 3 Finally, since \(\text{rank}(\Sigma_X) \leq r\), the eigenvectors of \(\Sigma_X\) are \(U\), and \(U\) satisfies the incoherence condition: \(I(U) \leq c_1 p/r\), the robust \(\sin \Theta\) Theorem (Theorem 3) for \(T = \Omega(\log \left( \frac{n\lambda_r(\Lambda)}{\sigma_{\text{sum}}} \right) \vee 1)\) yields

\[
\begin{align*}
\mathbb{E}_E \| \sin \Theta(\hat{U}, U) \|_{\lambda_r((n - 1)\hat{\Sigma}_X)} & \leq \mathbb{E}_E \left( \frac{\| \Delta_+((n - 1)(\hat{\Sigma} - \hat{\Sigma}_X)) \|_{\lambda_r((n - 1)\hat{\Sigma}_X)}}{\lambda_r((n - 1)\hat{\Sigma}_X)} + 2^{-T} \right) + 1 \\
& \leq \mathbb{E}_E \left( \frac{\sqrt{n}n\sigma_{\text{sum}}\sigma_{\text{max}} + \sigma_{\text{sum}}^2 + \| X \|_{2}(\sigma_{\text{sum}} + \sqrt{r}\sigma_{\text{max}}) + n^{1/2}\| X \|_{2}\sigma_{\text{sum}}}{n\lambda_r(\Lambda)} \right) \wedge 1.
\end{align*}
\]

The last inequality is due to the assumption that \(\lambda_r(\Lambda) \geq c\exp(-cn)\). Therefore, we have finished the proof of this theorem.

6.2. Proof of Theorem 3. In this subsection we prove a more general version of Theorem 3, where the corrupted entries lie in a known set \(\mathcal{G} \subset [p] \times [p]\) which need not be the diagonal. Recall the model (14), where we observe a symmetric \(p \times p\) matrix \(N = M + Z\), where \(M\) is a rank-\(r\) matrix of interest and \(Z\) is the perturbation. Our goal is to estimate \(U \in \mathbb{O}_{p,r}\), consisting of the eigenvectors of \(M\). Extending the ideas of Algorithm 1 for HeteroPCA, Algorithm 2 provides a robust estimate of \(U\), which iteratively impute the values in the corrupted entries in \(\mathcal{G}\). In the special case where \(\mathcal{G}\) is the diagonal, i.e., \(\mathcal{G} = \{(i, i) : 1 \leq i \leq p\}\), Algorithm 2 reduces to Algorithm 1.
Next we give a performance guarantee for Algorithm 2. For any $H \in \mathbb{R}^{p \times p}$, let $G(H)$ be the matrix $H$ with all entries but those in $\mathcal{G}$ set to zero and $\Gamma(H) = H - G(H)$. Define

$$
\eta = \max_{H \in \mathbb{R}^{m \times m}, \text{rank}(H) \leq 2r} \frac{\|G(H)\|}{\|H\|},
$$

which essentially measures the maximum perturbations due to the entries in $\mathcal{G}$ on the singular subspace. We also assume that the set of corrupted entries $\mathcal{G}$ is $b$-sparse in the sense that

$$
\max_i \{|j : (i, j) \in \mathcal{G}\} \vee \max_j \{|i : (i, j) \in \mathcal{G}\} \leq b,
$$

i.e., the number of corrupted entries in each row and each column is at most $b$. To overcome the “spiky” issue discussed in Remark 13, we again assume the incoherence condition (35). We have the following theoretical results for Algorithm 2.

**Theorem 7** (General robust $\sin \Theta$ theorem). Assume $\mathcal{G} \subseteq [p] \times [p]$ is $b$-sparse. Suppose one observes the symmetric matrix $N = M + Z$, where $\text{rank}(M) = r$, $Z$ is any symmetric perturbation, and the eigenvectors of $M$ are $U \in \mathbb{O}_{p,r}$. Let $\hat{U}^{(t)}$ be the intermediate matrix in Algorithm 1 with $t$ iterations. There exists a constant $c > 0$ such that if the incoherence condition

$$
\frac{I(U)}}{\lambda_r(M)} \leq \frac{cp}{\eta br(b \wedge r)}
$$

is satisfied and $\eta \|\Gamma(Z)\| \leq c \lambda_r(M)$, then

$$
\left\| \sin \Theta(\hat{U}^{(t)}, U) \right\| \leq 4\|\Gamma(Z)\|/\lambda_r(M) + 2^{-(t+3)}/\eta.
$$

Here, $\eta$ is defined in (34). In particular, if $T = \Omega(\log \frac{\lambda_r(M)}{\eta \|\Gamma(Z)\|} \vee 1)$, the final outcome $\hat{U}$ of Algorithm 1 with corrupted index set $\mathcal{G}$ satisfies

$$
\left\| \sin \Theta(\hat{U}, U) \right\| \leq \frac{\|\Gamma(Z)\|}{\lambda_r(M)} \wedge 1.
$$

**Remark 11.** Though calculating the exact value of $\eta$ can be difficult in general, Lemma 4 in the supplement shows $\eta \leq \sqrt{b \wedge (2r)}$ for all $b$-sparse $\mathcal{G}$.

**Proofs of Theorem 7.** To characterize how the proposed procedure refines the estimation by initialization and iterations, we define $T_0 = \|\Gamma(N - M)\| = \|\Gamma(Z)\|$ and $K_t = \|N^{(t)} - M\|$ for $t = 0, 1, \ldots$. Since $H = \Gamma(H) + G(H)$, we have $\|H\| \leq \|G(H)\| + \|\Gamma(H)\|$ for any matrix $H \in \mathbb{R}^{p \times p}$.
Step 2. Next, we analyze the evolution of iterations by establishing an upper bound for the initial error $K_0 = \|N^{(0)} - M\|$. By definition, $N^{(0)} = \Gamma(N)$.

To better align $\Gamma(N)$ with $M$, we decompose $M = \Gamma(M) + G(M)$. Since the singular subspace of $M$ aligns with $U$, we have $M = P_U M P_U$. Thus,

$$K_0 = \|N^{(0)} - M\| = \|\Gamma(N - M) - G(M)\|
\leq \|\Gamma(N - M)\| + \|G(M)\| = \|\Gamma(Z)\| + \|G(P_U M P_U)\|
\leq (a) \|\Gamma(Z)\| + \frac{I(U) r b}{p} \|M\| = T_0 + \frac{I(U) r b}{p} \|M\|.$$

Here, (a) is due to the contraction property of the map $G(P_U \cdot)$ in Lemma 1. Provided that $\frac{I(U) r b}{p} \|M\| \leq \lambda_r(M)/\eta$ in the assumption, we have

$$K_0 \leq T_0 + \lambda_r(M)/\eta. \tag{38}$$

Step 2. Next, we analyze the evolution of iterations by establishing an upper bound for $\|N^{(t)} - M\|$ based on $\|N^{(t-1)} - M\|$. By definition,

$$N^{(t)} - M = G(N^{(t)} - M) + \Gamma(N^{(t)} - M).$$

Since the entries indexed by $G^c$ in $N^{(t)}$ do not change through iterations, $\|\Gamma(N^{(t)} - M)\| = \|\Gamma(N - M)\|$, which can be bounded by $T_0$. The analysis for $G(N^{(t)} - M)$ is more complicated. By definition, the entries indexed by $G$ in $N^{(t)}$ is the same as the ones in $N^{(t-1)} - P_{U^{(t-1)}} N^{(t-1)}$. To align $M$ with $P_{U^{(t-1)}} N^{(t-1)}$, we decompose $M = P_{U^{(t-1)}} M + P_{U^\perp} N^{(t-1)}$. Thus,

$$G(N^{(t)} - M) = G\left(P_{U^{(t-1)}} N^{(t-1)} - P_{U^{(t-1)}} M - P_{U^\perp} N^{(t-1)}\right)
= G\left(P_{U^{(t-1)}} (N^{(t-1)} - M)\right) - G\left(P_{U^\perp} N^{(t-1)}\right).$$

It is still difficult to analyze $G(P_{U^{(t-1)}} (N^{(t-1)} - M))$ due to the complicated connection between $P_{U^{(t-1)}}$ and $N^{(t-1)} - M$. Thus, we decouple them by introducing $P_{U^{(t-1)}} = P_U + (P_{U^{(t-1)}} - P_U)$. Then, we have decomposed $G(N^{(t)} - M)$ into the following three terms:

$$G(N^{(t)} - M) = G\left(P_U (N^{(t-1)} - M)\right) - G\left(P_{U^\perp} N^{(t-1)}\right)
+ G\left((P_{U^{(t-1)}} - P_U) \cdot (N^{(t-1)} - M)\right). \tag{39}$$

Next, we bound these three terms separately. In particular, the upper bound of $\|G(P_U (N^{(t-1)} - M))\|$ and $\|G(P_{U^\perp} N^{(t-1)})\|$ can be achieved by the application of the contraction property for the map $G(P_U \cdot)$ in Lemma 1; to prove an upper bound for $\|G((P_{U^{(t-1)}} - P_U) \cdot (N^{(t-1)} - M))\|$, we apply the property of $\sin \Theta$ distance to relate $\|\left(P_{U^{(t-1)}} - P_U\right)\|$ to $\|N^{(t-1)} - M\|/\lambda_r(M)$. The detailed proofs are provided as follows.

- By Lemma 1,

$$\|G\left(P_U (N^{(t-1)} - M)\right)\| \leq \sqrt{\frac{I(U)r b(b \wedge r)}{p}} \|N^{(t-1)} - M\|
= \sqrt{\frac{I(U)r b(b \wedge r)}{p}} K_{t-1}. \tag{40}$$
Step 3. Finally, we use induction to show that for all $t \geq 1$,

$$
\|G(P_{U_{(t-1)}} M)\| = \|G(P_{U_{(t-1)}} M P_U)\| \leq \sqrt{\frac{I(U)^{rb}(b \wedge r)}{p}} \|P_{U_{(t-1)}} M\|
$$

(41)

$$
\leq 2\sqrt{\frac{I(U)^{rb}(b \wedge r)}{p}} \|N^{(t-1)} - M\| = 2\sqrt{\frac{I(U)^{rb}(b \wedge r)}{p}} K_{t-1}.
$$

Note that $U^{(t-1)}(U^{(t-1)})^\top$ and $UU^\top$ are both positive semi-definite and $\|U^{(t-1)}(U^{(t-1)})^\top\| \vee \|UU^\top\| \leq 1$, we have $\|U^{(t-1)}(U^{(t-1)})^\top - UU^\top\| \leq 1$. By Lemma 1 in [11],

$$
\|U^{(t-1)}(U^{(t-1)})^\top - UU^\top\| \leq 2\|\sin \Theta(U^{(t-1)}, U)\| \wedge 1 = 2\|U^{(t-1)}\| U^\top \wedge 1
$$

$$
\leq 2\|U^{(t-1)}\| U^\top \wedge 1 \leq 2\|U^{(t-1)}\| U^\top \wedge 1 \leq 4\|N^{(t-1)} - M\| \wedge 1 = \frac{4K_{t-1}}{\lambda_r(M)} \wedge 1,
$$

where the penultimate step follows from Lemma 6. Note that

$$
\text{rank}((P_{U^{(t-1)}} - P_U)(N^{(t-1)} - M)) \leq \text{rank}(P_{U^{(t-1)}} - P_U)
$$

$$
\leq \text{rank}(P_{U^{(t-1)}}) + \text{rank}(P_U) \leq 2r,
$$

we have

$$
\|G\left((P_{U^{(t-1)}} - P_U) \cdot (N^{(t-1)} - M)\right)\| \leq \eta \cdot \|P_{U^{(t-1)}} - P_U\| \cdot \|N^{(t-1)} - M\| \leq \eta K_{t-1} \cdot \left(\frac{4K_{t-1}}{\lambda_r(M)} \wedge 1\right).
$$

Combining (39)–(42), we have for all $t \geq 1$,

$$
K_t \leq \|\Gamma(N^{(t)} - M)\| + \|G(N^{(t)} - M)\|
$$

(43)

$$
\leq T_0 + 3\sqrt{\frac{I(U)^{rb}(b \wedge r)}{p}} K_{t-1} + \frac{4\eta}{\lambda_r(M)} K_{t-1}^2.
$$

Step 3. Finally, we use induction to show that for all $t \geq 0$,

$$
K_t \leq 2T_0 + 2^{-t+4} \lambda_r(M)/\eta.
$$

(44)

The base case of $t = 0$ is proved by (38). Next, suppose the statement (44) holds for $t - 1$. Then

$$
K_t \leq T_0 + 3\sqrt{\frac{I(U)^{rb}(b \wedge r)}{p}} K_{t-1} + \frac{4\eta}{\lambda_r(M)} K_{t-1}^2
$$

(a)

$$
\leq T_0 + \frac{K_{t-1}}{4} + K_{t-1} \left(8\eta T_0 + \frac{1}{4}\right)
$$

(b)

$$
\leq T_0 + \frac{K_{t-1}}{2} \leq T_0 + \frac{2T_0 + \lambda_r(M) \cdot (1/2)^{(t-1)+4}/\eta}{2}
$$

(c)

$$
= 2T_0 + \lambda_r(M) \cdot (1/2)^t/\eta.
$$

(d)
where (a) is (43); (b) is due to the assumption $144I(U)rb(b \land r) \leq p$ and the induction hypothesis; (c) is from the assumption $T_0 \leq \lambda_r(M)/(64\eta)$; (d) is by the induction hypothesis.

Therefore, for all $t \geq \Omega(\log \frac{\lambda_r(M)}{\log q} + 1) = \Omega(\log \frac{\lambda_r(M)}{||T||} + 1)$, we have $K_t \leq 3T_0$. Finally, the desired (36) (37) follow from $\sin \Theta$ perturbation bound [42, Theorem 5, $q = \infty$]. For completeness, we still provide a proof here. Let $M = USV^T$ be the singular value decomposition of $M$, where $S$ is diagonal and $U, V \in \mathbb{O}_{p,r}$. Then,

$$||\sin \Theta(\hat{U}(t); U)|| = ||(\hat{U}_\perp)^T U|| \leq \frac{||((\hat{U}_\perp)^T USV^T) - I)||}{\lambda_r(M)}$$

$$\leq \frac{||((\hat{U}_\perp)^T (M + N(t) - M))||}{\lambda_r(M)} + \frac{||((\hat{U}_\perp)^T (N(t) - M))||}{\lambda_r(M)}$$

$$\leq \frac{||N(t) - M||}{\lambda_r(M)} + \frac{K_t}{\lambda_r(M)} = \frac{2K_t}{\lambda_r(M)} = \frac{4T_0}{\lambda_r(M)} + (1/2)^{t+3}/\eta.$$

Here, (a) holds because for any matrices $A \in \mathbb{R}^{p \times r}, B \in \mathbb{R}^{r \times p}$, by defining $x_* = \arg \max_{||x||_2 = 1} ||x^T A|| = ||A||$, then

$$||AB|| = \sup_{||x||_2 = 1} ||x^T AB||_2 \geq ||(x_* A)B||_2 \geq ||x_* A||_2 \lambda_r(B) = ||A|| \lambda_r(B);$$

(b) holds because $U$ has orthonormal columns; (c) is because $(\hat{U})_\perp$ correspond to the $(r + 1)$st, ..., $p$th singular vector of $N(t)$; (d) is due to Eckart-Young-Mirsky Theorem. Therefore, we have finished the proof of this theorem.

**Remark 12.** In fact, Theorem 7 implies Theorem 3. To see this, note that if the corruption set $G$ is the diagonal, $G = \{(i, i) : 1 \leq i \leq p\}$, we have

$$b = \max_i \{j : (i, j) \in G\} + \max_j \{i : (i, j) \in G\} = 1,$$

$$\eta = \max_M ||D(M)||/||M|| = \max_M \frac{|M_{ii}|}{||M||} = 1.$$

The next Lemma 1 provides an important technical tool for the proof of robust $\sin \Theta$ theorem. It essentially shows that the operator norm of the composition of linear maps $G(P_{U^*})$ is much smaller than the product of individual operator norms $||G(\cdot)||$ and $||P_U||$, provided that the basis $U$ is incoherent; the same conclusion also applies to $G(\cdot P_V)$.

**Lemma 1.** Assume $G \subseteq [m_1] \times [m_2]$ is $b$-sparse, i.e., $\max_i \{j : (i, j) \in G\} \leq b$. Suppose $U \in \mathbb{O}_{m_1,r}$ and $V \in \mathbb{O}_{m_2,r}$. Recall that $G(A)$ is the matrix $A$ with all entries in $G^c$ set to zero. $I(U) = \sum_i ||e_i^T U||^2_2$, $I(V) = \sum_j ||e_j^T V||^2_2$, $P_U = UU^T$, and $P_V = VV^T$. Then for any matrix $A \in \mathbb{R}^{p_1 \times p_2}$, we have

$$||G(P_U A)|| \leq \sqrt{\frac{I(U)rb(b \land r)}{m_1}} ||A||, \quad ||G(A P_V)|| \leq \sqrt{\frac{I(V)rb(b \land r)}{m_2}} ||A||.$$

\[3\] See a proof in https://en.wikipedia.org/wiki/Low-rank_approximation
and \( \|G(P_U A P_V)\| \leq \frac{\sqrt{I(U)I(V) \cdot r b}}{m_1 m_2} \|A\|. \)

In particular, recall that \( D(A) \) is the matrix \( A \) with all off-diagonal entries set to zero. Suppose \( U \in \mathcal{O}_{m,r} \). Then for any matrix \( A \in \mathbb{R}^{m \times m} \),

\[
\|D(P_U(D(A)))\| \leq \frac{I(U)r}{m} \|D(A)\|, \quad \|D(P_U A)\| \leq \sqrt{\frac{I(U)r}{m} \|A\|}.
\]

**Proof of Lemma 1.**

\[
\|G(P_U A)\| = \max_{\|v\|_2 = 1} \|v^T G(UU^T A)\|_2 = \max_{\|v\|_2 = 1} \left( \sum_{j=1}^{m_2} \left( \sum_{i:(i,j) \in \mathcal{G}} v_i (UU^T A)_{i,j} \right)^2 \right)^{1/2}
\]

\[
= \max_{\|v\|_2 = 1} \left( \sum_{j=1}^{m_2} \left( \sum_{i:(i,j) \in \mathcal{G}} v_i^2 \right) \left( \sum_{i:(i,j) \in \mathcal{G}} (UU^T A)_{i,j}^2 \right) \right)^{1/2},
\]

where the inequality is due to Cauchy-Schwarz. Now, for any \( 1 \leq j \leq m_2 \),

\[
\sum_{i:(i,j) \in \mathcal{G}} (UU^T A)_{i,j}^2 \leq \sum_{i:(i,j) \in \mathcal{G}} \left( U_{i,j} \cdot (U^T A)_{i,j} \right)^2 = \sum_{i:(i,j) \in \mathcal{G}} \|U_i\|_2^2 \cdot \|(U^T A)_{i,j}\|_2^2 \leq \frac{I(U)r}{m_1} \|A\|_2^2.
\]

Thus,

\[
\|G(P_U A)\| \leq \sqrt{\frac{I(U)r b}{m_1} \|A\| \max_{\|v\|_2 = 1} \left( \sum_{j=1}^{m_2} \left( \sum_{i:(i,j) \in \mathcal{G}} v_i^2 \right) \right)^{1/2}}
\]

\[
= \sqrt{\frac{I(U)r b}{m_1} \|A\| \cdot \max_{\|v\|_2 = 1} \left( \sum_{i=1}^{m_1} \sum_{j:(i,j) \in \mathcal{G}} v_i^2 \right)^{1/2}}
\]

\[
\leq \sqrt{\frac{I(U)r b^2}{m_1} \|A\| \cdot \max_{\|v\|_2 = 1} \left( \sum_{i=1}^{m_1} v_i^2 \right)^{1/2}} \leq \frac{I(U)r b^2}{m_1} \|A\|.
\]

Additionally, since \( \text{rank}(A) \leq r \) and \( \mathcal{G} \) is \( b \)-sparse,

\[
\|G(P_U A)\|^2 \leq \|G(P_U A)\|_F^2 = \sum_{i,j} \left( G(UU^T A)_{i,j} \right)^2 = \sum_{j=1}^{m_2} \sum_{i:(i,j) \in \mathcal{G}} \left( U_{i,j} \cdot (U^T A)_{i,j} \right)^2 \leq \sum_{j=1}^{m_2} \|U_{i,j}\|_2^2 \cdot \|U^T A_{i,j}\|_2^2 \leq \frac{I(U)r b}{m_1} \cdot \|U^T A\|_F \leq \frac{I(U)r b}{m_1} \cdot r \|U^T A\|_2 \leq \frac{I(U)r b^2}{m_1} \|A\|^2.
\]
Combining previous two inequalities, we have
\[ \|G(P_U A)\| \leq \sqrt{I(U) r} b(\wedge b) / m_1 \| A \|. \]

The proof for \( \|G(AP_V)\| \leq \sqrt{I(V) r} b(b \wedge r) / m_2 \| A \| \) similarly follows. Next, for any \( u \in \mathbb{R}^{m_1}, v \in \mathbb{R}^{m_2} \) such that \( \|u\|_2 = \|v\|_2 = 1 \), we have
\[
 u^T G(P_U A P_V) v = u^T G(UU^T A VV^T) v = \sum_{(i,j) \in \mathcal{G}} u_i v_j \left[ UU^T A VV^T \right]_{i,j} 
\]

\[
 \leq \sum_{(i,j) \in \mathcal{G}} |u_i v_j| |U_i| \cdot 2 \cdot \|U^T A V\| \cdot \|V_j\|_2 \leq \sum_{(i,j) \in \mathcal{G}} |u_i v_j| \cdot \sqrt{\frac{r I(U)}{m_1} \cdot \| A \|} \cdot \sqrt{\frac{r I(V)}{m_2}} 
\]

\[
 \leq \frac{br \sqrt{I(U) I(V)}}{\sqrt{m_1 m_2}} \| A \|, 
\]

which means \( \|G(P_U A P_V)\| \leq br \sqrt{I(U) I(V)} (1/m_1 m_2) \| A \| \).

For the diagonal operator \( D(\cdot) \), since \( D(A) \) is a diagonal matrix, we have \( D(A) e_i = D(A)_{ii} e_i \) and
\[
\|D(P_U (D(A)))\| = \max \left| \{P_U (D(A))\}_{ii} \right| = \max \left| e_i^T P_U D A e_i \right| 
\]

\[
 = \max \left| e_i^T P_U e_i \cdot A_{ii} \right| = \max \|U^T e_i\|_2 \cdot |A_{ii}| \leq \frac{I(U)}{m} \|D(A)\|, 
\]

\[
\|D(P_U (A))\| = \max \left| \{P_U A\}_{ii} \right| = \max \left| e_i^T UU^T A e_i \right| 
\]

\[
 \leq \|e_i^T U\|_2 \cdot \| A \| \leq \frac{I(U)}{m} \| A \|. 
\]

\[ \square \]
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