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We develop large sample theory for merged data from multiple sources. Main statistical issues treated in this paper are (1) the same unit potentially appears in multiple datasets from overlapping data sources, (2) duplicated items are not identified, and (3) a sample from the same data source is dependent due to sampling without replacement. We propose and study a new weighted empirical process and extend empirical process theory to a dependent and biased sample with duplication. Specifically, we establish the uniform law of large numbers and uniform central limit theorem over a class of functions along with several empirical process results under conditions identical to those in the i.i.d. setting. As applications, we study infinite-dimensional $M$-estimation and develop its consistency, rates of convergence, and asymptotic normality. Our theoretical results are illustrated with simulation studies and a real data example.

1. Introduction. Many organizations nowadays collect massive datasets from various sources including online surveys, business transactions, social media, and scientific research. In contrast to well-controlled small data, the representativeness of these datasets often critically depends on technology for data collection. A promising remedy to reduce potential selection bias is to merge multiple samples with different coverages. Data integration problems, however, have not been fully studied in view of basic limit theorems such as the law of large numbers (LLN) and the central limit theorem (CLT). Main statistical challenges we focus on here are (1) potential duplicated selection from overlapping sources of different sizes, (2) the lack of identification of duplicated items across datasets, and (3) dependence among observations in each source induced by sampling without replacement. Because large parts of statistical theory rely on the assumption that observations are independent and identically distributed (i.i.d.), the analysis of merged data from multiple sources requires a novel approach in theory and methods.

The basic setting considered in this paper is as follows:
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• Our interest lies in a statistical model $P$ for a vector of variables $X$ taking values in a measurable space $(X, \mathcal{A})$. Suppose $X \sim P_0 \in \mathcal{P}$.

• Let $V = (\tilde{X}, U) \in \mathcal{V}$ where $\tilde{X}$ is a coarsening of $X$ and $U$ is a vector of auxiliary variables that do not contain information about the model $P$. The space $\mathcal{V}$ consists of $J$ overlapping “(population) data sources” $\mathcal{V}^{(1)}, \ldots, \mathcal{V}^{(J)}$ with $\bigcup_{j=1}^{J} \mathcal{V}^{(j)} = \mathcal{V}$ and $\mathcal{V}^{(j)} \cap \mathcal{V}^{(j')} \neq \emptyset$ for some $(j, j')$. Variables $V$ determine source membership.

• For data collection, a large sample is drawn from a population: let $V_1, \ldots, V_N$ be i.i.d. as $V$. Unit $i$ belongs to source $j$ if $V_i \in \mathcal{V}^{(j)}$. Sample size in source $j$ is $N^{(j)} = \# \{1 \leq N : V_i \in \mathcal{V}^{(j)}\}$.

• Next, a random sample of size $n^{(j)}$ is drawn without replacement from source $j$ with sampling probability $\pi^{(j)}(V_i) = (n^{(j)}/N^{(j)})I\{V_i \in \mathcal{V}^{(j)}\}$. For selected units, we observe $X$. We repeat the same process for all sources. As $n^{(j)} \leq N^{(j)}$ holds, $n^{(j)}$ and $\pi^{(j)}(\cdot)$ are a random variable and a random function, respectively.

• Finally, multiple datasets from different sources are combined. Our proposed estimation method estimates the parameters of the model $P$.

Fig 1. Sampling scheme for merged data from multiple sources with $J = 2$.

The two-stage formulation is crucial in describing duplicated selection. A large sample is drawn from a population (sampling from population), and units are classified into one or more (sample) data sources. Next, subsamples are drawn without replacement from each data source (finite-population sampling) to generate multiple datasets. The sample at the first stage serves as a finite population to allow for repeated selection of the same units.

Information that statisticians have at their disposal is the $X$- and $V$-values of the selected items from different sources, membership information on (other) data sources to which selected items belong, and the realizations of $N^{(j)}$ and $n^{(j)}$. A special case where $V$-values are also available for non-sampled items is treated in Section 4.

Our framework covers a number of applications. Typical examples are opinion polls [9], public health surveillance [30], and health interview surveys.
ASYMPTOTIC THEORY FOR MERGED DATA FROM MULTIPLE SOURCES

where data sources are lists of cell- and landline-phone users. Duplicated records in databases are important issues in business operations [28]. Scientific research has considered combining face-to-face, telephone and online surveys [15, 17]. Our setting also covers the situation where one data source is entirely contained in another. This case is highly useful for studying rare disease and rare exposure represented as smaller data sources [33, 35]. Applications include the synthesis of existing clinical and epidemiological studies with surveys, disease registries, and healthcare databases [12, 36, 45].

Despite scientific and financial benefits of data integration, many important models have never been studied in our setting due to the lack of probabilistic tools to study a dependent and biased sample with duplication. We address this issue by extending empirical process theory with applications to infinite-dimensional $M$-estimation in mind. This theory provides essential tools for the analysis of semi- and non-parametric inference (see e.g. [38, 58]). It originated in the study of the uniform law of large numbers (U-LLN) and the uniform central limit theorem (U-CLT) in the i.i.d. setting [10, 19, 20, 22, 23]. The i.i.d. assumption has been relaxed in several directions including triangular arrays [60, 61], martingale difference [40], Markov chains [2], and stationary processes [3]. The study of dependent empirical processes arising from complex sampling was initiated by [7] for stratified samples followed by [52]. Beyond stratified samples, [4] and [5] studied the U-CLT for rejective sampling and single stage sampling, respectively.

Our sampling scheme is markedly different from those in the above literature in important ways. A basic technique to analyze dependent empirical processes is to find a hidden (nearly) independent structure as seen in [4] that utilized similarity between independent Poisson sampling and rejective sampling. This method needs a simple dependence structure but our merged data have complex multitiered dependence: First, items within the same source are dependent due to sampling without replacement. Second, items across overlapping sources are dependent because they are potentially identical. Previous studies focused on dependence within a sample but our theory addresses dependence within and between samples at the same time. Another difference is that simple inverse probability weighting adopted in [4, 5, 7] is not valid in our setting. This technique corrects selection bias from data sources but does not account for bias from duplicated selection.

We build large sample theory on a novel weighted empirical process that integrates information from multiple sources. Our main contribution is the U-LLN and U-CLT over a class of functions. We only assume that an index set is Glivenko-Cantelli or Donsker as in [7, 52]. This implies that if the U-LLN or the U-CLT holds for the i.i.d. sample, the corresponding results
hold for merged data without additional conditions. This formulation is of practical importance because fair comparison can be made between previous scientific conclusions from i.i.d. samples and the ones from the analysis of merged data without worrying about differences in assumptions. This generality makes a contrast with [4] that assumes the uniform entropy condition and [5] that assumes a priori the existence of the finite-dimensional CLT.

Another contribution is theory of infinite-dimensional $M$-estimation for merged data. Previous research tended to focus on the U-CLT with limited applications as a result (e.g. statistical functionals in [4, 5]), but the U-LLN and maximal inequalities are essential to obtain consistency and rates of convergence for $M$-estimators. We obtain a set of empirical process tools beyond the U-CLT, and derive consistency, rates of convergence, and asymptotic normality of our estimators. We obtain optimal calibration [16, 48] and optimal weights in our weighted empirical process that improve efficiency of our estimators. We study several examples including the Cox proportional hazards models [13] and illustrate the finite sample performance of our methods through numerical studies in several different scenarios.

Our theory can be viewed as a non-trivial extension of [7, 52] for stratified samples to overlapping “strata.” In stratified sampling, the i.i.d. sample from population is stratified and finite population sampling is carried out in each stratum. One may consider our sampling scheme as “stratified sampling” with non-negligible intersections among strata. The approach of [7, 52] is, however, not applicable to our setting due to issues of multitiered dependence and inverse probability weighting discussed above. In particular, their proof exploited the disjoint nature of strata and reduced weak convergence to multiple convergence within strata. This method addresses dependence within strata but does not cover dependence across “strata” arising from duplicated selection (see Section 3 for details). Note that our framework is more general than previously studied sampling designs including stratified sampling in that it accommodates those designs in place of finite population sampling. In Section D of the Supplement, we treat stratified sampling at the second stage of sampling in the data integration context.

The rest of the paper is organized as follows. In Section 2, we introduce our weighted empirical process and discuss more on our sampling framework. We present the U-LLN and several variants of U-CLTs in Section 3. Calibration methods are treated in Section 4. We study infinite-dimensional $M$- and $Z$-estimation and their applications in Section 5. Finite sample properties of proposed methods are illustrated in numerical studies in Section 6. Section 7 discusses differences between our framework and those in sampling theory. All proofs and additional simulation are given in the Supplement.
2. Sampling and Empirical Process. We review basic settings and introduce our weighted empirical process.

2.1. Sampling. Let $R^{(j)}_i \in \{0, 1\}$ be a sampling indicator from source $j$. Simple random sampling from each source is carried out independently. Thus, sampling indicators $(R^{(j)}_1, \ldots, R^{(j)}_N)$ and $(R^{(j')}_1, \ldots, R^{(j')}_N)$ with $j \neq j'$ are conditionally independent given $V_1, \ldots, V_N$. However, sampling indicators within the same source are not independent but are only exchangeable due to sampling without replacement. The unit that does not belong to source $j$ (i.e., $V_i \notin V^{(j)}$) automatically has $R^{(j)}_i = 0$. Throughout we denote inverse probability weighting by $R^{(j)}_i / \pi^{(j)}(V_i)$ with convention $0 / 0 = 0$.

To enumerate units within a data source, we write e.g. $X^{(j)}_{i}$ to mean the observation of $X$ for the unit $i$ in source $j$ with index $i$ going from 1 through $N^{(j)}$ (see the first display on page 9). The limits of sampling probabilities are $\lim_{N \to \infty} \pi^{(j)}(v) = p^{(j)}I\{v \in V^{(j)}\}$ where $p^{(j)} \geq c > 0$ for some constant $c$. We assume $N$ is known. In Section F of the Supplement, we consider the case of unknown $N$ which may be the case in practice.

For additional notations, let $W = (X, U) \in X \times U \equiv W$ with $W \sim \tilde{P}_0$. The conditional measure given membership in source $j$ is denoted as $P^{(j)}_0$, i.e., for measurable $A \subset W$, $P^{(j)}_0(A) = \tilde{P}_0(A \cap V^{(j)}) / \nu^{(j)}$ where $\nu^{(j)} \equiv \tilde{P}_0(V \in V^{(j)})$ is membership probability in source $j$. The conditional probability measure for $R^{(j)}_i$ given $N^{(j)}$, $i = 1, \ldots, N, j = 1, \ldots, J$, is denoted as $P_{R,N}$. The probability measure $P^{\infty}$ is defined such that its projection of the first $N$ coordinates is $\tilde{P}_0^N \times P_{R,N}$.

2.2. Assumption of Unidentified Duplication. Duplicated items are not identified in our setting, which reflects the lack of communication between sampling procedures. Instead, we assume that we can identify additional data source membership of selected items by checking their $V$. This assumption is not too restrictive. For example, telephone surveys can ask an additional question whether to own both landline and cell phones. When medical studies are merged, comparison of inclusion and exclusion criteria suffices. Identifying duplication, on the other hand, produces unavoidable errors. Important identifiers such as names, addresses, and social security numbers are usually not disclosed for a privacy reason, and even these variables suffer typographical errors and inconsistent abbreviations [21, 59]. Correcting bias from imperfect record linkage requires a correctly specified model of linking errors [37, 39]. Our proposed method avoids these practical difficulties, and remains valid even when identification is possible.
2.3. Hartley-Type Empirical Process. The empirical measure is a fundamental object in empirical process theory. This cannot be computed in our setting because of non-selected items and unidentified duplicated selection. As an alternative, we propose to study Hartley’s estimator [25, 26] of a distribution function in place of the empirical measure.

Hartley’s estimator [25, 26] was originally proposed for estimation of population total and average in multiple-frame surveys in sampling theory where multiple samples are drawn from overlapping sampling frames. Viewing sampling frames as data sources in our context, Hartley’s estimator of the sample average \( \bar{X} \) when \( J = 2 \) is defined as

\[
\mathbb{P}_N^H \equiv \frac{1}{N} \sum_{i=1}^{N} \left( \frac{R_i^{(1)} \rho^{(1)}(V_i)}{\pi^{(1)}(V_i)} + \frac{R_i^{(2)} \rho^{(2)}(V_i)}{\pi^{(2)}(V_i)} \right) X_i,
\]

where the weight function \( \rho \) for duplicated selection is given by

\[
\rho(v) = (\rho^{(1)}(v), \rho^{(2)}(v)) \equiv \begin{cases} 
(1, 0) & \text{if } v \in \mathcal{V}^{(1)} \text{ and } v \notin \mathcal{V}^{(2)}, \\
(0, 1) & \text{if } v \notin \mathcal{V}^{(1)} \text{ and } v \in \mathcal{V}^{(2)}, \\
(c^{(1)}, c^{(2)}) & \text{if } v \in \mathcal{V}^{(1)} \cap \mathcal{V}^{(2)},
\end{cases}
\]

for positive constants \( c^{(1)}, c^{(2)} \) with \( c^{(1)} + c^{(2)} = 1 \). Duplicated selection and missing observations are properly addressed by the weight function \( \rho(v) \) and the inverse probability weights respectively. In fact, this estimator is unbiased for \( E(X) \) because \( \rho^{(1)}(v) + \rho^{(2)}(v) = 1 \) for all \( v \) and \( E[R_i^{(j)} | X_i, V_i, N^{(j)}, n^{(j)}] = \pi^{(j)}(V_i) \). Moreover, identification of duplicated items is not necessary to compute this estimator because the two sums

\[
(2.1) \quad \mathbb{P}_N^H = \frac{1}{N} \sum_{i=1}^{N} \frac{R_i^{(1)} \rho^{(1)}(V_i)}{\pi^{(1)}(V_i)} X_i + \frac{1}{N} \sum_{i=1}^{N} \frac{R_i^{(2)} \rho^{(2)}(V_i)}{\pi^{(2)}(V_i)} X_i,
\]

in \( \mathbb{P}_N^H \) can be computed separately based on each subsample.

Motivated by Hartley’s estimator, we define the Hartley-type empirical measure (H-empirical measure) for \( J = 2 \) by

\[
\mathbb{P}^H_N \equiv \frac{1}{N} \sum_{i=1}^{N} \left( \frac{R_i^{(1)} \rho^{(1)}(V_i)}{\pi^{(1)}(V_i)} + \frac{R_i^{(2)} \rho^{(2)}(V_i)}{\pi^{(2)}(V_i)} \right) \delta_{(X_i, V_i)}.
\]

This is an unbiased estimator of the empirical measure \( \mathbb{P}_N \equiv N^{-1} \sum_{i=1}^{N} \delta_{(X_i, V_i)} \) given \((X_i, V_i), i = 1, \ldots, N\). Note, however, that \( \mathbb{P}^H_N \) is not a probability measure since point masses do not add up to 1 in general. The Hartley-type empirical process (H-empirical process) is defined by

\[
\mathcal{G}_N^H = \sqrt{N}(\mathbb{P}_N^H - \bar{P}_0).
\]
When there are more than two sources, we define the weight function \( \rho = (\rho^{(1)}, \ldots, \rho^{(J)}) : \mathcal{V} \mapsto [0, 1]^J \) that is constant on a mutually exclusive subset of \( \mathcal{V} \) determined by \( \mathcal{V}^{(j)} \)'s:

\[
\rho^{(j)}(v) = \begin{cases} 
1, & v \in \mathcal{V}^{(j)} \cap \left( \bigcup_{m \neq j} \mathcal{V}^{(m)} \right)^c, \\
\epsilon^{(j)}_{k_1, \ldots, k_l}, & v \in \mathcal{V}^{(j)} \cap \left( \bigcap_{m=1}^l \mathcal{V}^{(k_m)} \right) \cap \left( \bigcup_{m \notin \{j, k_1, \ldots, k_l\}} \mathcal{V}^{(m)} \right)^c, \\
0, & v \notin \mathcal{V}^{(j)},
\end{cases}
\]

with \( j, k_1, \ldots, k_l \) all different and \( \sum_{j=1}^J \rho^{(j)}(v) = 1 \). The H-empirical measure is defined by

\[
\mathbb{P}_N^H = \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^J R^{(j)}_i \rho^{(j)}(V_i) \delta_{\pi^{(j)}(V_i)}.
\]

and the H-empirical process is defined by

\[
G_N^H = \left( \mathbb{P}_N^H - \tilde{P}_0 \right) f.
\]

Let \( \mathcal{F} \) be a class of measurable functions on \((X, \mathcal{A})\) that serves as the index set for the H-empirical process. As a stochastic process indexed by \( \mathcal{F} \), \( G_N^H \) evaluated at \( f \in \mathcal{F} \) is a random variable \( G_N^H f = \sqrt{N} (\mathbb{P}_N^H - \tilde{P}_0) f = \sqrt{N} (\mathbb{P}_N^H f - \tilde{P}_0 f) \) where \( \tilde{P}_0 f \) is the expectation of \( f(X) \) under \( \tilde{P}_0 \), and \( \mathbb{P}_N^H f \) is the “expectation” of \( f(X) \) under \( \mathbb{P}_N^H \) given by

\[
\mathbb{P}_N^H f = \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^J R^{(j)}_i \rho^{(j)}(V_i) f(X_i).
\]

We often omit variables of a function in “expectations” as in \( \mathbb{P}_N^H f \) and \( G_N^H f \).

3. Limit Theorems: Uniform WLLN and CLT. The U-LLN and U-CLT for the H-empirical process lay the groundwork for the analysis of merged data from multiple sources. The critical issue for establishing these theorems is multitiered dependence. This is not a difficult problem in the finite-population framework where only sampling indicators \( R^{(j)}_i \) are random. For example, the two terms of \( \mathbb{P}_N^H X \) in (2.1) are independent in this framework, and each admits a finite-population CLT (e.g. [24]) to yield the sum of independent normal random variables as a limit [43]. A similar idea appears in the analysis of stratified samples. For the derivation of the U-CLT, [7] decomposed their weighted empirical process into stratum-wise empirical processes and showed their conditional weak convergence to independent Gaussian processes given data. Because strata do not overlap unlike our case, conditional independence automatically becomes unconditional to complete their proof. Unfortunately, this conditional argument is not valid in our setting due to dependence across overlapping data sources.
Our approach consists of two key ideas: (1) the decomposition of the H-empirical process into data sources with centering by appropriate variables, and (2) bootstrap asymptotics for establishing unconditional asymptotic normality. Our decomposition ensures unconditional independence, and bootstrap asymptotics bridges unconditional and conditional convergence.

Our decomposition emulates two stages of the sampling procedure:

$$G^H_N = \sqrt{N}(P^H_N - \tilde{P}_0) = \sqrt{N}(P_N - \tilde{P}_0) + \sqrt{N}(P^H_N - P_N).$$

The first term is the empirical process $G^H_N = \sqrt{N}(P^H_N - \tilde{P}_0)$ for the i.i.d. sample which corresponds to sampling from population at the first stage. This process weakly converges to the Brownian bridge by the U-CLT for the i.i.d. sample. The second term corresponding to sampling from data sources is further decomposed. Note that

$$P^H_N f = \sum_{j=1}^J P_N \rho^{(j)}(V_i) f(X_i)$$

by the fact that

$$\sum_{j=1}^J \rho^{(j)}(v) = 1$$

for every $v$. Combining this with the decomposition of $P^H_N$ in (2.1) with a general $J$ yields

$$(P^H_N - P_N) f = \sum_{j=1}^J \frac{1}{N} \sum_{i=1}^N \left( \frac{R^{(j)}(i)}{\pi^{(j)}(V_i)} - 1 \right) \rho^{(j)}(V_i) f(X_i)$$

$$\equiv \sum_{j=1}^J (P^H_N - P_N) \rho^{(j)} f.$$

As in the finite-population framework, the conditional covariance of $(P^H_N - P_N) \rho^{(j)} f$ with different $j$’s is zero given data $(X_i, V_i), i = 1, \ldots, N$, because sampling from different data sources (i.e., $R^{(j)} s$ and $R^{(j')} s$) is independent. Moreover, their conditional expectations given data are also zero because

$$E[R^{(j)}(i)|X_i, V_i, N^{(j)}, n^{(j)}] = \pi^{(j)}(V_i).$$

It follows from the total law of covariance (i.e., $\text{Cov}(X, Y) = \text{E}[\text{Cov}(X, Y|Z)] + \text{Cov}(\text{E}[X|Z], \text{E}[Y|Z])$) that any two of summands in the last display are uncorrelated. The same argument applies to the relationship between each summand and $\sqrt{N}(P_N - \tilde{P}_0) f$. Hence we obtain the decomposition of $G^H_N$ into $J + 1$ uncorrelated pieces:

$$G^H_N f = \sqrt{N}(P_N - \tilde{P}_0) f + \sum_{j=1}^J \sqrt{N}(P^H_N - P_N) \rho^{(j)} f.$$

If we show each summand converges to a Gaussian process, the limiting process of $G^H_N$ is the sum of $J + 1$ independent Gaussian processes.

To establish weak convergence of the second term in the last display, we adopt the bootstrap asymptotic theory. The key observation is to view...
sampling from a data source $j$ as a single realization of the $m$-out-of-$n$ bootstrap with $m = n^{(j)}$ and $n = N^{(j)}$ where a bootstrap sample of size $m$ is drawn from a sample of size $n$ without replacement. To see this, rewrite $(P_N^{(j)} - P_N)\rho^{(j)} f$ by $(N^{(j)}/N)(\hat{P}_n^{(j)} - P_N^{(j)})\rho^{(j)} f$ where

\[ \hat{P}_n^{(j)} \equiv \frac{1}{n^{(j)}} \sum_{i=1}^{N^{(j)}} R_{(j),i}^{(j)} \delta(X^{(j),i},V^{(j),i}) \quad \text{and} \quad P_N^{(j)} \equiv \frac{1}{N^{(j)}} \sum_{i=1}^{N^{(j)}} \delta(X^{(j),i},V^{(j),i}). \]

Here we enumerate the items within data source $j$. Focusing on source $j$, $P_N^{(j)}\rho^{(j)} f$ is the sample mean of $\rho^{(j)}(V)f(X)$ before sampling at the second stage while $\hat{P}_n^{(j)}\rho^{(j)} f$ is the sample mean after sampling. In view of the $m$-out-of-$n$ bootstrap, the former is an average in the original sample while the latter is a bootstrap average, and hence their difference is expected to yield asymptotic normality with appropriate scaling. Although $m/n = n^{(j)}/N^{(j)} \to p^{(j)} \neq 0$ unlike the usual $m$-out-of-$n$ bootstrap method, asymptotics in our case can be treated as the special case of the exchangeably weighted bootstrap studied by [46]. Theory of [46] emphasized conditional weak convergence, but it is not difficult to extend their proof to unconditional one. Accordingly we obtain the sum of independent Gaussian processes as the limit of $G^H_N$. In Section A of the Supplement, we make this heuristic argument rigorous.

Below we write $P^*$ and $E^*$ to mean outer probability of $P^\infty$ and expectation with respect to $P^*$. Since empirical process theory concerns the supremum of random elements, we use these notations to take care of measurability issues. For more details, see Section 1.2 of [58]. A reader not interested in technical details can replace these by $\tilde{P}_0$ and $\tilde{E}$ without harm.

3.1. Uniform Law of Large Numbers. The U-LLN holds for the empirical measure $P_N$ in the i.i.d. setting if the index set $\mathcal{F}$ is a Glivenko-Cantelli class (see e.g. p.81 of [58]). This Glivenko-Cantelli property is sufficient for the U-LLN for merged data from multiple sources. The following result is obtained by applying the bootstrap U-LLN [58] to our decomposition of $G^H_N$.

**Theorem 3.1.** Suppose that $\mathcal{F}$ is $P_0$-Glivenko-Cantelli. Then

\[ \|P_N^H - \tilde{P}_0\|_{\mathcal{F}} = \sup_{f \in \mathcal{F}} |(P_N^H - \tilde{P}_0)f| \to P^* 0, \]

where $\|\ell\|_{\mathcal{F}} = \sup_{f \in \mathcal{F}} |\ell(f)|$ for a functional $\ell$ on $\mathcal{F}$. 
3.2. Uniform Central Limit Theorem. The empirical process $G_N$ in the i.i.d. setting weakly converges to a Gaussian process if the index set $\mathcal{F}$ is a Donsker class (see e.g. p.81 of [58]). This Donsker property is sufficient for the U-CLT for the H-empirical process $G^H_N$. This is an expected consequence from bootstrap asymptotics which does not need additional conditions.

**Theorem 3.2.** Suppose that $\mathcal{F}$ is $P_0$-Donsker. Then

$$G^H_N(\cdot) \rightsquigarrow G^H(\cdot) \equiv G(\cdot) + \sum_{j=1}^J \nu(j) \sqrt{\frac{1 - p(j)}{p(j)}} \rho(j) \cdot \mathbf{G}(\rho(j) \cdot)$$

in the class $\ell^\infty(\mathcal{F})$ of uniformly bounded functionals on $\mathcal{F}$ where the $P_0$-Brownian bridge process $G$ and the $P_0^{(j)}$-Brownian bridge processes $G^{(j)}$ are independent. The covariance function $v(\cdot, \cdot) = \text{Cov}(G^H, G^H)$ on $\mathcal{F} \times \mathcal{F}$ is

$$v(f, g) = \text{Cov}_0(f, g) + \sum_{j=1}^J \nu(j) \frac{1 - p(j)}{p(j)} \text{Cov}^{(j)}(\rho(j) f, \rho(j) g).$$

where $\text{Cov}_0$ and $\text{Cov}^{(j)}$ are covariances under $P_0$ and $P_0^{(j)}$ respectively.

The asymptotic variance here admits natural interpretations. Consider $G^H_N f$ for estimation of $P_0 f$ for instance. Its asymptotic variance is

$$\text{AV}(G^H_N f) = \frac{\text{Var}_0(f(X))}{\text{population variance}} + \sum_{j=1}^J \nu(j) \frac{1 - p(j)}{p(j)} \text{Var}^{(j)}_0(\rho(j)(V) f(X)),$$

where $\text{Var}_0(f) = \text{Cov}_0(f, f)$ and $\text{Var}^{(j)}_0(f) = \text{Cov}^{(j)}_0(f, f)$. The first and second terms correspond to sampling from population and data sources respectively. If we would obtain the i.i.d. sample instead, the asymptotic variance is only the first term $\text{Var}_0(f(X))$. This can be obtained from our formula if we would sample all items from each data source (i.e., $p(j) = 1$). This implies that as long as we sample all the items at the second stage, combining multiple datasets does not increase the difficulty of estimation. If data source $j$ is large (i.e., $\bar{P}_0(V \in \mathcal{V}^{(j)}) = \nu^{(j)}$ is large), its contribution to asymptotic variance becomes larger. Each quantity in the variance formula is easily estimated by Hartleys’ estimator of moments (see also Section G of the Supplement for variance estimators for several regression models).
Remark 3.1. In Theorems 3.1 and 3.2, we assume Glivenko-Cantelli and Donsker properties of $F$ with respect to $P_0$ in order to emphasize that these properties in the i.i.d. setting are sufficient for our setting. A brief inspection of our proof reveals that our theorems hold valid for $\tilde{P}_0$-Glivenko-Cantelli and $\tilde{P}_0$-Donsker classes of functions defined on $\mathcal{W} = \mathcal{X} \times \mathcal{U}$.

3.2.1. Finite-Population sampling. Finite-population sampling concerns randomness only from the selection of units, and is often of interest in sampling theory. As expected from our interpretation of asymptotic variance in Theorem 3.2, we only obtain design variance from sources in this framework.

Corollary 3.1. Suppose that $F$ is $P_0$-Donsker. Then

$$G_{H,\text{fin}}^N(\cdot) \equiv \sqrt{N}(P_N^H - P_N)(\cdot) \rightsquigarrow G_{H,\text{fin}}^\infty(\cdot) \equiv \sum_{j=1}^J \sqrt{\nu(j)} \sqrt{\frac{1 - p(j)}{p(j)}} G(j)(\rho(j)\cdot)$$

in $\ell^\infty(\mathcal{F})$ conditionally on $(X_1, V_1), (X_2, V_2), \ldots$, with the covariance function $v_{\text{fin}}(\cdot, \cdot) = \text{Cov}(G_{H,\text{fin}}^N, G_{H,\text{fin}}^N)$ on $\mathcal{F} \times \mathcal{F}$ given by

$$v_{\text{fin}}(f, g) = \sum_{j=1}^J \nu(j) \frac{1 - p(j)}{p(j)} \text{Cov}_0(j)(\rho(j)f, \rho(j)g).$$

3.2.2. Bernoulli Sampling. Sampling without replacement is often replaced by Bernoulli sampling for mathematical convenience. To see its consequence, we consider Bernoulli sampling within sources where selections from source $j$ are i.i.d. Bernoulli($p(j)$). Data from the same source then become independent, but dependence remains between datasets from overlapping sources. We write $G_{N}^{H,\text{Ber}}$ for the H-empirical process in this case.

Theorem 3.3. Suppose that $F$ is $P_0$-Donsker. Then $G_{N}^{H,\text{Ber}} \rightsquigarrow G_{\text{Ber}}^{H,\text{Ber}}$ in $\ell^\infty(\mathcal{F})$ where $G_{\text{Ber}}^{H,\text{Ber}}$ is the zero-mean Gaussian process $\mathbb{G}_{H,\text{Ber}}$ with covariance function $v_{\text{Ber}}(\cdot, \cdot) = \text{Cov}(G_{H,\text{Ber}}^N, G_{H,\text{Ber}}^N)$ on $\mathcal{F} \times \mathcal{F}$ given by

$$v_{\text{Ber}}(f, g) = \text{Cov}_0(f, g) + \sum_{j=1}^J \nu(j) \frac{1 - p(j)}{p(j)} P_0(j) \left\{ (\rho(j))^2fg \right\}.$$

Bernoulli sampling yields larger asymptotic variance than sampling without replacement. As expected from the decomposition of the asymptotic variance, the difference appears only in the design variances.
Corollary 3.2 (Finite-Population Correction). The asymptotic variance is smaller when subsamples from sources are obtained from sampling without replacement than from Bernoulli sampling. In particular,

\[ AV(G_N^H f) = AV(G_N^{H,Ber} f) - \sum_{j=1}^{l} \nu(j) \frac{1 - p(j)}{p(j)} \{ P_0^{(j)} \rho^{(j)}(V) f(X) \}^2. \]

3.2.3. Optimal \( \rho \). We derive the optimal weight function \( \rho \) based on our U-CLT. We propose the use of the optimal \( \rho \) under Bernoulli sampling which only involves \( p^{(j)} \), determined by design. The optimal \( \rho \) under sampling without replacement involves an estimand itself and should differ from parameter to parameter. We show the optimal choice under Bernoulli sampling works well under sampling without replacement in simulation studies in Section 5.

Proposition 3.1 (Optimal \( \rho \) under Bernoulli Sampling). Let \( f : \mathcal{X} \rightarrow \mathbb{R}^k \) be arbitrary with \( P_0 f^2 < \infty \). Let \( od(p) = (1 - p)/p \). When \( J = 2 \), the optimal function \( \rho \) that minimizes the asymptotic variance of \( G_N^{H,Ber} f \) has

\[ c^{(1)} = \frac{od(p^{(2)})}{od(p^{(1)}) + od(p^{(2)})}, \quad c^{(2)} = \frac{od(p^{(1)})}{od(p^{(1)}) + od(p^{(2)})}. \]

When \( J \geq 2 \), the optimal function \( \rho \) that minimizes the asymptotic variance of \( G_N^{H,Ber} f \) has (1) \( c^{(j)}_{k_1, \ldots, k_l} = 0 \) if \( p^{(j)} < 1 \) and \( p^{(k_m)} = 1 \) for some \( m \), (2) arbitrary \( c^{(j)}_{k_1, \ldots, k_l} \) if \( p^{(j)} = 1 \), and (3)

\[ c^{(j)}_{k_1, \ldots, k_l} = \frac{\prod_{m=1}^{l} od(p^{(k_m)})}{\prod_{m=1}^{l} od(p^{(k_m)}) + od(p^{(j)}) \sum_{m=1}^{l} \prod_{m=1}^{l} od(p^{(k_m)}) / od(p^{(k_n)})}, \]

if \( p^{(j)}, p^{(k_m)} < 1, m = 1, \ldots, l \).

For sampling without replacement, we treat the case \( J = 2 \) only. The general case can be similarly derived via quadratic programming.

Proposition 3.2 (Optimal \( \rho \) under Sampling without Replacement). Let \( f : \mathcal{X} \rightarrow \mathbb{R}^k \) be a function with \( P_0 f^2 < \infty \). Let \( Y_f \equiv f(X) I \{ V \in \mathcal{V}^{(1)} \cap \{ \mathcal{V}^{(2)} \} \} \) and \( Z_f \equiv f(X) I \{ V \in \mathcal{V}^{(1)} \cap \mathcal{V}^{(2)} \} \). Define

\[ c_f \equiv \frac{-\nu^{(1)} od(p^{(1)}) P_0^{(1)} Y_f P_0^{(1)} Z_f + \nu^{(2)} od(p^{(2)}) \{ P_0^{(2)} Y_f P_0^{(2)} Z_f - \text{Var}_0^{(2)}(Z_f) \}}{\nu^{(1)} od(p^{(1)}) \text{Var}_0^{(1)}(Z_f) + \nu^{(2)} od(p^{(2)}) \text{Var}_0^{(2)}(Z_f) \}}. \]

When \( J = 2 \), the optimal function \( \rho \) that minimizes the asymptotic variance of \( G_N^H f \) has \( c^{(1)} = 0 \lor c_f \land 1 \) and \( c^{(2)} = 1 - c \).
In a finite-population framework, [41] derived optimal $\rho$ for general complex surveys. Their optimal $\rho$ agrees with ours under Bernoulli sampling, but they differ under sampling without replacement. The difference is due to their probabilistic framework where [41] minimizes variance of $P_H^f$ (which is zero in the limit) rather than the asymptotic variance of $G_H^f$.

4. Calibration. The H-empirical process is computed from selected units only. If information on auxiliary variables $V$ are available for non-selected units, calibration methods improve efficiency of our estimator. The key idea for calibration is that a statistic computed from sampled units (e.g. $P_H^V$) is approximately equal to a statistic computed from all units (e.g. $P_N^V$). Adjusting weights in $P_H^V$ that induce similarity between two statistics makes selected units more representative of the population. Different methods use different pairs of two statistics. Below, we first introduce the extension of [47] to a general $J \geq 2$ and then propose our method.

The original calibration [16] ((2.3) of p. 377) equates the Horvitz-Thompson estimator $P_0^V$ and sample average $P_N^V$ in order to improve the Horvitz-Thompson estimator of $P_0^X$. Along the same line, [47] imposed a constraint on Hartley’s estimator $P_H^V$ and sample average $P_N^V$ to improve $P_H^X$ when $J = 2$. For a general $J$ we consider as its extension the following calibration equation:

$$\mathbb{P}_N^H G(V^T \alpha) = \mathbb{P}_N^V, \tag{4.2}$$

with a solution $\hat{\alpha}_N$. Here $G$ is a fixed function (see [16] for some choice of $G$). Using $G(V^T \hat{\alpha}_N)$, the calibrated H-empirical measure is defined as

$$\mathbb{P}_N^{H,c} (\cdot) \equiv \mathbb{P}_N^H G(V^T \hat{\alpha}_N)(\cdot) = \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^J \frac{R_i^{(j)} \rho(j) \pi(j) \delta(V_i)}{\pi(j) \delta(V_i)} G(V_i^T \hat{\alpha}_N) \delta(X_i, V_i),$$

and the calibrated H-empirical process is defined as $G_N^{H,c} \equiv \sqrt{N}(\mathbb{P}_N^{H,c} - \bar{P}_0)$. Other variants in [47] can be extended by changing the range of summation. For example, if we replace $V$ by a vector with elements $VI_{V(j)}(V), j = 1, \ldots, J$, in (4.2), we obtain data-source-specific calibration

$$\frac{1}{N} \sum_{i: V_i \in V(j)} \sum_{j=1}^J \frac{R_i^{(j)} \rho(j) \pi(j)}{\pi(j)} G(V_i^T \alpha(j)) V_i = \frac{1}{N} \sum_{i: V_i \in V(j)} V_i, \quad j = 1, \ldots, J.$$

The left-hand is computed from all selected units that belong to source $j$.

Our proposed method exploits the asymptotic variance formula $\nu(f, f)$ in Theorem 3.2. We target the reduction of design variances in

$$\text{Var}_{0}^{(j)} \{ \rho(j)(V)f(X) \} = P_0^{(j)} \{ \rho(j)(V)f(X) - P_0^{(j)} \rho(j)(V)f(X) \} \otimes 2.$$
The key observations are (1) the conditional variance is obtained from the sample from the same source (units with $R^{(j)} = 1$), and (2) variables of interest are $\rho^{(j)}(V) = \rho^{(j)}(V)f(X) - P_0^{(j)}\rho^{(j)}(V)f(X)$. Our method is thus characterized by the following three points: (1) calibration is carried out within a subsample from the same source, (2) variables used are $\rho^{(j)}(V)$ with centering, and (3) Horvitz-Thompson estimators are equated with sample averages. To be specific, we propose the sample-specific calibration equation

\begin{equation}
\frac{1}{N^{(j)}} \sum_{i:V_i \in V^{(j)}} \frac{R_i^{(j)}G_{\alpha^{(j)}}(V_i)}{\pi^{(j)}(V_i)} \left\{ \rho^{(j)}(V_i)V_i - P_{N^{(j)}}^{(j)}\rho^{(j)}(V)V \right\} = 0,
\end{equation}

$j = 1, \ldots, J$ with solution $\hat{\alpha}_N^{sc} = (\hat{\alpha}_N^{sc,(1)}, \ldots, \hat{\alpha}_N^{sc,(J)})^T$ where

\[G_{\alpha^{(j)}}(v) \equiv G \left\{ \rho^{(j)}(v) - P_{N^{(j)}}^{(j)}\rho^{(j)}(V)V \right\}^T \alpha^{(j)}.\]

The right-hand side of (4.3) is the average of empirically centered variables, and hence equals zero. The left-hand side is computed from selected items from source $j$ in contrast to data-source-specific calibration that uses all items sampled from both source $j$ and its overlapping sources. We define the $H$-empirical measure with sample-specific calibration by

\[P_N^{H,sc} \equiv \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{J} \frac{R_i^{(j)}\rho^{(j)}(V_i)}{\pi^{(j)}(V_i)} G_{\alpha^{(j)}}^{(j)}(V_i)\delta_{X_i,V_i},\]

and the corresponding $H$-empirical process by $\xi_N^{H,sc,sc} \equiv \sqrt{N}(P_N^{H,sc} - \hat{P}_0)$.

We assume the following condition for calibration methods.

**CONDITION 4.1.** (a) $\hat{\alpha}_N^{sc}$ and $\hat{\alpha}_N^{sc}$ are solutions of (4.2) and (4.3).
(b) $V \in \mathbb{R}^k$ has bounded support with $V^{(j)} \neq \{0\}, j = 1, \ldots, J$.
(c) $G$ is a strictly increasing, continuously differentiable, bounded function on $\mathbb{R}$ such that $G(0) = 1$. Its derivative $G$ is strictly positive and bounded.
(d) $\hat{P}_0V^{(j)}$ and every $\text{Var}_0^{(j)}\{\rho^{(j)}(V)\}V$ satisfying $P_0^{(j)}\rho^{(j)}(V) > 0$ are finite and positive definite.

Condition 4.1 (a) ensures the existence of solutions to calibration equations. Under conditions (b)-(d), probability of their existence with the choice $G(x) = 1 + x$ tends to 1 as $N \to \infty$. When $V$ is bounded, $G(x) = 1 + x$ can be considered as a bounded function that satisfies (c). In this case,

\[\hat{\alpha}_N^{sc,(j)} = \left\{ \frac{1}{N^{(j)}} \sum_{i:V_i \in V^{(j)}} \frac{R_i^{(j)}}{\pi^{(j)}(V_i)} (V_i^{\rho^{(j)}})^{\otimes 2} \right\}^{-1} \frac{1}{N^{(j)}} \sum_{i:V_i \in V^{(j)}} \frac{R_i^{(j)}}{\pi^{(j)}(V_i)} V_i^{\rho^{(j)}}\]
where $V_i^{(j)} = \rho^{(j)}(V_i) - \frac{1}{N} \rho^{(j)}(V)\). The probability of the existence of the matrix inverse above tends to 1 due to (d). A similar argument applies to $a_N^c$. Note that the choice of $G$ does not affect the limiting processes in the uniform CLT for calibrated $H$-empirical processes below.

**Theorem 4.1.** Suppose $F$ is $P_0$-Donsker with $\|P_0\|_F < \infty$. Under Condition 4.1,

$$G_N^{H,c} = G_N^{H} = \mathbb{G}(\cdot) \sum_{j=1}^J \sqrt{\nu^{(j)} j} \frac{1 - p^{(j)}}{p^{(j)}} G^{(j)}(\rho^{(j)} I - Q^{(j)}_c)(\cdot),$$

$$G_N^{H,sc} = G_N^{H} = \mathbb{G}(\cdot) \sum_{j=1}^J \sqrt{\nu^{(j)} j} \frac{1 - p^{(j)}}{p^{(j)}} G^{(j)}(\rho^{(j)} I - Q^{(j)}_c)(\cdot),$$

in $\ell^\infty(F)$. Here $G$ and $G^{(j)}$ are the same as in Theorem 3.2, $I$ is the identity map, and $Q^{(j)}_c$ and $Q^{(j)}_sc$ are maps from the class of functions on $x$ to the class of linear maps on $\mathcal{V}$ defined by

$$Q^{(j)}_c(f)[v] = \tilde{P}_0^{-1}(f(X)V)^T \{ \tilde{P}_0 V \}^{-1} \rho^{(j)}(v),$$

$$Q^{(j)}_sc(f)[v] = P_0^{(j)} \{ \rho^{(j)}(V) f(X) (\rho^{(j)}(V) V - P_0^{(j)} \rho^{(j)}(V)V)^T \} \times \{ \text{Var}_0^{(j)}(\rho^{(j)}(V)) \}^{-1} \{ \rho^{(j)}(v) - P_0^{(j)} \rho^{(j)}(V) \} I\{v \in V^{(j)}\}.$$

Covariance functions $\nu^\#(\cdot, \cdot) = \text{Cov}(G^H, G^{H,\#})$ on $F \times F$, $\# \in \{c, sc\}$ are

$$\nu^\#(f, g) = \text{Cov}_0(f, g) + \sum_{j=1}^J \nu^{(j)} \frac{1 - p^{(j)}}{p^{(j)}} \text{Cov}_0^{(j)} \left( \rho^{(j)} f - Q^{(j)}_c(f), \rho^{(j)} g - Q^{(j)}_c(g) \right).$$

To compare above methods, define the class $C$ of estimators of $P_0 f$ for arbitrary $f$ with $P_0 f^{\otimes 2} < \infty$ whose asymptotic variance takes the form of

$$\text{Var}_0 \{ f(X) \} + \sum_{j=1}^J \nu^{(j)} \frac{1 - p^{(j)}}{p^{(j)}} \text{Var}_0^{(j)} \left[ \rho^{(j)}(V) f(X) - L_f^{(j)} \{ \rho^{(j)}(V) \} \right],$$

where $L_f^{(j)}(v)$ is a linear function of $v$ that depends on $f$. Note that calibration and the sample-specific calibration have $L_f^{(j)} \{ \rho^{(j)}(v)v \} = Q^{(j)}_c(f)[v]$ and $L_f^{(j)} \{ \rho^{(j)}(v)v \} = Q^{(j)}_sc(f)[v]$. The optimal $L_f^{(j)} \{ \rho^{(j)}(v)v \}$ is the orthogonal projection of $\rho^{(j)}(v)f(x)$ onto the linear span of $\rho^{(j)}(v)v - P_0^{(j)} \{ \rho^{(j)}(V)V \}$ with respect to the pseudo-metric $d^{(j)}(f, g) = \{ \text{Var}_0^{(j)}(f - g) \}^{1/2}$. This is exactly $L_f^{(j)} \{ \rho^{(j)}(v)v \} = Q^{(j)}_sc(f)[v]$. Thus, we obtain the following theorem.
Sample-specific calibration is optimal among $C$ with improved asymptotic variance over a non-calibrated estimator:

$$AV(G^H_{N,sc} f) = AV(G^H_{N} f) - \sum_{j=1}^{J} \nu^{(j)} \left( 1 - \frac{p^{(j)}}{\nu^{(j)}} \right) \text{Var}_{0}^{(j)} \left( Q^{(j)}_{sc} f \right).$$

The performance of methods based on [47] depends on specific situations. See our simulation in Section 6.

5. Applications to Infinite-dimensional $M$-Estimation. An estimator in a statistical model is often characterized as a maximizer of a criterion function or a zero of estimating equations. The former estimator is called an $M$-estimator and the latter a $Z$-estimator. A canonical example for both cases is the maximum likelihood estimator (MLE) which maximizes likelihood and solves likelihood equations. In the i.i.d. setting, empirical process theory plays a major role in studying both estimators in a general setting where parameters are infinite-dimensional [18, 44, 56, 58]. In this section, we apply H-empirical process results to study limiting properties of infinite-dimensional $M$- and $Z$-estimation for data integration.

Suppose $\mathcal{P}$ is the collection of probability measures $P_{\theta}$ on $(X, A)$ parametrized by $\theta \in \Theta$ where $\Theta$ is a subset of a Banach space $(\mathcal{B}, \|\cdot\|)$. The true distribution is $P_0 = P_{\theta_0} \in \mathcal{P}$. Let $M = \{m_{\theta} : \theta \in \Theta\}$ be a set of criterion functions on $\mathcal{X}$. In the i.i.d. setting, the $M$-estimator is defined as

$$\hat{\theta} = \arg\max_{\theta \in \Theta} P_{N} m_{\theta}(X).$$

Our proposed $M$-estimator $\hat{\theta}_N$ replaces the empirical measure by the H-empirical measure:

$$\hat{\theta}_N = \arg\max_{\theta \in \Theta} P^H_{N} m_{\theta}(X).$$

In the following, we establish consistency and rates of convergence of our $M$-estimator, while we consider $Z$-estimation for asymptotic normality. Treating two estimators interchangeably can be justified because the $M$-estimator often (nearly) solves estimating equations obtained from the criterion function. This relationship must be verified in each specific model.

5.1. Consistency. The following theorem concerns consistency of our proposed $M$-estimator. The key assumption is the Glivenko-Cantelli property of $M$ by which our U-LLN applies.
Theorem 5.1. Suppose that $\mathcal{M}$ is $P_0$-Glivenko-Cantelli, and that for every $\epsilon > 0$, $P_0 m_{\theta_0} > \sup_{\theta: \|\theta - \theta_0\| > \epsilon} P_0 m_{\theta}$. Then

$$\|\hat{\theta}_N - \theta_0\| \to P^* 0.$$  

In certain semiparametric models MLEs do not exist and nonparametric MLEs are considered as alternatives. In this case, the parameter space for optimization may not be the same as the original space, and consistency must be carefully proved based on properties of a specific model. Our U-LLN continues to be helpful for this purpose (see Example 5.3).

5.2. Rate of Convergence. A rate of convergence appears in Condition 5.4 for one of our $Z$-theorems, namely, Theorem 5.4. In the i.i.d. case, convergence rates are often obtained by the peeling device ([1], see also Theorem 3.2.5 of [58]) together with maximal inequalities for the empirical process. Instead of obtaining maximal inequalities of $H$-empirical processes for different $\mathcal{M}$ each time, we directly compare maximal inequalities for the empirical and $H$-empirical processes to obtain the following theorem. This theorem ensures the same rate of convergence both in the i.i.d. setting and our setting. Below, we denote $a \lesssim b$ to mean $a \leq Kb$ for some constant $K \in (0, \infty)$.

Theorem 5.2. Suppose for every $\theta$ in a neighborhood of $\theta_0$,

$$P_0(m_\theta - m_{\theta_0}) \lesssim -\|\theta - \theta_0\|^2.$$  

For every $N$ and sufficiently small $\delta > 0$, it holds that

$$E^* \sup_{\|\theta - \theta_0\| < \delta} |G_N(m_\theta - m_{\theta_0})| \lesssim \phi_N(\delta)$$  

for functions $\phi_N$ such that $\delta \mapsto \phi_N(\delta)/\delta^\alpha$ is decreasing for some $\alpha < 2$ (not depending on $N$). If $\hat{\theta}_N \to P^* \theta_0$ and $P_N m_{\hat{\theta}_N} \geq P_N m_{\theta_0} - O_P(r_N^{-2})$, then $r_N\|\hat{\theta}_N - \theta_0\| = O_P(1)$ for every $r_N$ such that $r_N^2 \phi_N(1/r_N) \leq \sqrt{N}$ for every $N$.

5.3. Infinite-dimensional $Z$-theorem. We consider asymptotic distributions of our $Z$-estimators by extending two infinite-dimensional $Z$-theorems (Theorem 3.3.1 of [58] and Theorem 6.1 of [31]) in the i.i.d. setting to our setting. The first theorem concerns estimators with regular parametric rate of convergence. The second theorem specializes in semiparametric models with non-regular rate of convergence for nuisance parameters. The estimators are obtained by replacing $P_N$ by $P_N^H$ in estimating equations. We also consider calibration methods in the previous section in these theorems.
5.3.1. Parametric rate of convergence. Let  \( \hat{\theta}_N \) and  \( \hat{\theta}_{N,#} \) be estimators of \( \theta \) obtained as solutions to the estimating equations given by

\[
\| \Psi_N^H(\theta) \|_H \equiv \| \mathbb{P}_N^H B_\theta \|_H = o_p(1), \\
\| \Psi_N^{H,#}(\theta) \|_H \equiv \| \mathbb{P}_N^{H,#} B_\theta \|_H = o_p(1),
\]

respectively where  \( B_\theta \) is a map from some set  \( \mathcal{H} \) to  \( L_2(P_\theta) \) indexed by  \( \theta \). Recall, for example,  \( \| \mathbb{P}_N^H B_\theta \|_H = \sup_{h \in \mathcal{H}} |\mathbb{P}_N^H B_\theta(h)| \) (see also Example 5.1). Let  \( \Psi(\theta) \equiv P_\theta B_\theta \) and  \( \Psi_N(\theta) \equiv P_N B_\theta \) be maps from  \( \Theta \) to  \( \ell^\infty(\mathcal{H}) \). We assume:

**Condition 5.1.** For the true parameter  \( \theta_0 \in \Theta \),  \( \Psi(\theta_0) = 0 \). The set  \( \{ B_{\theta_0}(h) : h \in \mathcal{H} \} \) is  \( P_0 \)-Donsker and  \( \{ (B_\theta - B_{\theta_0})(h) : \theta \in \Theta, h \in \mathcal{H} \} \) is  \( P_0 \)-Glivenko-Cantelli with an integrable envelope.

**Condition 5.2.** Suppose that  \( \Psi \) is Fréchet differentiable at  \( \theta_0 \);

\[
\| \Psi(\theta) - \Psi(\theta_0) - \hat{\Psi}_0(\theta - \theta_0) \|_H = o(\| \theta - \theta_0 \|).
\]

Moreover,  \( \hat{\Psi}_0 \) is continuously invertible at  \( \theta_0 \) with inverse denoted as  \( \hat{\Psi}_0^{-1} \).

**Condition 5.3.** For any  \( \delta_N \downarrow 0 \), the following stochastic equicontinuity condition holds at  \( \theta_0 \);

\[
\sup_{\| \theta - \theta_0 \| \leq \delta_N} \left| \frac{\sqrt{N}(\Psi_N - \Psi)(\theta) - \sqrt{N}(\Psi_N - \Psi)(\theta_0)}{1 + \sqrt{N}\| \theta - \theta_0 \|} \right|_H = o_p(1).
\]

Now we present the following infinite-dimensional  \( Z \)-theorem.

**Theorem 5.3.** Suppose that Conditions 5.1-5.3 hold and that estimators  \( \hat{\theta}_N, \hat{\theta}_{N,#} \), with  \( \# \in \{c,sc\} \) are consistent for  \( \theta_0 \). Then

\[
\sqrt{N}(\hat{\theta}_N - \theta_0) \sim -\hat{\Psi}_0^{-1} \mathbb{G}^H B_{\theta_0}, \\
\sqrt{N}(\hat{\theta}_{N,#} - \theta_0) \sim -\hat{\Psi}_0^{-1} \mathbb{G}^{H,#} B_{\theta_0}.
\]

5.3.2. Non-regular rate of convergence for nuisance parameters. We focus on a semiparametric model  \( \mathcal{P} = \{ p_{\theta,\eta} : \theta \in \Theta \subset \mathbb{R}^p, \eta \in H \} \), the collection of densities on \( (X,A) \) where  \( \Theta \subset \mathbb{R}^p \), and  \( H \) is a subset of a Banach space \( (\mathcal{B},\| \cdot \|) \). The true distribution is  \( P_0 = P_{0\theta,0\eta} \in \mathcal{P} \). Estimator  \( (\hat{\theta}_N,\hat{\eta}_N) \) solves the Hartley-type likelihood equations

\[
\Psi_{N,1}^H(\theta,\eta,\alpha) = \mathbb{P}_N^H \theta, \eta = o_p\left( N^{-1/2} \right), \\
\Psi_{N,2}^H(\theta,\eta,\alpha) [h_0] = \mathbb{P}_N^H B_{\theta,\eta}[h_0] = o_p\left( N^{-1/2} \right).
\]
Here \( \hat{\ell}_{\theta, \eta} \in L^p_0(P_{\theta, \eta}) \) is the score function for \( \theta \), and the score operator \( B_{\theta, \eta} : \mathcal{H} \mapsto L^p_0(P_{\theta, \eta}) \) is the bounded linear operator mapping a direction \( h \) in some Hilbert space \( \mathcal{H} \) of one-dimensional submodels for \( \eta \) along which \( \eta \to \eta_0 \) (see e.g. [57] for review of semiparametric models). We write \( B_{\theta, \eta} [h] = (B_{\theta, \eta} (h_1), \ldots, B_{\theta, \eta} (h_p))^T \) for \( h = (h_1, \ldots, h_p)^T \in \mathcal{H}^p \), and \( h_0 \) is defined in Condition 5.5 below. We also write \( \hat{\ell}_0 = \hat{\ell}_{\theta_0, \eta_0} \) and \( B_0 = B_{\theta_0, \eta_0} \). We assume:

**Condition 5.4.** An estimator \((\hat{\theta}_N, \hat{\eta}_N)\) of \((\theta_0, \eta_0)\) satisfies \(|\hat{\theta}_N - \theta_0| = O_P(1)\), and \(\|\hat{\eta}_N - \eta_0\| = O_P(N^{-\beta})\) for some \(\beta > 0\), and solves the estimating equations (5.6) where \(P^H_N\) may be replaced by \(P^H_N\#\) with the corresponding estimators \((\hat{\theta}_N, \hat{\eta}_N)\) where \# \(\in \{c, sc\}\).

**Condition 5.5.** There is an \(h_0 = (h_{0,1}, \ldots, h_{0,p})^T \in \mathcal{H}^p\) such that

\[
P_0 \left\{ (\hat{\ell}_0 - B_0[h_0])B_0(h) \right\} = 0, \quad \text{for all} \ h \in \mathcal{H}.
\]

Furthermore, \(I_0 \equiv P_0 \left( \hat{\ell}_0 - B_0[h_0] \right)^\otimes 2\) is finite and nonsingular.

**Condition 5.6.** (1) For any \(\delta_N \downarrow 0\) and \(C > 0\),

\[
\sup_{|\theta - \theta_0| \leq \delta_N, \|\eta - \eta_0\| \leq CN^{-\beta}} \left| \mathcal{G}_N(\hat{\ell}_{\theta, \eta} - \hat{\ell}_0) \right| = O_P(1),
\]

\[
\sup_{|\theta - \theta_0| \leq \delta_N, \|\eta - \eta_0\| \leq CN^{-\beta}} \left| \mathcal{G}_N(B_{\theta, \eta} - B_0)[h_0] \right| = O_P(1).
\]

(2) For some \(\delta > 0\) classes \(\{\hat{\ell}_{\theta, \eta} : |\theta - \theta_0| + \|\eta - \eta_0\| \leq \delta\}\) and \(\{B_{\theta, \eta} [h_0] : |\theta - \theta_0| + \|\eta - \eta_0\| \leq \delta\}\) are \(P_0\)-Glivenko-Cantelli and have integrable envelopes. Moreover, \(\hat{\ell}_{\theta, \eta} \) and \(B_{\theta, \eta} [h_0] \) are continuous with respect to \((\theta, \eta)\) in \(L_1(P_0)\).

**Condition 5.7.** For some \(\alpha > 1\) satisfying \(\alpha \beta > 1/2\) and for \((\theta, \eta)\) in the neighborhood \(\{(\theta, \eta) : |\theta - \theta_0| \leq \delta_N, \|\eta - \eta_0\| \leq CN^{-\beta}\}\),

\[
\left| P_0 \left[ \hat{\ell}_{\theta, \eta} - \hat{\ell}_0 + \hat{\ell}_0 \left\{ \frac{\hat{\ell}_0^T (\theta - \theta_0) + B_0(\eta - \eta_0)}{\alpha} \right\} \right] \right| = o \left( (\theta - \theta_0) + O (\|\eta - \eta_0\|^{\alpha}) \right),
\]

\[
\left| P_0 \left[ (B_{\theta, \eta} - B_0)[h_0] + B_0[h_0] \left\{ \frac{\hat{\ell}_0^T (\theta - \theta_0) + B_0(\eta - \eta_0)}{\alpha} \right\} \right] \right| = o \left( (\theta - \theta_0) + O (\|\eta - \eta_0\|^{\alpha}) \right).
\]

We then obtain the following infinite-dimensional Z-theorem:
Theorem 5.4. Under Conditions 4.1, 5.4-5.7,
\[
\sqrt{N}(\hat{\theta}_N - \theta_0) \overset{d}{\sim} \mathbb{G}^H \hat{\epsilon}_0 \sim N_p(0, \nu(\hat{\epsilon}_0, \hat{\epsilon}_0)), \\
\sqrt{N}(\hat{\theta}_N^# - \theta_0) \overset{d}{\sim} \mathbb{G}^{H, #} \hat{\epsilon}_0 \sim N_p(0, \nu^#(\hat{\epsilon}_0, \hat{\epsilon}_0)),
\]
where $# \in \{c, sc\}$, and $\nu$ and $\nu^#$ are as defined in Theorems 3.2 and 4.1.

5.4. Examples.

Example 5.1 (Parametric model). Consider the parametric model $\{dP_\theta/d\mu = p_\theta : \theta \in \Theta \subset \mathbb{R}^p\}$ with a dominating measure $\mu$. A natural estimator $\hat{\theta}_N$ of $\theta$ is a solution to the Hartley-type likelihood equation given by
\[
\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{J} \frac{R_i^{(j)}(V_i)}{\pi^{(j)}(V_i)} \hat{\epsilon}_\theta(X_i) = 0,
\]
where $\hat{\epsilon}_\theta = d \log p_\theta / d\theta$. Let $\hat{\epsilon}_\theta(x) = (\hat{\epsilon}_{\theta,1}(x), \ldots, \hat{\epsilon}_{\theta,p}(x))^T$. For $H = \{h_1, \ldots, h_p\}$, define the map by $h_i \mapsto B_\theta(h_i) = \hat{\epsilon}_{\theta,i}(x)$. Then the above estimating equation can be written as $\|\Psi^H_N(\theta)\|_H = \sup_{h \in H} |P^H_N B_\theta(h)| = 0$. Square integrability of $\hat{\epsilon}_\theta$ for each $\theta$ under $P_0$ implies Condition 5.1. When the Fisher information matrix $I_0 = P_0(\hat{\epsilon}_\theta^{(0)})$ is invertible, and $\log p_\theta$ is twice differentiable with respect to $\theta$ in a neighborhood of $\theta_0$, Condition 5.2 is satisfied. If we further assume $\log p_\theta$ is twice continuously differentiable in a neighborhood of $\theta_0$ and $\Theta$ is compact, Condition 5.3 is met. Consistency follows from Theorem 5.1 if $\{B_\theta(h_i), i = 1, \ldots, p, \theta \in \Theta\}$ has an integrable envelope. Hence our first $Z$-theorem (Theorem 5.3) yields
\[
\sqrt{N}(\hat{\theta}_N - \theta_0) \overset{d}{\rightarrow} \mathbb{G}^H \hat{\epsilon}_0 \sim N\left(0, I_0^{-1} \sum_{j=1}^{J} \nu^{(j)} \frac{1 - p^{(j)}(\rho^{(j)}(\hat{\epsilon}_0))}{p^{(j)}} \text{Var}_{\rho^{(j)}}(\rho^{(j)}(\hat{\epsilon}_0)) \right),
\]
where $\hat{\epsilon}_0 = I_0^{-1} \hat{\epsilon}_0$. The cases for calibration are similar.

Example 5.2 (Regular semiparametric model with $\eta$ as measure). Consider the semiparametric model $\mathcal{P} = \{p_{\theta, \eta} : \theta \in \Theta \subset \mathbb{R}^p, \eta \in H\}$ where the nuisance parameter $\eta$ is a measure. Several $Z$-theorems of the form of Theorem 5.3 were applied to this case [58] (see Section 3.3 of [58] in the i.i.d. setting and [7, 8, 52] for stratified samples). We obtain a similar result from Theorem 5.3 by following arguments in [52]. The score operator in this model is $B_{\theta, \eta} : L_2(\eta) \rightarrow L_2(P_{\theta, \eta})$ and its adjoint operator is denoted as $B_{\eta, \theta}^* : L_2(P_{\theta, \eta}) \rightarrow L_2(\eta)$. As in [58], we assume $B_{\eta, \theta}^* B_\theta$ is continuously
invertible and that $\Psi$ has continuously invertible Fréchet derivative $\hat{\Psi}_0$ at $(\theta_0, \eta_0)$ with respect to $(\theta, \eta)$ of the form
\[
\hat{\Psi}_{11}(\theta - \theta_0) = -P_0\hat{\ell}_0^T(\theta - \theta_0), \\
\hat{\Psi}_{12}(\eta - \eta_0) = -\int B_0^*\hat{\ell}_0d(\eta - \eta_0), \\
\hat{\Psi}_{21}(\theta - \theta_0)h = -P_0B_0h\hat{\ell}_0^T(\theta - \theta_0), \quad h \in L_2(\eta), \\
\hat{\Psi}_{22}(\eta - \eta_0)h = -\int B_0^*B_0hd(\eta - \eta_0), \quad h \in L_2(\eta).
\]

Further assuming consistency and asymptotic equicontinuity (see [7, 8, 52, 58] for more details), Theorem 5.3 yields
\[
\sqrt{N}(\hat{\theta}_N - \theta_0) \overset{d}{\rightarrow} \mathcal{N}(0, I_0^{-1} + \sum_{j=1}^J \nu^{(j)} \mathbb{I} - 1 + \frac{p^{(j)}}{p^{(j)}} \text{Var}_{0}^{(j)}(\rho^{(j)} \hat{\ell}_0))
\]
where $\hat{I}_0 = P_0[(I - B_0(B_0^*B_0)^{-1}B_0^*)\hat{\ell}_0\hat{\ell}_0^T]$ is the efficient information for $\theta$ and $\hat{\ell}_0 = \hat{I}_0^{-1}(I - B_0(B_0^*B_0)^{-1}B_0^*)\ell_0$ is the efficient influence function for $\theta$ in the i.i.d. setting.

**Example 5.3** (Cox model with right-censored data). Let $T \sim F$ be a failure time, and $Z = (Z_1, Z_2)$ be covariates. The Cox model specifies the relationship between covariates and the cumulative hazard function by
\[
\Lambda(t|z) = \exp(\theta^Tz)\Lambda(t),
\]
where $\theta \in \mathbb{R}^p$ is the regression parameter, and $\Lambda$ is the baseline cumulative hazard function. Under right censoring we do not always observe $T$ but observe $Y = \min\{T, C\}$ and $\Delta = I(T \leq C)$ where $C$ is censoring time. We assume there is some constant $\tau$ such that $P(T > \tau) > 0$ and $P(C \geq \tau) = P(C = \tau) > 0$ (see [55] for other conditions). We assume sources are formed based on $V = (Y, \Delta, Z_2)$ and $Z_1$ is collected later. In the i.i.d. setting, a nonparametric likelihood for one observation is $\ell_{\theta, \Lambda}(y, \delta, z) = \log\{(e^{\theta^Tz}\Lambda\{y\})^\delta e^{-\Lambda(y)}e^{\theta^Tz}\}$ where $\Lambda\{t\}$ is the jump of $\Lambda$ at $t$. The score for $\theta$ and the score operator $B_{\theta, \Lambda} : \mathcal{H} \mapsto L_2(P_{\theta, \Lambda})$ are
\[
\hat{\ell}_{\theta, \Lambda}(y, \delta, z) = z\{\delta - e^{\theta^Tz}\Lambda(y)\}, \\
B_{\theta, \Lambda}h(y, \delta, z) = \delta h(y) - e^{\theta^Tz} \int_{[0,\tau]} hd\Lambda,
\]
where $\mathcal{H}$ is the unit ball in the space $BV[0, \tau]$. Here the score operator is obtained by differentiating $\ell_{\theta, \Lambda}$ with respect to $t$ at $t = 0$ where $d\Lambda_t = （...）$
Our proposed estimator \((\hat{\theta}_N, \hat{\Lambda}_N)\) is the solution to \(\mathbb{P}^{H}_N \tilde{\ell}_0 = 0\) and \(\mathbb{P}^{H}_N B_{\theta, \Lambda}(h) = 0\), whereby \(\hat{\theta}_N\) is the solution to the weighted partial likelihood equation and \(\hat{\Lambda}_N\) is the weighted Breslow estimator (see e.g. [7]). Consistency and conditions for asymptotic normality can be verified along the same line as in [52] by replacing their weighted empirical process results by our \(H\)-empirical process results. Then Example 5.2 yields

\[
\sqrt{N}(\hat{\theta}_N - \theta_0) \rightarrow_d \mathbb{G}^{H} N(0, I_0^{-1} + \sum_{j=1}^{J} \nu^{(j)} \frac{1 - p^{(j)}}{p^{(j)}} \text{Var}_{\theta_0}^{(j)}(\rho^{(j)} \tilde{\ell}_0)).
\]

Here the efficient influence function \(\tilde{\ell}_0 = I_0^{-1} \ell^*\) in the i.i.d. setting is computed from the efficient score

\[
\ell_0(y, \delta, z) = \delta(z - (M_1/M_0)(y)) - e^{\theta^T z} \int_{[0,y]} (z - (M_1/M_0) (t)) d\Lambda_0(t),
\]

and the efficient information

\[
I_0 = E [(\ell_0^*)^2] = E e^{\theta^T z} \int_{0}^{T} (Z - (M_1/M_0)(y))^{\otimes 2} P(Y \geq y | Z) d\Lambda_0(y),
\]

for \(\theta\) in the i.i.d. setting where \(M_k(s) = P_{\theta_0, \Lambda_0}[Z^k e^{\theta^T z} I(Y \geq s)], k = 0, 1.\)

**Example 5.4** (Cox model with current status data). Let \(T \sim F\) be a failure time, and \(Z = (Z_1, Z_2)\) be covariates. Under the case 1 interval censoring [32], we do not observe \(T\) but we only know whether an event occurs before an examination time \(C\). We assume sources are formed based on \(V = (C, \Delta, Z_2)\) and \(Z_1\) are collected later. The likelihood in the i.i.d. setting is \(L(\theta, \Lambda) \equiv \delta \log(1 - e^{-\Lambda(c)} \exp(\theta^T z)) - (1 - \delta) e^{\theta^T z} \Lambda(c)\). The score for \(\theta\) and \(\Lambda\) is then

\[
\hat{\ell}_{\theta, \Lambda}(c, \delta, z) = z \exp(\theta^T z) \Lambda(c)(\delta r(c, z; \theta, \Lambda) - (1 - \delta)),
\]

\[
B_{\theta, \Lambda}(h)(c, \delta, z) = \exp(\theta^T z) h(c) \{\delta r(c, z; \theta, \Lambda) - (1 - \delta)\}
\]

where \(r(c, z; \theta, \Lambda) = \exp(-e^{\theta^T z} \Lambda(c))/\{1 - \exp(-e^{\theta^T z} \Lambda(c))\}\) (see [31] for details). Our proposed estimator \((\hat{\theta}_N, \hat{\Lambda}_N)\) is the solution to \(\mathbb{P}^{H}_N \hat{\ell}_{\theta, \Lambda} = 0\) and \(\mathbb{P}^{H}_N B_{\theta, \Lambda}(h) = 0\). Conditions 5.4-5.7 can be verified along the same line as in [52] by replacing their weighted empirical process results by our \(H\)-empirical process results. In particular, our U-LLN (Theorem 3.1) is used for consistency, and Theorem 5.2 establishes the rate of convergence of \(\hat{\Lambda}_N\) as \(N^{1/3}\).
in view of \((\hat{\theta}_N, \hat{\Lambda}_N)\) as the maximizer of \(D^H_N \ell(\theta, \Lambda)\). This rate agrees with the one in the i.i.d. setting [31]. Then Theorem 5.4 yields

\[
\sqrt{N}(\hat{\theta}_N - \theta_0) \rightarrow_d \mathcal{G} \tilde{\ell}_0 \sim N \left( 0, I_0^{-1} + \sum_{j=1}^J \nu^{(j)} \frac{1 - p^{(j)}}{p^{(j)}} \text{Var}_{0}^{(j)}(\rho^{(j)} \tilde{\ell}_0) \right).
\]

Here \(\tilde{\ell}_0 = I_0^{-1} \ell_0^*\) with

\[
\ell_0^* \equiv e^{\theta_0^T z} Q(c, \delta, z; \theta_0, \Lambda_0) \Lambda_0(c) \left\{ - \frac{E[Z e^{2\theta_0^T Z} O(C|Z) | C = c]}{E[e^{2\theta_0^T Z} O(C|Z) | C = c]} \right\}
\]

and \(I_0 = P_0(\ell_0^*)^\otimes 2\) where \(Q(c, \delta, z; \theta, \Lambda) = \delta r(c, z; \theta, \Lambda) - (1 - \delta)\) and \(O(c|z) = \{1 - F(c)\} \exp(\theta_0^T z) / [1 - \{1 - F(c)\} \exp(\theta_0^T z)]\).


<table>
<thead>
<tr>
<th>Scenario 1</th>
<th>(\mathcal{V}(1))</th>
<th>(\mathcal{V}(2))</th>
<th>(N)</th>
<th>(N^{(1)})</th>
<th>(N^{(2)})</th>
<th>(n^{(1)})</th>
<th>(n^{(2)})</th>
<th>Duplication</th>
</tr>
</thead>
<tbody>
<tr>
<td>V(\mathcal{V}(1))</td>
<td>(V\mathcal{V}(2))</td>
<td>(\geq -1)</td>
<td>(Z_2 \leq 1)</td>
<td>500</td>
<td>421</td>
<td>421</td>
<td>85</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10000</td>
<td>8413</td>
<td>8414</td>
<td>1683</td>
<td>2525</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario 2</td>
<td>(\mathcal{V})</td>
<td>(\leq 1)</td>
<td>500</td>
<td>421</td>
<td>421</td>
<td>100</td>
<td>127</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10000</td>
<td>8413</td>
<td>10000</td>
<td>8414</td>
<td>2000</td>
<td>2524</td>
<td>505</td>
</tr>
<tr>
<td></td>
<td>(\Delta = 1)</td>
<td>76</td>
<td>76</td>
<td>100</td>
<td>76</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>1529</td>
<td>1529</td>
<td>305</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1**

Sample sizes and the numbers of duplications based on 2000 simulated datasets.

6.1. Simulation Studies. We conducted simulation studies to evaluate finite sample properties of our proposed estimator in the Cox model with right censoring discussed in Example 5.3. Linear and logistic regression models are treated in Section G of the Supplement. Data were generated from the Cox model with two independent covariates \(Z_1 \sim \text{Bernoulli}(0.5)\) and \(Z_2 \sim \mathcal{N}(0, 1)\). The failure time \(T\) follows Weibull(\(\alpha, \beta\), \(\alpha = 0.2, \beta \in \{5, 5\}\) at the baseline, and is subject to independent censoring by \(C \sim \text{Uniform}(0, c)\) where \(c\) was chosen to yield approximately 85% censoring. The regression coefficients are \(\theta = (\theta_1, \theta_2)\) with \(\theta_1 = \theta_2 \in \{0, \log(1.2), \log(2)\}\). The auxiliary binary variable \(U\) is correlated with \(Z_1\) through sensitivity \(P(U = 1|Z_1 = 1) = 0.9\) and specificity \(P(U = 0|Z_1 = 0) = 0.9\).

We considered four scenarios based on the formation of data sources. Data sources are \(\mathcal{V}(1) = \{V : Z_2 \geq -1\}\) and \(\mathcal{V}(2) = \{V : Z_2 \leq 1\}\) in
Table 2

Results of Monte Carlo simulations with different \( \theta \), \((\alpha, \beta)\), and scenarios.

<table>
<thead>
<tr>
<th>((\alpha, \beta))</th>
<th>(N)</th>
<th>(\log(2))</th>
<th>(0.2, 0.5)</th>
<th>(0)</th>
<th>(\log(2))</th>
<th>(0.2, 0.5)</th>
<th>(0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Complete data (MLE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_1) Bias</td>
<td>.004</td>
<td>.0031</td>
<td>.004</td>
<td>.0002</td>
<td>.001</td>
<td>.0003</td>
<td>.017</td>
</tr>
<tr>
<td>(\theta_2) Bias</td>
<td>.004</td>
<td>.0004</td>
<td>.006</td>
<td>.0005</td>
<td>.001</td>
<td>.0008</td>
<td>.011</td>
</tr>
<tr>
<td>SD</td>
<td>.121</td>
<td>.0270</td>
<td>.119</td>
<td>.0259</td>
<td>.120</td>
<td>.0259</td>
<td>.129</td>
</tr>
<tr>
<td>Scenario 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_1) Bias</td>
<td>.024</td>
<td>.0061</td>
<td>.014</td>
<td>.0200</td>
<td>.011</td>
<td>.0011</td>
<td>.022</td>
</tr>
<tr>
<td>SD</td>
<td>.482</td>
<td>.0985</td>
<td>.432</td>
<td>.0914</td>
<td>.429</td>
<td>.0887</td>
<td>.477</td>
</tr>
<tr>
<td>SE</td>
<td>.467</td>
<td>.0989</td>
<td>.425</td>
<td>.0908</td>
<td>.419</td>
<td>.0899</td>
<td>.471</td>
</tr>
<tr>
<td>(\theta_2) Bias</td>
<td>.005</td>
<td>.0031</td>
<td>.005</td>
<td>.0011</td>
<td>.011</td>
<td>.0011</td>
<td>.011</td>
</tr>
<tr>
<td>SD</td>
<td>.251</td>
<td>.0526</td>
<td>.242</td>
<td>.0486</td>
<td>.234</td>
<td>.0495</td>
<td>.277</td>
</tr>
<tr>
<td>SE</td>
<td>.260</td>
<td>.0524</td>
<td>.248</td>
<td>.0509</td>
<td>.244</td>
<td>.0507</td>
<td>.265</td>
</tr>
<tr>
<td>Scenario 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_1) Bias</td>
<td>.062</td>
<td>.0005</td>
<td>.017</td>
<td>.0014</td>
<td>.009</td>
<td>.0010</td>
<td>.014</td>
</tr>
<tr>
<td>SD</td>
<td>.479</td>
<td>.0967</td>
<td>.421</td>
<td>.0894</td>
<td>.416</td>
<td>.0876</td>
<td>.469</td>
</tr>
<tr>
<td>SE</td>
<td>.467</td>
<td>.0981</td>
<td>.421</td>
<td>.0901</td>
<td>.412</td>
<td>.0871</td>
<td>.459</td>
</tr>
<tr>
<td>(\theta_2) Bias</td>
<td>.016</td>
<td>.0000</td>
<td>.003</td>
<td>.0001</td>
<td>.015</td>
<td>.0001</td>
<td>.026</td>
</tr>
<tr>
<td>SD</td>
<td>.250</td>
<td>.0526</td>
<td>.226</td>
<td>.0499</td>
<td>.222</td>
<td>.0493</td>
<td>.259</td>
</tr>
<tr>
<td>SE</td>
<td>.250</td>
<td>.0510</td>
<td>.238</td>
<td>.0493</td>
<td>.232</td>
<td>.0480</td>
<td>.267</td>
</tr>
<tr>
<td>Scenario 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_1) Bias</td>
<td>.005</td>
<td>.0005</td>
<td>.008</td>
<td>.0025</td>
<td>.006</td>
<td>.0011</td>
<td>.025</td>
</tr>
<tr>
<td>SD</td>
<td>.330</td>
<td>.0731</td>
<td>.309</td>
<td>.0666</td>
<td>.301</td>
<td>.0676</td>
<td>.399</td>
</tr>
<tr>
<td>SE</td>
<td>.330</td>
<td>.0728</td>
<td>.308</td>
<td>.0674</td>
<td>.305</td>
<td>.0668</td>
<td>.375</td>
</tr>
<tr>
<td>(\theta_2) Bias</td>
<td>.023</td>
<td>.0003</td>
<td>.018</td>
<td>.0010</td>
<td>.001</td>
<td>.0009</td>
<td>.029</td>
</tr>
<tr>
<td>SE</td>
<td>.171</td>
<td>.0581</td>
<td>.156</td>
<td>.0539</td>
<td>.156</td>
<td>.0534</td>
<td>.183</td>
</tr>
<tr>
<td>Scenario 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\theta_1) Bias</td>
<td>.010</td>
<td>.0019</td>
<td>.030</td>
<td>.0001</td>
<td>.005</td>
<td>.0003</td>
<td>.060</td>
</tr>
<tr>
<td>SD</td>
<td>.368</td>
<td>.0780</td>
<td>.354</td>
<td>.0766</td>
<td>.372</td>
<td>.0775</td>
<td>.432</td>
</tr>
<tr>
<td>SE</td>
<td>.355</td>
<td>.0789</td>
<td>.343</td>
<td>.0758</td>
<td>.347</td>
<td>.0763</td>
<td>.401</td>
</tr>
<tr>
<td>(\theta_2) Bias</td>
<td>.023</td>
<td>.0018</td>
<td>.006</td>
<td>.0007</td>
<td>.012</td>
<td>.0016</td>
<td>.011</td>
</tr>
<tr>
<td>SD</td>
<td>.192</td>
<td>.0407</td>
<td>.179</td>
<td>.0363</td>
<td>.185</td>
<td>.0367</td>
<td>.222</td>
</tr>
</tbody>
</table>

Note: MLE, maximum likelihood estimator based on \( N \) items; Bias, an absolute Monte Carlo sample bias; SD, a Monte Carlo sample standard deviation; SE, average of a plug-in estimator of a standard error.

Fig 2. Q-Q plots of \( \sqrt{N(\hat{\theta} - \theta_0)/\hat{SE}(\theta)} \) superimposed by \( y = x \) and plots of averages of absolute differences \( |\hat{\theta}_N - \theta_0| \) against \( N \) superimposed by \( y = c/x^{1/2} \), \( c = 6.5, 3.4 \) in Scenario 4 where \( \hat{SE}(\theta) \) is a plug-in estimator of a standard error of \( \sqrt{N(\hat{\theta} - \theta_0)} \).
ASYMPTOTIC THEORY FOR MERGED DATA FROM MULTIPLE SOURCES

\[
\alpha, \beta = (2, 5)
\]

\[
N = 500, \quad N = 10000
\]

\[
\theta_1 = \log(2)
\]

\[
\begin{array}{ccccccccc}
\text{MLE} & .246 & .268 & .333 & .370 & .371 & .0544 & .0789 & .0720 & .0789 \\
S & .355 & .374 & .376 & .376 & .0809 & .0740 & .0809 & .0804 \\
B & .497 & .474 & .497 & .497 & .1060 & .1005 & .1060 & .1060 \\
\end{array}
\]

\[
\theta_2 = \log(2)
\]

\[
\begin{array}{ccccccccc}
\text{MLE} & .121 & .192 & .188 & .193 & .196 & .0270 & .0407 & .0395 & .0405 & .0403 \\
S & .197 & .192 & .197 & .196 & .0414 & .0401 & .0412 & .0409 \\
B & .258 & .253 & .258 & .258 & .0530 & .0517 & .0530 & .0530 \\
\end{array}
\]

Note: S, the proposed weights; SF, \(\rho\) for a single-frame estimator; B, a balanced weights; w/o, non-calibration; SC, the proposed calibration; C, the standard calibration; DC, the data-source-specific calibration. All calibrations use \(U\) and \(Y\).

Table 3

Comparison of calibrations and \(\rho\) by standard deviations in Scenario 4.

Scenario 1 and \(\mathcal{V}^{(1)} = \mathcal{V}\) and \(\mathcal{V}^{(2)} = \{V : Z_2 \leq 1\}\) in Scenario 2. Sampling fractions in both scenarios were 20% and 30%. In Scenario 3, data sources are \(\mathcal{V}^{(1)} = \mathcal{V}\) and \(\mathcal{V}^{(2)} = \{V : \Delta = 1\}\) with sampling fractions 20% and 100%. Scenario 4 has three sources where membership in the first two were determined via multinomial logistic regression with \(Z_2\) as a covariate and the third source is \(\mathcal{V}^{(3)} = \{V : \Delta = 1\}\). Sampling fractions were 10%, 10% and 100%, respectively. Average sample sizes and numbers of duplications over 2000 datasets in each scenario are shown in Table 1.

The Monte Carlo sample bias and standard deviation of the proposed estimator with \(\rho\) from Proposition 3.1 are reported in Table 2. The results show that bias is small and standard deviations are close to averages of plug-in estimators of standard errors in each setting. In Figure 2, right panels show that averages of absolute deviations \(||\hat{\theta}_N - \theta_0||\) are proportional to \(1/N^{1/2}\), and Q-Q plots of the scaled estimators indicate their distributions are approximately the standard normal distribution. Table 3 displays comparison of three different calibration methods in Section 4 and two other choices of \(\rho\) (the extension of the single-frame estimator of [35] studied by [41] (SF), and balanced weights of the inverse of the number of sources to which an item belongs (B)) in Scenario 4. Results show that the estimator with the proposed weights \(\rho\) and calibration achieved the smallest standard deviations in all cases. All of the above results provide numerical support for our theory. Discussion of additional results and a plug-in variance estimator is provided in Section G of the Supplement. Note that our estimator did not lose much efficiency compared to the MLE for complete data if we base comparison on the number of items used for estimation. For example, 2933 items with duplication were used for our estimator on average when \(N = 10000\) in Scenario 4 and its standard deviations are .0789 and .0407 with \((\alpha, \beta) = (2, 5)\) and \(\theta_1 = \theta_2 = \log(2)\). In this case, standard deviations of the MLE based on 2933 items are expected to be about .0986 and .0499.
6.2. **Real Data Example.** We illustrate our methods with the national Wilms tumor study (NWTS) [14] where 3915 patients with Wilms tumor were followed until the disease progression. Data contain complete information of all subjects, and was used to compare different stratified designs in [6]. To compare our methods with the MLE with the full cohort and the weighted likelihood estimator with stratified sampling [7], we randomly divided the dataset into two, applied three methods with different designs to training data, and computed the partial likelihood based on testing data. Data sources are deceased subjects, subjects with unfavorable histology measured at hospitals subject to misclassification, and the entire cohort with sampling fractions 100%, 50% and 10% resulting in selecting 506 subjects with duplications (438 without duplication). Strata for stratified sampling are deceased subjects, living subjects with unfavorable histology and the rest with sampling fractions 100%, 50% and 14% yielding 502 selected subjects. We fitted data to the Cox model to identify predictors of the relapse of Wilms tumor. Results of the MLE is considered to be most reliable. Estimates from merged and stratified data were all similar to the MLE except the one for cancer stage. Estimated standard errors of the proposed estimator were smaller than those of the estimator with balanced \( \rho \) but larger than those from stratified data because stratified sampling effectively used information by avoiding duplication at the design stage. These differences, however, were rather small relative to the magnitudes of estimates even when making comparison with the MLE (except cancer stage). The partial likelihood at the proposed estimator shows better fit than in stratified sampling though the estimator with balanced \( \rho \) yielded a larger value. Overall, good performance of the proposed estimator illustrates the potential of data integration as an alternative to stratified sampling.

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>Full cohort</th>
<th>Data integration</th>
<th>Stratified sampling</th>
</tr>
</thead>
<tbody>
<tr>
<td># subjects</td>
<td>1957</td>
<td>438 (506 with duplication)</td>
<td>502</td>
</tr>
<tr>
<td>Duplication</td>
<td>0</td>
<td>64 (twice)</td>
<td>2 (thrice)</td>
</tr>
<tr>
<td>Partial likelihood</td>
<td>-2458.8</td>
<td>-2464.7</td>
<td>-2463.2</td>
</tr>
<tr>
<td>Variable</td>
<td>( \hat{\theta} )</td>
<td>SE</td>
<td>( \hat{\theta} )</td>
</tr>
<tr>
<td>Histology</td>
<td>1.430</td>
<td>0.125</td>
<td>1.243</td>
</tr>
<tr>
<td>Age</td>
<td>0.084</td>
<td>0.021</td>
<td>0.045</td>
</tr>
<tr>
<td>Stage (III/IV)</td>
<td>1.506</td>
<td>0.356</td>
<td>2.680</td>
</tr>
<tr>
<td>Tumor</td>
<td>0.064</td>
<td>0.020</td>
<td>0.082</td>
</tr>
<tr>
<td>Stage ( \times ) Tumor</td>
<td>-0.079</td>
<td>0.029</td>
<td>-0.156</td>
</tr>
</tbody>
</table>

Note: Histology is measured at a central laboratory.

Table 4

*Point estimates and estimated standard errors in the analysis of the NWTS study with different sampling schemes.*
7. Discussion. We developed large sample theory for merged data from multiple sources. We proved two limit theorems for the H-empirical process, and applied them to study asymptotic properties of infinite-dimensional $M$-estimation. Our theory is a non-trivial extension of empirical process theory to a dependent and biased sample with duplication.

We adopted Hartley’s estimator as a building block for our theory. This estimator and its variants have been extensively studied under multiple-frame surveys in sampling theory. To conclude this paper, we briefly describe two approaches in sampling theory to illustrate differences from ours.

A primary difference lies in probabilistic frameworks. Sampling theory adopts a finite-population framework where randomness arises only from selection of units. Parameters are finite-population parameters such as sample averages, and statistical models are outside the scope. Asymptotic results usually assume the existence of CLT a priori and asymptotic variance is defined as limits of deterministic sequences (see e.g. [41, 45, 49, 53, 54]). This difference leads to different optimal $\rho$ and calibration as seen above.

Another less common approach called the super-population framework [27, 34, 50] adopts a similar two-stage formulation [50] but two qualitatively distinct sets of conditions are assumed for different stages of sampling. These conditions concern specific random and non-random vectors instead of treating a class of functions in a systematic way. Applications are thus limited to (generalized) linear models [42, 45] where variance estimators (p. 4690 of [42], p. 1514 of [45]) are our variance estimator for the first stage only. This seeming discrepancy reflects a distinction in probabilistic frameworks.
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SUPPLEMENTARY MATERIAL

Supplementary material for “Large Sample Theory for Merged Data from Multiple Sources. The proofs and additional simulations are given in the Supplement [51].

REFERENCES


[51] Saegusa, T. (2018). Supplementary Materials for “Large Sample Theory for Merged Data from Multiple Sources”.

University of Maryland
College Park, MD 20742
E-mail: tsae@math.umd.edu