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Abstract

This work is concerned with forest and cumulant type expansions of general random variables on a filtered probability space. We establish a “broken exponential martingale” expansion that generalizes and unifies the exponentiation result of Alòs, Gatheral, and Radoičić (SSRN’17; [AGR20]) and the cumulant recursion formula of Lacoin, Rhodes, and Vargas (arXiv; [LRV19]). Specifically, we exhibit the two previous results as lower dimensional projections of the same generalized forest expansion, subsequently related by forest reordering. Our approach also leads to sharp integrability conditions for validity of the cumulant formula, as required by many of our examples, including iterated stochastic integrals, Lévy area, Bessel processes, KPZ with smooth noise, Wiener-Itô chaos, and “rough” stochastic (forward) variance models.
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1 Introduction

1.1 Statements of main results

Consider a filtered probability space $(\Omega, \mathcal{F}_t, (\mathcal{F}_t)_{0 \leq t \leq T}; \mathbb{P})$, on which all martingales admit a continuous version. (Itô’s representation theorem, e.g. [RY13 Ch. V.3.], states that this holds true for Brownian filtrations which covers all situations we have in mind.) Throughout, $T \in (0, \infty]$ should be thought of as a fixed parameter.

Let $A_T$ be $\mathcal{F}_T$-measurable. Define, assuming sufficient integrability\[\footnote{Notation $\mathbb{E}_t \equiv \mathbb{E}(\cdot | \mathcal{F}_t)$.}]

$$X_t := \log \mathbb{E}_t e^{A_T}, \quad Y_t := \mathbb{E}_t A_T .$$

By construction, $X, Y$ have equal terminal value $X_T = Y_T = A_T$, and $e^X, Y$ are martingales. Motivated by financial applications, in [AGR20] an $\mathbb{F}$ (forest) expansion was given of the
form

\[ \mathbb{E}_t e^{z A_t} = \mathbb{E}_t e^{z X_t} = e^{z X_t + \frac{1}{2} z(z-1) \mathbb{E}_t (X)_t + \ldots} = \exp \left( z X_t + \frac{1}{2} z (z-1) (X \diamond X)_t + \sum_{k \geq 2} \mathbb{E}_t^k (T; z) \right) \]

with quadratic recursion for the \( \mathbb{F} \)'s, homogenous in \( X \) but not in \( z \), representable as forests. But \( A_T \) is also the terminal value of the martingale \( Y \) that

\[ \mathbb{E}_t e^{z A_T} = \mathbb{E}_t e^{z Y_T} = e^{z Y_t + \frac{1}{2} z^2 \mathbb{E}_t Y_t^2 + \frac{1}{3!} z^3 \mathbb{E}_t Y_t^3 + \frac{1}{4!} z^4 \mathbb{E}_t Y_t^4 + \ldots} = \exp \left( z Y_t + \sum_{n \geq 2} \mathbb{E}_t^n (T; z) \right), \]

the (time-\( t \)) conditional \( \mathbb{K} \) (cumulant, German: Kumulanten) expansion of \( A_T = Y_T \). A somewhat similar quadratic recursion for the \( \mathbb{K} \)'s, homogenous in \( z \) (equivalently: \( Y \)) was later obtained in [LRV19], stated in the unconditional case, and motivated by applications in QFT, and independently in a first version of this paper, when revisiting the convergence properties of the \( \mathbb{F} \)-series. (Initially, the present authors were unaware of [LRV19], whereas the authors of [LRV19] were unaware of [AGR20]). We note that the \( \mathbb{F} \)-expansion was left as formal expansion in [AGR20], whereas validity of the \( \mathbb{K} \) recursion of [LRV19] was only shown under a stringent integrability condition which rules out virtually all examples discussed later on. The main theorem of this paper is a \( \mathcal{G} \) (generalized forest) expansion, which contains both \( \mathbb{F} \) and \( \mathbb{K} \)-expansion as special cases, together with optimal integrability conditions for convergence. Our arguments are also well adapted to further localization, as seen in points (i) in Theorems 1.1 and 1.2 below.

**Definition 1.1.** Given two continuous semimartingales \( A, B \) with integrable covariation process \( \langle A, B \rangle \), the diamond product\(^2\) of \( A \) and \( B \) is another continuous semimartingale given by, writing \( \langle A, B \rangle_t, T \) for the difference of \( \langle A, B \rangle_T \) and \( \langle A, B \rangle_t \),

\[ (A \diamond B)_t(T) := \mathbb{E}_t \left[ \langle A, B \rangle_t, T \right] = \mathbb{E}_t \left[ \langle A, B \rangle_T \right] - \langle A, B \rangle_t. \]

Here and below we say that \( A_T \) has exponential moments, if \( \mathbb{E}_t e^{z A_T} < \infty \) for \( x \) in some neighbourhood of \( 0 \in \mathbb{R} \). This of course implies that \( A_T \) has moments of all orders: \( A_T \in L^N \), for any \( N \in \mathbb{N} \).

**Theorem 1.1** (\( \mathcal{G} \) expansion, a.k.a. broken exponential martingale). Let \( A_T \) be a real-valued, integrable and \( \mathcal{F}_t \)-measurable random variable and \( Y_t = \mathbb{E}_t A_T, 0 \leq t \leq T \), the associated (continuous) martingale.

(i) Assume \( A_T \) has moments of all orders. Let \( z_1, z_2 \in \mathbb{C} \) with \( \text{Re}(z_1) = 0, \text{Re}(z_2) \leq 0 \). Then the following asymptotic expansion for the time-\( t \) conditional joint characteristic function / Laplace transform of \( (Y_T, \langle Y \rangle_T) \):

\[ \log \mathbb{E}_t \left[ e^{z_1 Y_T + z_2 \langle Y \rangle_T} \right] \sim z_1 Y_t + z_2 \langle Y \rangle_t + \sum_{k \geq 2} \mathbb{G}_t^k (T; z) \quad \text{as } z \to 0, \quad (1.1) \]

\(^2\)Corollary 3.1 in [AGR20] is an expansion of the characteristic function, with \( z = i \xi \).

\(^3\)Preprint of [AGR20] posted on SSRN in 2017. We much share with the authors of [LRV19] our surprise that such recursions had not been discovered decades earlier.

\(^4\)Warning. Our diamond product is (very) different from the Wick product, e.g. Ch.III of [Jan97].
\[ \mathbb{G}_T^2(T, z) = \left( \frac{1}{2} z_1^2 + z_2 \right) (Y \circ Y)_T(T) \quad \text{and} \quad \forall k > 2 : \quad \mathbb{G}_{T}^{k} = \frac{1}{2} \sum_{j=2}^{k-2} \mathbb{G}_{k-j}^{j} \circ \mathbb{G}_{j}^{j} + (z_1 Y \circ \mathbb{G}_{k-1}) . \]

(ii) Assume \( \langle Y \rangle_T \) (or \( Y_T \) in case \( z_2 = 0 \)) has exponential moments, then \( \mathbb{G}_{T}^{k} \) can be strengthened to equality, with a.s. absolutely convergent sum \( \Lambda := \Lambda_T^{(z)} := \sum_{k \geq 2} \mathbb{G}_{k}^{k}(T; z) \) on the right-hand side, for \( z \in \mathbb{C}^2 \) with \( |z| < \rho_t(\omega) \), a.s. strictly positive.

(iii) For the multivariate case, with \( Y_i = \mathbb{E}_x Y_{i}^{t} \), \( i = 1, \ldots, d \), it suffices to replace

\[ z_1 Y_T \rightsquigarrow z_{1, i} Y_{i}^{t}, \quad z_2 (Y_T) \rightsquigarrow z_{2, jk} (Y_i^{t}, Y_k^{t})_T, \quad \mathbb{G}^{2} \rightsquigarrow \left( \frac{1}{2} z_{1, i} z_{1, j} + z_{2, i, j} \right) (Y_i^{t} \circ Y_j^{t})_T , \]

with summation over repeated indices.

With \( z = (z_1, -z_1/2) \), the \( \mathbb{G} \)-recursion becomes precisely the \( \mathbb{F} \)-recursion, equ. (3.1) in [AGR20], whereas the case \( z = (z_1, 0) \) yields the \( \mathbb{K} \) (cumulant) recursion, equ. (3.4),(3.9) in [LRV19] as seen in (1.3) below. We should note that the change-of-measure based derivation of Lacoin et al. was given under stringent integrability assumption (a \( L^\infty \) bound on \( \langle Y \rangle_T \), hence Gaussian concentration of \( Y_T = A_T \)), though the authors (correctly) suspect validity of the cumulant recursion in greater generality. Below we achieve this under optimal conditions, namely finite exponential moments which is required for the cumulant generating function to exist. We will also show that the cumulant recursion is valid, as a finite recursion, under a matching finite moment assumption. (Existence of the first \( N \) moments is equivalent to existence of the first \( N \) cumulants.) In part (iii), we give the multivariate formulation.

**Theorem 1.2.** (i) Let \( A_T \) be \( \mathcal{F}_T \)-measurable with \( N \in \mathbb{N} \) finite moments. Then the recursion

\[ \mathbb{K}_T^{n}(T) := \mathbb{E}_T[A_T] \quad \text{and} \quad \forall n > 0 : \quad \mathbb{K}_T^{n+1}(T) = \frac{1}{2} \sum_{k=1}^{n} \mathbb{K}_T^{k} \circ \mathbb{K}_T^{n+1-k}(T) , \quad (1.3) \]

with \( t \in [0, T] \) is well-defined up to \( \mathbb{K}^N \) and, for \( z \in i \mathbb{R} \),

\[ \log \mathbb{E}_T[e^{zA_T}] = \sum_{n=1}^{N} z^n \mathbb{K}_T^0(T) + o(|z|^N) \quad \text{as} \ z \to 0 , \]

which identifies \( n! \times \mathbb{K}_T^0(T) \) as the (time \( t \)-conditional) \( n \).th cumulant of \( A_T \). If \( A_T \) has moments of all orders, we have the asymptotic expansion,

\[ \log \mathbb{E}_T[e^{zA_T}] \sim \sum_{n=1}^{\infty} z^n \mathbb{K}_T^0(T) \quad \text{as} \ z \to 0 . \quad (1.4) \]

(ii) If \( A_T \) has exponential moments, so that its (time \( t \)-conditional) mgf \( \mathbb{E}_T[e^{zA_T}] \) is a.s. finite for \( x \in \mathbb{R} \) in some neighbourhood of zero, then there exist a maximal convergence radius...
\[ \rho = \rho_t(\omega) \in (0, \infty) \text{ a.s. such that for all } z \in \mathbb{C} \text{ with } |z| < \rho, \]

\[ \log \mathbb{E}_t \left[ e^{\xi T} \right] = \sum_{n=1}^{\infty} z^n \mathbb{K}^n_t . \]  

(1.5)

(iii) In the multivariate case, with \( \mathbb{K}^{(1)i} = \mathbb{E}_t A^i_T, \ i = 1, \ldots, d \) replace \( \mathbb{K}^n \rightsquigarrow \mathbb{K}^{(n)}, n \)-tensors (over \( \mathbb{R}^d \)), with tensorial interpretation of the diamond product in (1.3), and substitute in the expansion

\[ z^n \mathbb{K}^n_t \rightsquigarrow (z^n, \mathbb{K}^{(n)}) = z_{i_1} \cdots z_{i_n} \mathbb{K}^{(n)}_{i_1, \ldots, i_n} . \]

The multivariate (t-conditional) cumulants of \( A_T \) are then precisely given by \( n! \mathbb{K}_{i_1, \ldots, i_n}^{(n)} \).

1.2 Tree, forests and reordering

Both quadratic recursions (1.2) and (1.3) lead to binary trees, with the (commutative, non-associated) diamond product represented by \( \text{root joining} \),

\[ \tau_1 \diamond \tau_2 = \tau_2 \diamond \tau_1 = . \]

where we agree to set \( Y = \circ \), interpreted as single leaf. In the 2-variate case we can write \( (Y^1, Y^2) = (\circ, \ast) \), for the \( d \)-variate case use labels or colors. For better readability, write

\[ (z_1, z_2) \rightsquigarrow (a, b), \quad z_1 Y_T + z_2 (Y)_T \rightsquigarrow a Y_T + b (Y)_T , \]

in (1.2). The tree formalism is extremely convenient when it comes to doing explicit computations and also explains an interesting relation between the \( \mathcal{G} \)-recursion and the \( \mathbb{K} \)-recursion. Specifically, we see that the \( \mathcal{G} \)-recursion is equivalent to the 2-variate \( \mathbb{K} \)-recursion applied to \( A_T = (Y_T, (Y)_T) \) after forest reordering. This procedure has moreover the important effect of resolving infinite cancellations present in the 2-variate \( \mathbb{K} \)-expansion, as may be seen by applying it to the exponential martingale case \( (b = -a^2/2) \). The first few \( \mathcal{G} \)-forests are then spelled out as follows:

\[ \mathcal{G}^2 = (\frac{1}{2}a^2 + b) \circ \]

\[ \mathcal{G}^3 = a (\frac{1}{2}a^2 + b) \circ \]

\[ \mathcal{G}^4 = \frac{1}{2}(\frac{1}{2}a^2 + b)^2 \circ \circ + a^2 (\frac{1}{2}a^2 + b) \circ \]

\[ \mathcal{G}^5 = a (\frac{1}{2}a^2 + b)^2 \circ \circ \circ + \frac{1}{2} a (\frac{1}{2}a^2 + b)^2 \circ \circ + a^3 (\frac{1}{2}a^2 + b) \]

Note that these \( \mathcal{G} \)-forests consist of trees which are homogenous in the number of leaves \( (\leftrightarrow Y) \) but not in \( a, b \) (unless powers of \( b \) are counted twice). Upon setting \( b = 0 \) we get
\(G^n(T; (a, 0)) = K^n(T, a) = a^n K^n(T)\) and get the first few \(K\)-forests: \(K^1 = \bigodot = \circ\) and

\[
\begin{align*}
K^2 &= \frac{1}{2} \bigodot \bigodot = \frac{1}{2} \circ \\
K^3 &= \frac{1}{2} (\bigodot \bigodot) \bigodot = \frac{1}{2} \circ \circ \\
K^4 &= \frac{1}{8} (\bigodot \bigodot)^2 + \frac{1}{2} ((\bigodot \bigodot) \bigodot \bigodot) \bigodot \bigodot = \frac{1}{8} \bigodot^{\odot} + \frac{1}{2} \circ \odot \\
K^5 &= \ldots = \frac{1}{4} \bigodot^{\bigodot} + \frac{1}{8} \circ^{\odot} + \frac{1}{2} a \bigodot^{\bigodot} 
\end{align*}
\] (1.7)

Remark 1.1. The number of different tree shapes seen in both \(G^n, K^n\) above is precisely the number of interpretations of an \((n-1)\)-fold (commutative but not associative) diamond product, i.e. number of ways to insert parentheses. Starting from the empty tree, the resulting integers \(\{0, 1, 1, 1, 2, 3, 6, \ldots\}\) are known as Wedderburn-Etherington numbers (OEIS A001190). The pre-factors in \(2^n K_n + 1\) further display the symmetry factors, e.g. \(2^4 K^5 = 4 \bigodot^{\odot} + 2 \bigodot^{\circ \odot} + 8 \bigodot^{\circ \circ} \) with \(4 + 2 + 8 = 14 = C_4\) where we recall that the n.th Catalan number (A000108), standard example in analytic combinatorics, gives the number of binary trees with \(n+1\) leaves. We note the combinatorial consistency of (1.3) with Segner’s recursion \(C_{n+1} = \sum_{k=0}^{n} C_k C_{n-k}\) if rewritten for \(2^n K_n + 1\).

The 2-variate \(K\)-forests can be represented by all possible consistent ways of marking leaves with \(\times\). This leads to e.g. \(2 \times 2\)-matrix valued \(K^{(2)}\) and \((\mathbb{R}^2)^{\odot 4} \cong \mathbb{R}^{2^4}\) valued \(K^{(4)}\), with representative trees of the form

\[
\begin{array}{c}
\odot \\
\bigodot \\
\end{array}
\]

Tensor-contracting these 2-variate \(K\)-trees with powers of \(a\) (number of \(\circ\) leaves) and \(b\) (number of \(\bullet\) leaves), and a \(\circ \leftrightarrow \odot \) substitution\(^5\)

\[
\begin{align*}
K^1 &= a \circ + b \odot \\
K^2 &= \frac{1}{2} \bigodot^{\odot} = \frac{1}{2} a^2 \bigodot + ab \bigodot^{\circ} + \frac{1}{2} b^2 \bigodot \\
K^3 &= \frac{1}{2} a^3 \bigodot + \frac{1}{2} a^2 b \bigodot^{\circ} + a^2 b \bigodot^{\odot} + ab^2 \bigodot^{\bigodot} + \frac{1}{2} ab \bigodot^{\bigodot} + \ldots \\
K^4 &= \frac{1}{2} a^4 \bigodot^{\odot} + \frac{1}{2} a^3 b \bigodot^{\bigodot} + \frac{1}{2} a^3 b \bigodot^{\bigodot} + \frac{1}{2} a^3 b \bigodot^{\bigodot} + \frac{1}{2} a^3 b \bigodot^{\bigodot} + \ldots \\
K^5 &= \frac{1}{2} a^5 \bigodot^{\bigodot} + \frac{1}{2} a^5 \bigodot^{\bigodot} + \frac{1}{2} a^5 \bigodot^{\bigodot} + \ldots 
\end{align*}
\] (1.9)

Corollary 1.1 (Forest reordering). The \(G\)-expansion (1.6) is a reordering of the 2-variate \(K\)-expansion applied to \(A_T = (Y_T, \langle Y \rangle_T)\), as displayed in (1.9), based on the number of leaves.

\(^5\)Strictly speaking, the 2-variate case \(A_T = (Y_T, \langle Y \rangle_T)\) gives \(E_i A_T = (Y_i, E_i \langle Y \rangle_T)\) with \(E_i \langle Y \rangle_T = (Y \circ Y)_t T + \langle Y \rangle_t = \bigodot^{\bigodot} + BV\), where the bounded variation (BV) in \(t\) component \(\langle Y \rangle_t\) shows up as a multiple of \(z_2\) in (2.1.2), but does not contribute to subsequent diamond products.
Proof. From Theorem 1.1 we know that \( \log \mathbb{E}_t \exp(aY_T + b\langle Y \rangle_T) \) admits an (absolutely convergent) \( \mathcal{G} \) expansion, with terms homogenous in \( Y \) (\( \leftrightarrow \) number of leaves), and similarly a 2-variate \( \mathbb{K} \)-expansion with terms homogenous in \( a, b \). The statement follows. \( \square \)

**Remark 1.2** (Generalized forests vs. cumulants). The \( \mathcal{G} \) and \( \mathbb{K} \) expansions coincide in absence of the term \( b\langle Y \rangle_T \): just set \( b = 0 \) in (1.6), (1.9). In general, \( b \neq 0 \) matters in application (e.g. Section 4.7), the expansions are then different and the question arises about their qualitative difference. The \( \mathcal{G} \) expansion has the advantage of preserving some structural properties, lost in the 2-variate \( \mathbb{K} \)-expansion. To wit, consider the exponential martingale case in which case 

\[
b = -a^2/2 \quad \implies \quad \mathbb{E}_t \exp(aY_T + b\langle Y \rangle_T) = \exp(aY_t + b\langle Y \rangle_t),
\]

so that both \( \mathcal{G} \)-sum, i.e. \( \sum_{k \geq 2} \mathcal{G}_k \), and \( \mathbb{K} \)-sum must vanish. However, while the zero \( \mathcal{G} \)-sum only consists of zero summands \( \mathcal{G}_k \), as seen in (1.6) upon taking \( b = -a^2/2 \), this is not so for the \( \mathbb{K} \)-sum, and only an infinite cascade of cancelations among the \( \mathbb{K}_k \)'s causes the sum to vanish.

**Remark 1.3.** Corollary 1.1 suggests an alternative proof of the \( \mathcal{G} \)-expansion from the \( \mathbb{K} \)-expansion, based on the combinatorics of forest reordering.
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**2 Proofs**

Recall (e.g. [RY13 Ch.IV.4.]) that a (continuous) semimartingale \( A = M^A + V^A \), defined on \([0, T]\), is said to be in class \( \mathcal{H}^p \) if both square-root function and total variation, on \([0, T]\), have finite \( p \)-th moments, \( p > 0 \), so that

\[
\|A\|_{\mathcal{H}^p} := \left\| \left\langle M^A \right\rangle_T + \int_0^T |dV^A| \right\|_{L^p(\mathbb{P})} < \infty.
\]

Recall the Burkholder–Davis–Gundy (BDG) estimates and Doob’s maximal inequality. For a (continuous, local) martingale \( M \), with \( M^*_T = \sup_{t \in [0,T]} M_t \), one has

\[
\|M\|_{\mathcal{H}^p} = \left\| \left\langle M \right\rangle_T \right\|_{L^p(\mathbb{P})} \times \left\| M^*_T \right\|_{L^p(\mathbb{P})} \geq \|M_T\|_{L^p(\mathbb{P})} 
\]

with two-sides estimates valid for \( p > 0 \) (BDG) and \( p > 1 \) (Doob) respectively.
Proposition 2.1. Consider continuous semimartingales $A, B$ with continuous martingale parts $M^A \in \mathcal{H}_T^a, M^B \in \mathcal{H}_T^b$ for $a, b \geq 1$. Assume $c = 1/(a^{-1} + b^{-1}) \geq 1$. Then

$$C_t := (A \circ B)_t(T)$$

defines a semimartingale $C$ with uniformly integrable martingale part $M^C$ and integrable total variation of $V^C$ on $[0, T]$. If $c > 1$, then $C = (A \circ B)(T) \in \mathcal{H}_T^c$ and

$$\|C\|_{\mathcal{H}_T^c} \leq \|A\|_{\mathcal{H}_T^a} \|B\|_{\mathcal{H}_T^b}$$

(2.2)

with a multiplicative constant that depends on $a, b$. For $c = 1$ we still have the estimate,

$$\sup_{t \in [0, T]} \|M^C_t\|_{L^1} + \left\| \int_0^T |dV^C| \right\|_{L^1} \leq \|A\|_{\mathcal{H}_T^a} \|B\|_{\mathcal{H}_T^b}.$$  

(2.3)

Remark 2.1. (i) Estimate (2.2) implies that the diamond product is a continuous map

$$\circ : \mathcal{H}_T^a \times \mathcal{H}_T^b \to \mathcal{H}_T^c,$$

provided $c = 1/(a^{-1} + b^{-1}) > 1$. When $c = 1$ we still have continuity, but now in the weaker sense of (2.3).

(ii) It further follows that the diamond product is a bona fide (commutative, non-associative) product on the linear space of semimartingales

$$\mathcal{H}_T^{a^-} := \cap_{p < \infty} \mathcal{H}_T^p.$$

Similar to $L^{a^-} = \cap_{p < \infty} L^p$ over $(\Omega, \mathcal{F}, \mathbb{P})$, the family of $\mathcal{H}_T^p$-norms give rise to a Fréchet space, which then becomes a topological algebra under the diamond product\(^6\).

Proof. First verify integrability of the quadratic covariation process $(\langle A, B \rangle_t : 0 \leq t \leq T)$: Using $\langle M^A \rangle_T^{1/2} \in L^a(\mathbb{P}), \langle M^B \rangle_T^{1/2} \in L^b(\mathbb{P})$, Cauchy–Schwarz (in the form of e.g. [RY13, Ch.IV.1]), and Hölder’s inequality, we see that, whenever $0 \leq t \leq T$,

$$\langle A, B \rangle_t = \langle M^A, M^B \rangle_t \leq \sqrt{\langle M^A \rangle_T} \sqrt{\langle M^B \rangle_T} \leq \sqrt{\langle M^A \rangle_T} \sqrt{\langle M^B \rangle_T} \in L^c(\mathbb{P}).$$

Since $c \geq 1$ the desired integrability follows. Hence $C = (A \circ B)_T(T)$ is well-defined. With $\langle A, B \rangle_T \in L^1(\mathbb{P})$, it is furthermore clear that $M^C_t := \mathbb{E}_t \langle A, B \rangle_T$ defines a uniformly integrable martingale and

$$\sup_{t \in [0, T]} \|M^C_t\|_{L^1} \leq \|M^A\|_{\mathcal{H}_T^a} \|M^B\|_{\mathcal{H}_T^b}.$$

Concerning the bounded variation part, $V^C_t := -\langle A, B \rangle_t \in L^c(\mathbb{P})$ not only for fixed $t \in [0, T]$, but also in total variation sense

$$\int_0^T |dV^C| \leq \langle A \rangle_T^{1/2} \langle B \rangle_T^{1/2} \in L^c(\mathbb{P}),$$

as follows e.g. from [RY13, Ch.IV.4, Prop. 1.1.5, applied with $H \equiv K \equiv 1$]. When $c > 1$, we have $\sup_{0 \leq t \leq T} |M^C_t| \in L^c(\mathbb{P})$ by Doob’s maximal inequality. Thanks to the Burkholder–Davis–Gundy (BDG) inequalities, this is equivalent to $\langle M^C \rangle_T^{1/2} \in L^c(\mathbb{P})$ which concludes the proof that $C \in \mathcal{H}_T^c$. Finally, appealing to Doob and BDG in their quantitative form leads to the stated estimate.

---

\(^6\)See e.g. [Mal15] for the analogous statement for $L^{a^-}$. 

2.1 Proof of Theorem 1.1

Recall that we work on a fixed time horizon, with \( t \in [0, T] \) throughout. We may observe right away that under the assumption that \( A_T = Y_T \) has moments of all orders, we have \( Y \in H_\infty^\infty \) so that, thanks to Proposition 2.1, the recursion (1.2) is well-defined. (See also Lemma 2.1 below for a more precise statement, as needed in Theorem 1.2.)

It convenes to start with the second part of the theorem.

2.1.1 Part (ii)

By assumption, the mgf of \( \langle Y \rangle_T \) is finite in some neighbourhood of zero\(^7\). The same holds true for any linear combination \( z_1 Y_T + z_2 \langle Y \rangle_T \), \( z = (z_1, z_2) \in \mathbb{R}^2 \). To see this, it suffices to treat \( Y_T \) (thanks to Cauchy-Schwarz). The argument goes along the proof of Novikov’s criterion. (Indeed, by scaling \( Y \) if necessary and a deterministic time-change \( T \to \infty \), we may assume \( \mathbb{E}[e^{\langle Y \rangle_\infty /2}] < \infty \). Then copy the estimates of [RY13, Ch.VIII.1, Prop 1.15], based on the a priori fact that \( \mathbb{E}[\mathcal{E}(Y)_\infty] \leq 1 \.) Obviously, we can skip this argument in the case \( z_2 = 0 \), provided we assume directly that the mgf of \( Y_T \) is finite in some neighbourhood of zero.

Fix \( z = (z_1, z_2) \in \mathbb{R}^2 \) and define a family of continuous semimartingales given by

\[
Z_t(\epsilon) := \epsilon z_1 Y_t + \epsilon^2 z_2 \langle Y \rangle_t.
\]

Thanks to finite exponentials moments of \( Y_T, \langle Y \rangle_T \), it is clear that, for every \( p < \infty \),

\[
\sup_{0 \leq \epsilon \leq 1} \|Z(\epsilon)\|_{H^p_T} < \infty. \tag{2.4}
\]

For (any) fixed \( p < \infty \), we further see that for all \( \epsilon \) small enough, the mgf of \( \pm pZ(\epsilon) \) is finite, hence \( e^{pZ(\epsilon)} \in L^p(\mathbb{P}) \). For such \( \epsilon \), keeping also \( T \) fixed,

\[
M_t := M^T_t(\epsilon) := \mathbb{E}_t e^{Z_T(\epsilon)} = e^{Z_t(\epsilon) + \Lambda^T_t(\epsilon)} \tag{2.5}
\]

defines a positive (and, by standing assumption: continuous) \( L^p \)-martingale, where \( \Lambda^T_t(\epsilon) \) is defined through the last equality. This plainly gives a semimartingale \( \Lambda^T_t(\epsilon) \) on \([0, T]\) with zero terminal value, \( \Lambda^T_T(\epsilon) = 0 \). Itô’s formula shows that the martingale \( M \) can be written as \( M_0 \) times the stochastic exponential \( \mathcal{E}(L) \equiv \exp(L - \frac{1}{2}\langle L \rangle) \) of a local martingale \( L \), known as stochastic logarithm, given by

\[
L_t := \int_0^t M^{-1} dM = \log(M_0^{-1} M_t) + \frac{1}{2}\langle \log M \rangle_t = Z_t + \Lambda^T_t - (Z_0 + \Lambda^T_0) + \frac{1}{2}\langle Z + \Lambda^T \rangle_t,
\]

where we write indifferently \( L_t = L_t(\epsilon) = L^T_t(\epsilon) \), such as to highlight dependence on \( \epsilon \) or \( \epsilon, T \) whenever useful. We show that \( L = L(\epsilon) \) is a genuine (even \( L^p \))-martingale (any \( p < \infty \),

\[^7\text{In general, one cannot replace } \langle Y \rangle_T \text{ by } Y_T \text{ here. See Remark 2.3.}\]
for all sufficiently small $\epsilon$, depending on $p$.) To this end, fix $p < \infty$ and take $\epsilon$ small enough so that $\|M\|_{\mathcal{H}^p} \vee \|N\|_{\mathcal{H}^p} < \infty$ where $N_t := \mathbb{E}_\epsilon(1/M_T) = \mathbb{E}_\epsilon e^{-Z_T(\epsilon)}$ has similar integrability properties to $M$. From (conditional) Jensen, $1/M_t = 1/\mathbb{E}_\epsilon(M_T) \leq \mathbb{E}_\epsilon(1/M_T) = N_t$, hence

$$
\left\| \int_0^T \frac{1}{M_s^2} d(M)_s \right\|_{L^p} \leq \left\| \int_0^T N_s^2 d(M)_s \right\|_{L^p} \leq \|N_T^2\|_{L^{2p}} \leq \|N\|_{\mathcal{H}^p}^2 \|M\|_{\mathcal{H}^p}^2 < \infty
$$

which precisely shows that $\|L\|_{\mathcal{H}^p} \equiv \left\| \sqrt{\langle L \rangle_T} \right\|_{L^p(\mathbb{F})} < \infty$, as was claimed. At this stage, we should point out that $Z + \Lambda_T \cdot \log M$ (classical logarithm) is a semimartingale with decomposition $L - \frac{1}{2} \langle L \rangle$; it then immediately follows from $L \in \mathcal{H}^p$ that $Z + \Lambda_T \in \mathcal{H}^p$, any $p < \infty$, for all sufficiently small $\epsilon$, depending on $p$. Thanks to (2.4) the same statement then holds for $\Lambda_T^\epsilon = \Lambda_T(\epsilon)$; that is

$$
\forall p < \infty : \limsup_{\epsilon \to 0} \|\Lambda_T^\epsilon\|_{\mathcal{H}^p} < \infty . \tag{2.6}
$$

(Proposition 2.1 now guarantees that all the diamond product in (2.7) below is well-defined and take values in $\mathcal{H}^p$-semimartingale spaces, any $p < \infty$, provided $\epsilon$ is small enough.)

In what follows, write $Z_{i,T} = Z_T - Z_i$, $\Lambda_{i,T} = \Lambda_T - \Lambda_i^T = -\Lambda_i^T$, any $t \in [0,T]$. Using martingality of $L$, and hence $Z + \Lambda_T + \frac{1}{2} \langle Z + \Lambda_T \rangle$, we see that

$$
\Lambda_{i,T}^T = \mathbb{E}_\epsilon Z_{i,T} + \frac{1}{2} \left( (Z + \Lambda_T) \circ (Z + \Lambda_T) \right)_t (T) . \tag{2.7}
$$

We further make explicit

$$
\mathbb{E}_\epsilon Z_{i,T} = \mathbb{E}_\epsilon[Z_{i,T}(\epsilon)] = \mathbb{E}_\epsilon[\epsilon Z_1 Y_{i,T} + \epsilon^2 z_2(Y_{i,T})] = \epsilon^2 z_2 (Y \circ Y)_t (T) . \tag{2.8}
$$

**Remark 2.2.** We view (2.7) as abstract (backward in $t$) functional equation (FRE). The quadratic right-hand side is reminiscent of Ricatti equations which describe the characteristic exponent of affine processes, see e.g. [EM09 Thm 2.2.].

The remainder of this proof is essentially a power series expansion of $\epsilon \mapsto \Lambda_T^\epsilon$ at $\epsilon = 0$, which - carefully plugged into (2.7) - yields the stated recursions. As noted in the very beginning of this proof, the bivariate mgf of $(Y_T, Y_T)$ is finite in some real neighbourhood of $(0,0) \in \mathbb{R}^2$. As is well-known, mgf’s are analytic in the transform variables near the origin, with identical proof in the (time-$t$) conditional case. Using analyticity of $\log(x)$ near $x = 1$ it is then clear that

$$
\epsilon \mapsto \log \mathbb{E}_\epsilon e^{\epsilon Z_1 Y_T + \epsilon^2 z_2(Y)_T} = Z_\epsilon(\epsilon) + \Lambda_{i,T}^\epsilon(\epsilon)
$$

is (real-)analytic at $\epsilon = 0$, with a.s. strictly positive, $\mathcal{F}_t$-measurable radius of convergence. Upon substruction of $Z_i(\epsilon) = \epsilon Z_1 Y_t + \epsilon^2 z_2(Y)_t$ the same is true for

$$
\Lambda_i^T = \Lambda_i^T(\epsilon) = \sum_{m \geq 2} \epsilon^m g_{i,T}^{2m} . \tag{2.9}
$$

Expand the exponential function and employ (classical resp. conditional) dominated convergence, see e.g. classical textbook references [Luk70, Mor84].
with \( F_t \)-measurable coefficients \( g^{T,m}_t \) and absolute convergence for \( \epsilon \) small enough. Since \( Z(\epsilon) \) equals \( \epsilon \) times \( g^{T,1} := z_1 Y \) plus a bounded variation term, invisible to the diamond product, it is useful with regard to (2.7) to write

\[
(Z + \Lambda^T) \circ (Z + \Lambda^T) = \left( \sum_{m \geq 1} \epsilon_m g^{T,m} \right) \circ \left( \sum_{n \geq 1} \epsilon_n g^{T,n} \right).
\]

(2.10)

In essence, the proof is finished by matching powers of \( \epsilon \) in (2.7), upon substitution of (2.8), (2.9) and (2.10). As it stands, the a.s. convergence of (2.9) is insufficient to interchange with diamond products but rather than strengthening the convergence to \( \mathcal{H}^p \)-sense (cf. Proposition 2.1) that we observe that it suffices to work in \( \mathbb{R}[\{\epsilon\}] \), the algebra of formal power series in one indeterminate denoted \( \epsilon \). We then view (2.5) as \( \mathbb{R}[\{\epsilon\}] \)-valued martingale, and more precisely with values in the invertible series started at 1. In particular, \( M^{-1}_t, \log(M_t) \) etc. are well-defined and obey the same rules of calculus, both classical and Itô’s. Stochastic exponential and logarithm are then defined and used in exactly the same way as before, until we arrive at (2.7), but now as relation between \( \mathbb{R}[\{\epsilon\}] \)-valued semimartingales. We can now safely match powers of \( \epsilon \) in (2.7) to see that \( g^{T,2} \) agrees with \( \mathcal{G}^2(T,.) \) and satisfies the same recursion. This concludes the proof.

**Remark 2.3** (Exponential integrability). (a) In general, one cannot replace \( \langle Y \rangle_T \) by \( Y_T \) when making the correct exponential integrability assumption in part (ii) of Theorem 1.1.

An explicit example, again taking \( T = \infty \) without loss of generality, of a (continuous, uniformly integrable) martingale \( Y \) such that \( Y_\infty \) has exponential moments, while \( \langle Y \rangle_\infty \) does not, was kindly provided to us by Johannes Ruf and is here reproduced: Pick a nonnegative r.v. \( R \) with \( \mathbb{E}[e^{RT}] < \infty \), some \( c > 0 \), while \( \mathbb{E}[e^{cR}] = +\infty \) for all \( c > 0 \) (e.g. a standard exponential). Let \( B \) be an independent standard Brownian motion, stopped at the first time \( \tau \) when \( B_\tau \in (-R,R) \) and note \( \tau < \infty \) a.s. Then the stopped process \( Y = B^\tau \) is a uniformly integrable martingale (indeed, \( Y \in \mathcal{H}^1 \) with its running supremum bounded by \( R \in L^1 \)). Clearly \( Y_\infty = R \) has exponential moments. On the other hand,

\[
\mathbb{E}e^{\langle Y \rangle_\infty} = \mathbb{E}e^{\tau} = \mathbb{E}[\mathbb{E}[e^{\tau \epsilon}|R]] \geq \mathbb{E}[e^{\epsilon \mathbb{E}[\tau|R]}] = \mathbb{E}e^{R^2} = +\infty.
\]

using the standard fact that the expected time for Brownian motion to hit \( \pm r \) is \( r^2 \).

(b) One the positive side, one can employ sharp martingale estimates [Bur73 Thm 3.1] which state (recall \( O(p) \)-growth of moments reflects exponential moments)

\[
\left\| \sqrt{\langle Y \rangle_T} \right\|_{L^p(F)} \leq 2p^{1/2} \| Y_T \|_{L^p(F)}, \quad p \geq 2.
\]

It follows that \( A_T = Y_T \in L^\infty \) is sufficient to guarantee exponential integrability of \( \langle Y \rangle_T \) and then, trivially, also of any linear combinations with \( Y_T \).

\(^*\)Counter example: consider a Brownian motion \( B \) with adapted BV approximations \( B^h_t := h^{-1} \int_{t-h}^t B_s ds \).

Then \( B^h \to B \) a.s. but \( B^h \circ B^p \equiv 0 \), whereas \((B \circ B)_t(T) = T - t \).
2.1.2 Part (i)

Assume now $Y_T$ has moments of all orders, by BDG it is clear that the same is true for $(Y_T, (Y)_T)$. As is well-known, the bivariate c.f. is then a smooth (but not necessarily analytic) function of its transform variables. This entails an asymptotic expansion, as $(z_1, z_2) = (0 + i\gamma_1, x_2 + iy_2) \in \mathbb{C}^2$, with $x_2 \leq 0$, tends to zero,

$$\log \mathbb{E} [e^{i(Y_T + z_2(Y)_T)}] \sim \sum_{m_1 \geq 1, m_2 \geq 1} k^{(m_1, m_2)} z_1^{m_1} z_2^{m_2} \quad (2.11)$$

which can be seen as defining equation of the (bivariate) cumulants, computable by taking derivatives of the left-hand side at $\xi = 0$. Nothing changes upon working with (time-$t$) conditional expectations, so that the existence of an expansion as asserted in is a priori clear, with initial terms of the form

$$\log \mathbb{E}_t [e^{i(Y_T + z_2(Y)_T)}] \sim z_1 \mathbb{E}_t Y_T + z_2 \mathbb{E}_t (Y)_T + \frac{z_1^2}{2} Y_T + \ldots = z_1 Y_t + z_2 (Y_t) + \left(\frac{z_1^2}{2} + z_2\right) (Y \circ Y)_t + \ldots$$

(2.12)

For $k > 2$ then, $\mathbb{C}_k^2(T; z)$ are precisely given by the sum of all conditional $(m_1, m_2)$-cumulants with $k = m_1 + 2m_2$. This is precisely captured by replacing $Y$ by $e^Y$, hence $z_1 Y_T + z_2 (Y)_T$ by $e\epsilon z_1 Y_T + z_2 e^2(Y)_T$, followed by extracting the $[e^\epsilon]$-power of the resulting formal power series, exactly as was done at the final stage of part (ii), above.

2.2 Proof of Theorem 1.2

Part (ii) is an immediate corollary of Theorem 1.1 applied with $(z, 0) \in \mathbb{C}^2$, i.e. $z_2 = 0$.

We give a proof of part (i) by localization, but also comment on a direct “Hermite” proof below.

**Lemma 2.1.** Assume $A$ has $N$ moments, $N \in \mathbb{N}$. Then the recursion (1.3) is well-defined for $k \leq N$ and yields $(\mathbb{K}_k^2(T) : 0 \leq t \leq T)$ as a semimartingale with a $L^{N/k}$-integrable martingale part and a $L^{N/k}$-integrable bounded variation (BV) component.

**Proof.** Obviously $\mathbb{K}^1 = \mathbb{E}_t A_T \in L^N$ so the statement is true for $k = 1$. By (finite) induction, assume the statement holds true for all $k = 1, \ldots, n$, so that $\mathbb{K}^k \in L^{N/k}$, $\mathbb{K}^{n+1-k} \in L^{N/(n+1-k)}$. As long as $n < N$, equivalently $N/(n+1) \geq 1$, Proposition 2.1 applies and tells us $\mathbb{K}^k \circ \mathbb{K}^{n+1-k} \in L^{N/(n+1)}$. By the very recursion formula (1.3) this entails $\mathbb{K}^{n+1} \in L^{N/(n+1)}$. \(\square\)

Given $A_T, \mathcal{F}_T$-measurable with $N \in \mathbb{N}$ finite moments — but whose mgf is not necessarily finite — we work with its two-sided truncation $(-\ell \vee A_T \wedge \ell) =: A_T^\ell$, followed by careful passage $\ell \to \infty$.

Theorem 1.1 applies to $A_T^\ell$ (bounded!) and hence shows that the $\mathbb{K}_n^\ell, n = 1, 2, \ldots$ defined by the recursion (1.3), started with $\mathbb{K}_1^\ell = \mathbb{E}_t A_T^\ell$, are well-defined and yield (up
to a factorial factor) the \(n\)th conditional cumulants of \(A_T^\ell\). It is clear from dominated-convergence that (first \(N\) moments of \(A_T^\ell\) converge to those of \(A_T\), and the same is true for cumulants, which are polynomial expression of the moments. (Nothing changes when working time-\(t\) conditionally other than using conditional dominated-convergence, which gives a.s. convergence). That settles pointwise a.s. convergence, \(\kappa_t^{\ell,n} \to \kappa_t^n\), any \(n \leq N\).

It remains to see that the diamond recursion
\[
\kappa_t^{\ell,n+1}(T) = \frac{1}{2} \sum_{k=1}^{n} (\kappa_t^{\ell,k} \diamond \kappa_t^{\ell,n+1-k})(T). \tag{2.13}
\]
is also stable under this passage to the limit, as long as \(n < N\). For \(N = 1\) there is nothing to show so fix an integer \(N > 1\). For \(A_T \in L^N\), it follows from \(A_T^\ell \to A_T\) in \(L^N\) that \(\kappa_t^{\ell,1} = \mathbb{E}_t \kappa_T \to \mathbb{E}_t \kappa_T^1 = \mathbb{E}_t \kappa_T\) in \(\mathcal{H}_T^N\). In view of Proposition 2.1, it suffices to show that \(\kappa_t^{\ell,k} \to \kappa_t^k\) in \(\mathcal{H}_T^{N/k}\) for all \(k < N\). But knowing this for \(k = 1\), the desired convergence can be seen inductively from (2.13) and estimate (2.2) of Proposition 2.1; the limit is then necessarily equal to the (pointwise a.s.) limit \(\kappa_t^k\).

The asymptotic expansion is then a straightforward consequence of validity of the expansion of part (i) for all integers \(N\). This finishes the proof of (i).

**Remark 2.4 (Hermite).** A direct proof of part (i) that relates \(\kappa_t^n\), \(n = 1, 2, 3, \ldots\) with the corresponding cumulants is possible based on Hermite polynomials. To understand the argument, start with the proof of part (ii), specialized to the cumulant case, so that the key identity reads
\[
\mathbb{E}_t e^{Y_T^t} = e^{Y_T^t + A_T^\ell(e)}. 
\]
Rewritten with \(Q_T^\ell(e) := -2(\mathbb{E}_t^2(T) + e\mathbb{E}_t^3(T) + e^2\mathbb{E}_t^4(T) + \cdots)\),
\[
\mathbb{E}_t e^{Y_T^t} = \mathbb{E}_t e^{Y_T^t - \frac{\mathbb{E}_t Q_T^\ell(e)}{2}} = e^{Y_T^t - \frac{1}{2} Q_T^\ell(e)},
\]
we can deduce, by definition of Hermite polynomials \([RY13\text{ Ch.IV.3.}]\), martingality of
\[
e^{Y_T^t - \frac{1}{2} Q_T^\ell(e)} = \sum_{n \geq 0} \frac{e^n}{n!} H_n(Y_t, Q_T^\ell(e)).
\]
By taking \((\partial/\partial e)^n|_{e=0}\) we obtain a graded family of martingales, starting with \((n = 2)\)
\[
t \mapsto H_2(Y_t, Q_T^\ell(0)) = Y_T^2 - \frac{1}{2} \mathbb{E}_t^2(T).
\]
Applying Itô’s Formula over \([t, T]\) and taking \(t\)-conditional expectation then identifies \(\mathbb{E}_t^2(T)\) correctly as \(\mathbb{E}_t(M)_t = (M \diamond M)_t(T)\). Using suitable relations between Hermite polynomials, see also \([EFPTZ20\text{], this argument extends to } n > 2\text{ and provides an alternative route to the }\kappa\text{-recursion.}\)
3 Relation to other works

We already commented in detail on Alòs et al. [AGR20] and Lacoin et al. [LRV19].

Growing exponential expansions on trees are reminiscent of the Magnus expansion, a type of continuous Baker-Campbell-Hausdorff formula, with classical recursions based on rooted binary trees; Iserles–Nørsett [IN99]. And yet, the \( \mathbb{F}, \mathbb{K}, \mathbb{G} \) expansions are of a fundamentally different nature, for non-commutative algebra plays no rôle: our setup is one of multivariate random variables, associated martingales and their quadratic variation processes. (But see the recent preprint [FHT21] for expansions related to signature cumulants, a non-commutative generalisation of classical cumulants).

In a Markovian situation our expansion can be related to perturbative expansion of a “KPZ” type equation, by which we here mean a non-linear parabolic partial differential equation of HJB type. We make this explicit in the case when \( A = f(B) \), for a Brownian motion \( B \) and suitable \( f \), in which case the \( \mathbb{K} \)'s are described by a cascade of linear PDEs, detailed in Section 4.5, indexed by trees such as (1.7), in the exact same way as the “Wild expansion” used in Hairer’s KPZ analysis [Hai13]. (This link is restricted to the algebraic part of the expansions and rough paths, analytic renormalisation etc. play no rôle here.)

That said, computing \( \log \mathbb{E}_t \left[ e^{\epsilon A_T} \right] \) may also be viewed as a (linear) backward SDE with “Markovian” terminal data given by \( e^{\epsilon A_T} = e^{\epsilon f(B_T)} \); upon suitable exponential change of variables this becomes a quadratic BSDE as studied by Kobylanski [Kob00, Briand-Hu [BH08] and many others, in the weakly non-linear regime (BSDE driver of order \( \epsilon \)). Yet another point of view comes from Dupire’s functional Itô-calculus [Dup19] which would lead to similar (at least formal) computations as conducted in Section 4.5 for general \( \mathcal{F}_T \)-measurable \( A_T \). And yet another point of view comes from the Boué–Dupuis [BD98] Formula which gives an exact variational representation of \( \log \mathbb{E} \left[ e^{\epsilon A} \right] \) when \( A_T \) is a sufficiently integrable measurable function of Brownian motion up to time \( T \); here (1.5) can be viewed as an asymptotic solution to the Boué–Dupuis variational problem in the weakly non-linear regime.

In Section 4.6 we compare Theorem 1.2 to the work of Nourdin–Peccati [NP10] where the authors use Malliavin integration by parts to describe cumulants of certain Wiener functionals, and notably compute cumulants of elements in a fixed Wiener chaos. (The ability to work under exponential resp. (sub)exponential integrability assumptions is crucial to deal with second resp. higher order chaos.) An important element in the second chaos with explicit cumulants is provided by Lévy’s stochastic area; our (short) proof of its cumulant generating function should be compared with the combinatorial tour de force of [LW08], based on (signature) moments. It is conceivable that the multivariate cumulant formula applied to multidimensional Brownian motion and Lévy area (a.k.a. the Brownian rough path) provides new input into classical problems of stochastic numerics, [GL97].

In Section 4.7 we apply Theorem 1.1 to establish a formula for the joint mgf of a process \( X \), its quadratic variation \( \langle X \rangle \), and \( \mathbb{E} \left[ d\langle X \rangle_T / dT \right] \), quantities (a.k.a. log-price, total variance, forward variance) that play an important rôle in stochastic financial modeling.
Our expansion is most convenient for models written in forward variance form, state of the art in quantitative finance. In particular, the full expansion is computable in affine forward variance models, which includes the popular rough Heston model [EERT19].

At last, we mention two recent preprints, [FM21] (v2 from 2021) and [FHT21], that (amongst others) relax the continuity assumption. In particular, the correct diamond product definition for general semimartingales $A, B$ is given by $A^c \circ B^c$ where $A^c, B^c$ are the respective continuous local martingale parts of $A, B$. Leaving details to these works, we note that generalized cumulant recursion comes with extra terms that account for the jumps. While such generalizations are clearly of interest, they do not preserve the quadratic structures which one has in the continuous setting of the present article. In particular, the resulting binary diamond trees and forests are really a feature of the continuous semimartingale setting.

4 Examples

4.1 Brownian motion

Example 4.1 (Brownian motion with drift). Let $A_t = \sigma B_t + \mu t$. Then

$$K_1^1(t) = \sigma B_t + \mu t = A_t + \mu(T - t), \quad K_1^2(t) = \frac{1}{2}(K_1^1 \circ K_1^1)(t) = \frac{1}{2}\sigma^2(T - t).$$

and $K_k \equiv 0$ for all $k \geq 3$. These are the cumulants of $A_T - A_t \sim N(\mu(T - t), \sigma^2(T - t))$, as predicted by Theorem 1.1 (or Theorem 1.2) and the $K$-forest expansion of the cumulant generating function (1.5) is trivially convergent (with infinite convergence radius).

Example 4.2 (Stopped Brownian motion). Consider the martingale $A = B^\tau$, standard Brownian motion $B$ stopped at reaching $\pm 1$. We compute

$$K_1^1(t) = \mathbb{E}_t B^\tau_T = B^\tau_t = B_{t \wedge \tau}, \quad K_2^2(t) = \frac{1}{2}\mathbb{E}_t (B^\tau_t)^2 = \frac{1}{2}\left(\mathbb{E}_t (\tau \wedge T) - \tau \wedge t\right), \quad \ldots \ .$$

The second quantity equals the conditional variance $\mathbb{V}_t(B^\tau_T) = \mathbb{E}_t(B^\tau_T)^2 - (B^\tau_t)^2$, and thus “contains” familiar identities from optional stopping. With $T = \infty$, $A_T = B^\tau_t$ takes values $\pm 1$ with equal probability. This is a bounded random variable, with globally defined and real analytic time-$t$ conditional cgf given by

$$\Lambda_t(x) = \log \left(\frac{1}{2}[(1 + B^\tau_t)e^x + (1 - B^\tau_t)e^{-x}]\right).$$

Its convergence radius is random through the value of $B^\tau_T = B^\tau_t(\omega) \in [-1, 1]$. For instance, when $t = 0$, so that $B^\tau_0 = 0$, we have $\Lambda_0(x) = \log \cosh(x)$ with a $K$-forest expansion (1.5) of finite convergence radius $\rho_0 = \pi/2$. On the other hand, on the event $E := \{B^\tau_T = \pm 1\}$, the cgf $\Lambda_t(x)$ trivially takes the value $\log e^{\pm x} = \pm x$ so that, on $E$, we have $\rho_t(\omega) = +\infty.$
4.2 Lévy area

We give a new proof of P. Lévy’s theorem, which compares favourably with other available proofs [IW14], [LW08].

**Theorem 4.1 (P. Lévy).** Let \( \{X, Y\} \) be 2-dimensional standard Brownian motion and stochastic (“Lévy”) area be given by

\[
A_t = \int_0^t (X_s \, dY_s - Y_s \, dX_s)
\]

Then, for \( T \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \),

\[
\mathbb{E}_0 \left[ e^{aT} \right] = \frac{1}{\cos T} = \exp \left( \int_0^T \tan s \, ds \right).
\]

As a warmup, we compute the first few cumulants, using the \( K \)-recursion from Theorem 1.2. (We note \( \langle A_T \rangle_T \notin L^\infty \), so that, strictly speaking, the result in [LRV19] is not applicable.) By a direct computation (or a very special case of Theorem 4.2),

\[
K_2 = \frac{1}{2} \left( T - t \right)^2 + \frac{1}{2} (X_t^2 + Y_t^2) (T - t)
\]

With \( dK_2 = (X_t \, dY_t + Y_t \, dX_t)(T - s) + BV \).

With \( dK_1 = X_t \, dY_t - Y_t \, dX_t \), we see that the third forest vanishes,

\[
K_3 = K_1 \circ K_2 = \mathbb{E}_t \left[ \int_t^T d(K_1, K_2) \right] = \mathbb{E}_t \left[ \int_t^T [XY \, d(Y_t) - YX \, d(X_t)] (T - s) \right] = 0.
\]

**Lemma 4.1.** Set \( J_k^i(T) := \frac{(T - t)^k}{k} + \frac{1}{2} (X_t^2 + Y_t^2) (T - t)^{k-1} \). Then

\[
(J^i \circ J^k)_1(T) = \frac{2}{j + k - 1} J_{(j+k)}^i(T).
\]

**Proof.** With \( dJ_k^i(T) = (X_t \, dX_t + Y_t \, dY_t) \, (T - s)^{k-1} + BV \), computation as above. \( \Box \)

Note \( K_n^i(s) = \alpha_n \, J_n^i(T) \) for \( n = 2, 3 \) with \( \alpha_2 = 1, \alpha_3 = 0 \). Assume by induction that this holds true up to the even/odd pair \( (n-2, n-1) \), with \( \alpha_{n-1} = 0 \). Then the cumulant recursion gives, with sum over even integers \( j, k \geq 2 \),

\[
2K_n = \sum_{j+k=n} \alpha_j \alpha_k J_j \circ J_k = \sum_{j+k=n} \alpha_j \alpha_k \frac{2}{n-1} J_j =: 2\alpha_n J_n,
\]
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while $\mathbb{K}^{n+1} = \mathbb{K}^1 \circ \mathbb{K}^n$ (use $\mathbb{K}^3, \ldots, \mathbb{K}^{n-1} = 0$), which vanishes for the same reason as $\mathbb{K}^3$. (This completes the induction.) Hence

$$\alpha_n = \frac{1}{n-1} (\alpha_2 \alpha_{n-2} + \alpha_4 \alpha_{n-4} + \cdots + \alpha_{n-2} \alpha_2), \quad \alpha_2 = 1.$$  

Evaluated at $t = 0$, using $J_0^a(T) = T^n/n$, we thus see the $\mathbb{K}$-expansion take the form

$$\alpha_2 T^2/2 + \alpha_4 T^4/4 + \alpha_5 T^6/6 + \ldots = T^2/2 + \frac{1}{3} T^4/4 + \frac{2}{15} T^6/6 + \ldots$$

where one starts to see the integrated expansion of $\tan(T) = T + \frac{1}{3} T^3 + \frac{2}{15} T^5 + \ldots$, integrated in time. To see that this is really so, check that $f(T) := \sum_{j \in 2\mathbb{N}} \alpha_j T^{j-1}$ satisfies the ODE $f'(T) = f(T)^2 + 1$, with $f(0) = 0$, which identifies $f \equiv \tan$.

### 4.3 Diamond products of iterated stochastic integrals

Lévy’s area is a particularly important example of Brownian iterated integrals, for which we have given explicit diamond computations. We now present systematic diamond computations for iterated stochastic integrals, which play a fundamental rôle in stochastic numerics and rough path theory [KP92][Lyo98]. They are defined as follows. For a word $a = i_1 \ldots i_m$ of length $m$, with letters in $\mathbb{A} = \{i : 1 \leq i \leq d\}$, write $ai$ for the word (of length $m+1$) obtained by concatenation of $a$ with the letter $i$. Given a $d$-dimensional Brownian motion $(B^t)$, introduce the iterated Itô resp. Stratonovich integrals

$$B^a = \int_0^* B^a dB^i; \quad \hat{B}^a = \int_0^* \hat{B}^a \circ dB^i;$$

set also $B^\phi = \hat{B}^\phi = 1$ when $\phi$ is the empty word. One extends these definitions by linearity to linear combination of words, which becomes a commutative algebra under the shuffle product. It is inductively defined by $a \shuffle \emptyset = \emptyset \shuffle a = a$, $ai \shuffle bj = (a \shuffle bj)i + (ai \shuffle b)j$, for any words $a, b$ and letters $i, j$; here $\emptyset$ denotes the empty word. (For instance, $12 \shuffle 3 = 312 + 132 + 123$). Then the remarkable identity

$$\hat{B}^a \hat{B}^b = \hat{B}^c \quad c = a \shuffle b,$$

holds true (and reflects the validity of the usual chain rule for Stratonovich integration). In contrast, resolving $B^a B^b$ requires quasi-shuffle (Itô Formula) which we will not introduce here. Let us also recall Fawcett’s formula, as found in [FH20] Thm 3.9,

$$\mathbb{E}_0 \hat{B}^a_{0,1} = \langle e^{\mathbb{I}/2}, a \rangle =: \sigma_a. \quad (4.1)$$

where $\mathbb{I}$ is the identity matrix (seen as 2-tensor). In other words, $\mathbb{E}_0 \hat{B}^a_{0,1}$ equals $1/(2^n n!)$ whenever $a = i_1 i_2 \ldots i_m$ for some letters $i_1, \ldots, i_m$, and zero else.

**Theorem 4.2.** Consider two (possibly empty) words $a, b$ with respective length $|a|, |b|$ and letters $i = j \in \mathbb{A}$. Then
(Itô)
\[(B^{ai} \circ B^{bj})_t(T) = B^{ai}_t \hat{B}^{bj}_t(T - t) + \frac{T - t}{1 + (|a| + |b|)/2}(B^{ai} \circ B^{bj})_t(T)\]

(Stratonovich)
\[(\hat{B}^{ai} \circ \hat{B}^{bj})_t(T) = \hat{B}^{ai}_t \hat{B}^{bj}_t(T - t) + \hat{B}^{ai}_t \sigma_b (T - t)^{|b|+1}/2 + \hat{B}^{bj}_t \sigma_a (T - t)^{|a|+1}/2 + \frac{T - t}{1 + (|a|+|b|)/2}(\hat{B}^{ai} \circ \hat{B}^{bj})_t(T).\]

In case \(i \neq j\) both diamond products vanish.

**Proof.** (Itô) By Itô isometry, and the product rule \(B^{ai}_t B^{bj}_s = B^{ai}_t B^{bj}_s + \ldots + \langle B^{ai}, B^{bj}\rangle_{t,s}\), with omitted martingale increment \(\int_t^T (B^{ai}dB^{bj} + B^{bj}dB^{ai})\),
\[(B^{ai} \circ B^{bj})_t(T) = \mathbb{E}_t(\langle B^{ai}, B^{bj}\rangle_{t,T}) = \delta^{ij} \mathbb{E}_t \int_t^T B^{ai}_s B^{bj}_s ds = \delta^{ij} \int_t^T (B^{ai}_s B^{bj}_s + (B^{ai} \circ B^{bj})_s(s)) ds.\]

From the scaling properties of Brownian motion, the time \(t\)-conditional law of \((B^{ai} \circ B^{bj})_t(s)\) is equal to the law of
\[\left(\frac{s - t}{T - t}\right)^{|a|+|b|/2} (B^{ai} \circ B^{bj})_t(T),\]
followed by an immediate integration over \(s \in [t, T]\).

(Stratonovich) Note that
\[\hat{B}^{ai} = \int \hat{B}^{ai} db^j + BV\]
so that, as in the Itô case (but now with non-centered dots),
\[(\hat{B}^{ai} \circ \hat{B}^{bj})_t(T) = \delta^{ij} \mathbb{E}_t \int_t^T \hat{B}^{ai}_s \hat{B}^{bj}_s ds = \delta^{ij} \int_t^T ds (\hat{B}^{ai}_s \hat{B}^{bj}_s + \hat{B}^{ai}_s \hat{B}^{bj}_s + \hat{B}^{ai}_s \hat{B}^{bj}_s + (\hat{B}^{ai} \circ \hat{B}^{bj})_t(s)).\]

From Brownian scaling and Fawcett’s formula (4.1) we have
\[\mathbb{E}_t \hat{B}^{bj}_{t,s} = (s - t)^{|b|/2} \mathbb{E}_t \hat{B}^{bj}_{0,1} = (s - t)^{|b|/2} \langle e^{b}, e^{1/2}\rangle =: (s - t)^{|b|/2} \sigma_b\]
and so see, with \(i = j\),
\[(\hat{B}^{ai} \circ \hat{B}^{aj})_t(T) = \hat{B}^{ai}_t \hat{B}^{aj}_t (T - t) + \hat{B}^{ai}_t \sigma_b (T - t)^{|b|+1}/2 + \hat{B}^{aj}_t \sigma_a (T - t)^{|a|+1}/2 + \frac{T - t}{1 + (|a|+|b|)/2}(\hat{B}^{ai} \circ \hat{B}^{aj})_t(T).\]

\(\square\)

**Example 4.3** (Cameron–Martin formula). Following [RY13 Ch.XI.1], the Laplace transform of \(\int_0^1 B^2_t ds\) is given by
\[
\left(\cosh \sqrt{2\lambda}\right)^{-1/2} = \exp(-\frac{1}{2} \lambda + \frac{1}{6} \lambda^2 - \frac{4}{45} \lambda^3 + \ldots).\]
We can elegantly obtain this from the \( \mathcal{G} \)-expansion applied to the iterated Itô integral \( Y_t = \int_0^t B_s dB_s, \langle Y \rangle_t = \int_0^1 B_s^2 ds \), so that \( \mathcal{G}^2 = -\lambda (Y \circ Y)_t(T) \), and for \( k > 2 \): \( \mathcal{G}^k = \frac{1}{2} \sum_{j=2}^{k-2} \mathcal{G}^{k-j} \circ \mathcal{G}^j \). A computation similar to the one given in the Lévy area example, shows that the \( n \)th cumulant is given by \( q_n/(2n) \), with recursion

\[
q_n = \frac{2}{2n-1} (q_{n-1} + \cdots + q_1) , \quad q_1 = 1,
\]
from which one can also obtain the explicit functional form.

## 4.4 Bessel process

We use the \( \mathcal{G} \)-expansion to establish some identities of the Bessel square process with (time-dependent) dimension \( \delta = \delta(t) \geq 0 \), given as solution to

\[
dX_t = 2 \sqrt{X_t} dB_t + \delta(t) dt .
\]

As in the case of Lévy area, the \( \mathcal{G} \)-expansion with diamond calculus compares (very) favourably with other available proofs, cf. \[RY13\] Ch.XII. For non-negative, bounded measurable \( \mu = \mu(t) \), set \( Y_T := \frac{1}{2} \int_0^T \sqrt{\mu} dX_s \), hence \( dY_s = \frac{1}{2} \sqrt{\mu} dX_s \) so that the \( \mathcal{G} \)-expansion\(^\text{10}\) gives the Laplace transform of the weighted Bessel average

\[
\langle Y \rangle_T = \int_0^T X_s \mu(s) ds ,
\]

starting with

\[
\mathcal{G}^2 = -\lambda Y \circ Y = \cdots = -\lambda \left( X_t \int_t^T \mu(s) ds + \int_t^T \int_s^T \delta(r) \mu(s) dr ds \right) ,
\]

followed by \( \mathcal{G}^3 = 0 \). (Use \( \mathbb{E} X_t = X_t + \int_t^s \delta(r) dr, s \geq t \).) By Lemma 4.2 below,

\[
\log \mathbb{E}_t \exp \left( -\lambda \int_t^T X_s \mu(s) ds \right) = \sum_{n \geq 2, \text{even}} \frac{(-\lambda)^{n/2}}{2} \left( X_t \Gamma_n(t) + \int_t^T \delta(r) \Gamma_n(r) dr \right) ,
\]

with \( \psi(t) := \sum_{n \geq 2, \text{even}} (-\lambda)^{n/2} \Gamma_n(t) \) rewritten as

\[
\log \mathbb{E}_t \exp \left( -\lambda \int_t^T X_s \mu(s) ds \right) = \frac{1}{2} X_t \psi(t) + \frac{1}{2} \int_t^T \delta(r) \psi(r) dr .
\]

Thanks to (4.2) \( \psi \), is immediately identified as (unique) backward ODE solution to \( -\dot{\psi} = \lambda \dot{\Gamma}_2 + \psi^2 = -2 \lambda \mu + \psi^2 \) with terminal data \( \psi(T) = 0 \). (This constitutes a new and elegant route to Cor 1.3, Thm 1.7 in \[RY13\] Ch.XII.1, therein only given for constant \( \delta \), in which case the ODE can be written as \( \phi'' = 2 \lambda \mu \phi, \phi(t) = \exp(-\int_t^T \psi(s) ds) \).)

\(^{10}\)Applied with \((z_1, z_2) = (0, \lambda)\), so that only even terms appear in the \( \mathcal{G} \)-expansion.
Lemma 4.2. The general even/odd pair in the \( \mathcal{G} \)-expansion is of the form

\[
\mathcal{G}_t^n = \frac{(-\lambda)^n/2}{2} \left( X_t \Gamma_n(t) + \int_t^T \delta(r) \Gamma_n(r) dr \right), \quad \mathcal{G}^{n+1} \equiv 0,
\]

with \( \Gamma_n(t) \) determined by \( \Gamma_2(t) = 2 \int_t^T \mu(s) ds \) and the recursion, for even \( n \geq 4 \),

\[
-\dot{\Gamma}_n = \Gamma_2 \Gamma_{n-2} + \Gamma_4 \Gamma_{n-4} + \cdots + \Gamma_{n-2} \Gamma_2, \quad \Gamma_n(T) = 0. \tag{4.2}
\]

Proof. The statement was seen to be correct for \( n = 2 \). Assume by induction that it holds true, for all even/odd pairs up to \((n-2, n-1)\). In particular then \( d\mathcal{G}^k = (-\lambda)^{k/2} \Gamma_k \sqrt{X} dB + d(BV) \), for even \( k < n \), and by the \( \mathcal{G} \) recursion, with sums below always over even integers \( j, k \geq 2 \),

\[
2\mathcal{G}^n = \sum_{j+k=n} \mathcal{G}^j \circ \mathcal{G}^k = \sum_{j+k=n} \mathbb{E}_t \int_t^T d\langle \mathcal{G}^j, \mathcal{G}^k \rangle = (-\lambda)^{n/2} \sum_{j+k=n} \mathbb{E}_t \int_t^T \Gamma_j(s) \Gamma_k(s) X_s ds.
\]

Set \( \Gamma_n(t) := \sum_{j+k=n} \int_t^T \dot{\Gamma}_j(s) \Gamma_k(s) ds \) (\( j, k, n \) even) and use \( \mathbb{E}_t X_s = X_t + \int_t^s \delta(r) dr \) to conclude. (\( \mathcal{G}^{n+1} = 0 \) is clear.) The ODE statement is also immediate.

\[\square\]

4.5 A Markovian perspective and smooth KPZ

The previously encountered trees \( \left\{ \varphi, \varphi, \varphi, \varphi, \varphi, \varphi, \varphi \right\} \) from Section 1.2 were famously used in [Hai13] as a minimal choice in indexing a finite expansion of the \((1+1)\)-dimensional KPZ equation, with additional analytical (rough path) arguments to deal with the remainder.\footnote{See also [GP16] and [FH20] Ch.15 for similar trees in the KPZ context.} The appearance of the same trees is more than a coincidence, as we shall now see.
Consider functions $h_T = h_T(x)$ and $\xi = \xi(t,x)$ on $\mathbb{R}^d$ and $[0,T] \times \mathbb{R}^d$ respectively, for simplicity taken bounded with bounded derivatives of all orders, and consider

$$A_T := h_T(B_T) + \int_0^T \xi(s,B_s)ds$$

(4.3)

with a standard $d$-dimensional Brownian motion $B$. Then

$$\mathbb{E}_x e^{LA_T(x)-\frac{1}{2}L_0^T \xi(x,B_t)}ds = \mathbb{E}_x e^{A_T \{ h_T(B_T) + \int_0^T \xi(s,B_s)ds \}} =: e^{zh(t,B_t)} =: z(t,B_t)$$

and $z = z(t,x)$ satisfies the Kolmogorov backward equation $-\frac{\partial}{\partial t} - \frac{1}{2} \Delta z + \lambda z \xi$, with terminal data $e^{zh_T}$. (Equivalently, the above is the Feynman-Kac representation formula for this backward PDE.) By change of variable, $h : = \log(z)/\lambda$, a.k.a Cole-Hopf transform, we obtain the $(d+1)$-dimensional KPZ equation

$$(-\partial_t - \frac{1}{2} \Delta) h = \frac{\lambda}{2} (\nabla h \cdot \nabla h) + \xi, \quad h(T,\cdot) = h_T,$$

(4.4)

with smooth noise $\xi = \xi(t,x)$ and written in backward form. Following Hairer [Hai13], who attributes such expansions to Wild (1955), one has the (formal) tree indexed expansion\(^{12}\)

$$h = u^\circ + \lambda u \circ \circ + 2\lambda^2 u \circ \circ \circ + \lambda^3 u \circ \circ \circ \circ + 4\lambda^3 u \circ \circ \circ \circ \circ + \cdots = \sum_{\tau} \lambda^{||\tau|-1} u^\tau$$

(4.5)

with sum over all binary trees with $|\tau| \geq 1$ leaves. More specifically, $u^\circ$ is the unique (bounded) solution to the linear problem ($\lambda = 0$), and then, whenever $\tau = [\tau_1, \tau_2]$, the root joining of trees $\tau_1$ and $\tau_2$, we get $u^{[\tau_1,\tau_2]} = u^{[\tau_2,\tau_1]}$ from\(^{13}\)

$$(-\partial_t - \frac{1}{2} \Delta) u^\tau = \frac{1}{2} (\nabla u^{\tau_1} \cdot \nabla u^{\tau_2}), \quad 2u^\tau = \mathcal{K} * (\nabla u^{\tau_1} \cdot \nabla u^{\tau_2}) =: u^{\tau_1} \circ u^{\tau_2},$$

(4.6)

where $\mathcal{K} * (\ldots)$ denotes space-time convolution with the heat kernel. (Thanks to our strong assumptions on forcing $\xi$ and terminal data $h_T$, the recursion for the $u^\tau = u^\tau(t,x)$ is well-defined and all $u^\tau$ smooth.) We can then rewrite (4.5) as

$$\log \mathbb{E}_x e^{LA_T(x)} = \lambda h(t,x) = \sum_{|\tau| \geq 1} \lambda^{||\tau||} u^\tau = \sum_{n \geq 1} \lambda^n \sum_{|\tau| = n} u^\tau =: \sum_{n \geq 1} \lambda^n K^n(t,x;T).$$

with $K^1 = u^\circ$ and then recursively

$$K^{n+1} = \sum_{\tau_1,\tau_2 \leq n+1} u^{[\tau_1,\tau_2]} = \frac{1}{2} \sum_{i=1}^n u^{\tau_1} \circ u^{\tau_2} = \frac{1}{2} \sum_{i=1}^n K^i \circ K^{n+1-i},$$

(4.7)

using the unique decomposition of a binary tree $\tau$ with $|\tau| = n + 1 \geq 2$ leaves into smaller trees $\tau_1, \tau_2$ with $i$ (resp. $n + 1 - i$) leaves for some $i = 1, \ldots, n$. By the Markov property,

---

\(^{12}\)We use $|\tau|$ to denote the number of leaves, which differs by 1 from the number of inner nodes which is the counting convention used in [Hai13 Equ (2.3)].

\(^{13}\)Cf. Remark 1.1 for related combinatorial comments, including symmetry factors.
**Theorem 4.3.** For $\lambda$ small enough, the perturbative expansion for the KPZ equation (4.4)

$$
\lambda^{-1} \log \mathbb{E}_t e^{\lambda A_T(\omega)} = h(t, B_t) = \bar{h},
$$

where $\bar{h}$ is in exact agreement with the $K$ and the above argument is readily repeated when Brownian motion $\bar{B}_t = (t, B_t)$. Then the $\bar{u}^\tau$ are semimartingales and by Itô calculus

$$(\bar{u}^{\tau_1} \circ \bar{u}^{\tau_2})_t(T) = \mathbb{E}_t(\bar{u}^{\tau_1} \circ \bar{u}^{\tau_2})_t = \mathbb{E}_t \left( \left( \int_t^T \nabla u^{\tau_1} \cdot \nabla u^{\tau_2} \right) (s, B_s) ds \right) = \bar{u}^{[\tau_1, \tau_2]} = (u^{\tau_1} \circ u^{\tau_2}) \circ \bar{B}_t
$$

which could be expressed as a commutative diagram. (Note that respective diamonds used on the left and right are different, introduced in Definition [1.1] and (4.6) respectively.) It follows from (4.7) that $\bar{K}^n := K^n \circ \bar{B}$ satisfies the same diamond recursion (1.3) as $\mathbb{K}^n$. The — in view of (4.5) — still formal — conclusion

$$
\log \mathbb{E}_t e^{\lambda A_T(\omega)} = \lambda \int_0^t \xi(s, B_s) ds + \lambda u^\circ(t, B) + \sum_{n \geq 2} \lambda^n \bar{K}^n(t, x; T)
$$

is then in exact agreement with the $K$ expansion, since

$$(\mathbb{K}^1(t) := \mathbb{E}_t(A_T(\omega)) = \mathbb{E}_t \left( h_T(B_T) + \int_0^T \xi(s, B_s) ds \right) = u^\circ(t, B_t) + \int_0^T \xi(s, B_s) ds
$$

and subsequent terms in the recursion are not affected by the final BV term. Theorem [1.2] now settles convergence of (4.5), with the additional advantage of removing the stringent conditions on the data: exponential moments for terminal data $h_T(B_T)$ and integrated forcing $\int \xi_0^\circ(s, B_s) ds$ are enough. We summarize this discussion as

**Remark 4.1.** Theorem 4.3 is really a Markovian perspective on the cumulant recursion and the above argument is readily repeated when Brownian motion (with generator $\Delta/2$) is replaced by a generic diffusion process (resp. its generator), in which case $(\nabla u^{\tau_1} \cdot \nabla u^{\tau_2})/2$ in (4.6) must be replaced by the corresponding carré du champ $\Gamma(u^{\tau_1}, u^{\tau_2})$, cf. [RY13 Prop. VIII.3.3]. Sufficient conditions for the recursion (4.6) to be well-defined, so that $u^\tau \in C^{1,2}$ for all $\tau$, hence $\bar{u}^\tau$ semimartingales, are a delicate issue. The martingale based diamond expansion bypasses this issue entirely, with $\bar{u}^\tau$ as part of $\mathbb{K}^n$ constructed directly, and so applies immediately when $B$ in (4.8) is replaced by a generic diffusion processes on $\mathbb{R}^d$. 
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4.6 Cumulants on Wiener-Itô chaos

On the classical Wiener space \( C([0, T], \mathbb{R}) \), with Brownian motion \( B(\omega, t) = \omega_t \), consider an arbitrary element in the second Wiener Itô chaos, written in the form

\[
A_T := I_2(f) := \int_0^T \int_0^v f(w, v) dB_w dB_v,
\]

with \( f = f_A \in L^2 \) on the simplex \( \Delta_T = \{(s, t) : 0 \leq s \leq t \leq T \} \). Note martingality \( A_t := \mathbb{E}_t A_T \) so that \( \mathbb{E}_t A_{t,T} = \mathbb{E}_t A_T - A_t = 0 \). Then

\[
A_{t,T} = \int_t^T \int_t^v f(w, v) dB_w dB_v = \int_t^T \int_t^v f(w, v) dB_w dB_v + \int_t^T \int_0^t f(w, v) dB_w dB_v
\]

and

\[
\langle A \rangle_{t,T} = \int_t^T \left( \int_0^v f(w, v) dB_w \right)^2 dv = \int_t^T \left( \int_t^v f(w, v) dB_w + \int_t^v (\ldots) \right)^2 dv,
\]

so that

\[
(A \circ A)_t(T) = \mathbb{E}_t \langle A \rangle_{t,T} = \int_t^T \left( \int_0^v f(w, v) dB_w \right)^2 dv + \int_t^T \int_0^v f^2(w, v) dw dv.
\]

We have thus computed \( \mathbb{K}^2_1(T) = \frac{1}{2}(A \circ A)_t(T) \). By polarization, for \( A = I_2(f_A), C = I_2(f_C) \),

\[
(A \circ C)_t(T) = \int_t^T \left( \int_0^v f_A(r, v) dB_r \right) \left( \int_0^v f_C(r, v) dB_r \right) dv + \int_t^T \int_0^v f_A(w, v) f_C(w, v) dw dv.
\]

To go further, we exhibit the martingale part of \( A \circ C \) by writing

\[
\int_0^T \left( \int_0^v f_A(r, v) dB_r \right) \left( \int_0^v f_C(r, v) dB_r \right) dv + \int_0^T \int_0^v f_A(w, v) f_C(w, v) dw dv.
\]

From the product rule, with \( B V_t = \int_0^t f_A(r, v) f_C(r, v) dr \), we have

\[
\left( \int_0^v f_A(r, v) dB_r \right) \left( \int_0^v f_C(r, v) dB_r \right) = \int_0^T \int_0^v [f_A(r, v) f_C(s, v) + f_C(r, v) f_A(s, v)] dB_r dB_s + B V_t
\]

Letting \( \otimes_1 \) indicate integration in one (the right-sided) variable and tilde symmetrisation,

\[
f_A \tilde{\otimes}_1 f_C := \int_0^T (f_A(r, v) f_C(s, v) + f_C(r, v) f_A(s, v)) dv
\]

so that

\[
(A \circ C)_t(T) = \int_0^T \int_0^s (f_A \tilde{\otimes}_1 f_C) dB_s dB_s + B V_t(T)
\]
with

\[(A \circ C)_0(T) = BV_0(T) = \int_0^T \int_0^V f_A(r,v) f_C(r,v) dr dv = \langle f_A, f_C \rangle_{\Delta_T} =: f_A \otimes_2 f_C.\]

In particular, we see that from (1.7) that the third cumulant of \(A_T = I_2(f_A)\) is given by

\[\kappa_3(A_T) = \kappa_3(I_2(f_A)) = 3(A \circ (A \circ A))_0(T) = \langle f_A, f_{A \circ A} \rangle = \langle f_A, (f_A \otimes_1 f_A) \rangle.\]

Theorem 1.2 then provides, in the present setting, an alternative to the (Malliavin calculus based) approach of Nourdin–Peccati [NP10]: by (5.22) in that paper, the \(n\)th cumulant of \(I_2(f)\) is given by some explicit formula which reduces to (in case \(n = 3\)) our formula. It is not difficult to push this “diamond” computation to recover cumulants for general integer \(n\). The diamond approach of course works just as well for higher Wiener-Itô chaos and \(d\)-dimensional Wiener space, as was already seen in Section 4.3. Note however that the exponential integrability assumed in part (ii) of Theorem 1.2 valid in the second chaos, does not hold for third and higher chaos. However, any fixed chaos random variable has moments of all orders so that part (i) of this theorem is applicable. Last not least, note that [NP10] deal with Gaussian fields, whereas we have been dealing with processes.

4.7 Stochastic volatility

4.7.1 Joint law of SPX, realized variance and VIX squared

We return to the financial mathematics context that originally gave rise to diamond expansions result. Our framework permits the valuation and hedging of complex derivatives involving combinations of assets and their quadratic variations. To be specific, let \(S\) be a strictly positive continuous martingale. Then \(X := \log S\) is a semimartingale, with \(e^{X_T} \in L^1\), so that \(X_T\) has moments of all orders. If the quadratic variation process \(\langle X \rangle\) is absolutely continuous, the stochastic variance and forward variance are given by

\[v_t := d\langle X \rangle_t/dt, \quad \xi_t(T) = E_t [v_T].\]

Upon integration in time, these quantities - realized and expected quadratic variation at a future time \(T\) - constitute the payoff of a variance swap and VIX\(^2\) respectively. (This application entails the interpretation of \(e^X\) as the risk neutral price process of the SPX index on which the VIX index is built.) We now illustrate the use of Theorem 1.1 to determine the joint law of (log)-price, realized and expected quadratic variation at a future time \(T\), the precise setting for consistent pricing of options on SPX, realized variance and VIX squared, with time-\(T\) payoff

\[\zeta_T(T) = \int_T^{T+\Delta} \xi_T(u) du = E_T \int_T^{T+\Delta} v_u du = E_T \langle X \rangle_{T,T+\Delta}.\]
Theorem 4.4. Assume $X_T$ has exponential moments. Then for $a, b, c \in \mathbb{R}$ sufficiently small,
\[
\mathbb{E}_t \left[ e^{aX_T + b\langle X \rangle_T + c\zeta_T} \right] = \exp \left\{ a X_t + b \langle X \rangle_t + c \zeta_t + \sum_{k=2}^{\infty} \mathcal{G}_k(T; a, b, c) \right\}, \quad (4.9)
\]
where the $\mathcal{G}_k$'s are given recursively by (1.2), starting with
\[
\mathcal{G}_2 = \left( \frac{1}{2} a(a - 1) + b \right) X \diamond X + ac X \diamond \zeta + \frac{1}{2} c^2 \zeta \diamond \zeta.
\]

Proof. This is a direct consequence of the multivariate $\mathcal{G}$-expansion of Theorem 1.1, employed with time-$T$ terminal data, re-expressed in terms of the martingale $Y = X + \frac{1}{2} \langle X \rangle$,
\[
a X_T + b \langle X \rangle_T + c \zeta_T(T) = a Y_T + \left( b - \frac{1}{2} a \right) \langle Y \rangle_T + c \zeta_T(T).
\]
We note for later use that the convergent $\mathcal{G}$-sum is exactly equal to $\Lambda$, which satisfies the "abstract Riccati" equation (2.7),
\[
\Lambda_T = \mathbb{E}_t Z_t \mathcal{T} + \frac{1}{2} \left( (Z + \Lambda^T) \circ (Z + \Lambda^T) \right), (T).
\]
Then, since $Y$ and $\zeta$ are martingales, and $\langle Y \rangle$ is BV hence annihilated by $\circ$,
\[
\Lambda = \left( b - \frac{1}{2} a \right) Y \circ Y + \frac{1}{2} \left( (a Y + c \zeta + \Lambda) \circ (a Y + c \zeta + \Lambda) \right)
= \left( \frac{1}{2} a(a - 1) + b \right) Y \circ Y + ac Y \circ \zeta + a Y \circ \Lambda + c \zeta \circ \Lambda + \frac{1}{2} c^2 \zeta \circ \zeta + \frac{1}{2} \Lambda \circ \Lambda,
\]
which in terms of trees with $Y = \circ$ and $\zeta = \bullet$ gives
\[
\Lambda = \left( \frac{1}{2} a(a - 1) + b \right) \mathfrak{v} \circ \mathfrak{v} + ac \mathfrak{v} \bullet + a \circ \Lambda + c \bullet \circ \Lambda + \frac{1}{2} c^2 \bullet \bullet + \frac{1}{2} \Lambda \circ \Lambda . \quad (4.10)
\]
\[
\square
\]
Remark 4.2. Martingality of $S = e^X$ is seen in (4.9) upon setting $(a, b, c) = (1, 0, 0)$. It is a feature of the $\mathcal{G}$ expansion that each term $\mathcal{G}_k(T; 1, 0, 0)$ vanishes so that the martingality constraint is preserved at arbitrary truncation of the $\mathcal{G}$ expansion, reminiscent of (Lie algebra preserving) Magnus expansions for differential equations on Lie groups [IN99]. This is not the case for the multivariate $\mathcal{K}$ expansion, cf. Remark 1.2 for a related discussion.

Remark 4.3. We insist that (4.9) is a model free result, with $\mathcal{G}$-expansion given naturally by diamond trees with two types of leaves corresponding to $X$ and $\zeta$.

4.7.2 Forward and affine forward variance models

After Black–Scholes (constant volatility), classical stochastic volatility models consider $v = v(t, \omega)$ as a stochastic process in its own right. “Third generation models” where one specifies directly forward variances - viewed as a family of martingales indexed by their
individual time horizon - are nowadays ubiquitous in equity financial modeling. In full
generality this reads

\[ d_f \xi_f (u) = d_f \mathbb{E}_f [v_u] =: \sigma(f(u)) dW^u, \quad t \leq u, \quad (4.11) \]

where \( v_t \equiv \xi_f (t) \) and \( dS_t / S_t = \sqrt{v_t} dZ_t \), where the correlation (covariation) structure of the
Brownian family \( \{Z, W^T : T \geq 0\} \) also needs to be specified. We can then immediately
write (diamonds with \( \zeta \) amount to average diamonds with \( \xi(T') \) over \( T' \in [T, T + \Delta] \))

\[ \zeta \varphi := (X \odot X) (T) = \mathbb{E}_t \left[ \int_T^T d(X)_s \right] = \int_T^{T} \xi_f (s) d s \]
\[ \zeta \circ \xi := (X \odot \xi(T')) (T) = \mathbb{E}_t \left[ \int_T^T d(X, \xi(T'))_s \right] = \mathbb{E}_t \int_T^{T} \sqrt{\nu} \sigma_s (T') d(Z, W^{T'})_s \]
\[ \circ \xi := (\xi(T') \odot \zeta) (T) = \mathbb{E}_t \left[ \int_T^T d(\xi(T'), \xi(T'))_s \right] = \int_T^{T} \mathbb{E}_t \left[ \sigma_s (T')^2 \right] ds. \]

At this stage, more structure is required for computations. A particularly simple choice is
the affine specification \( \sigma_f (u) = \kappa (u - t) \sqrt{v_t} \) of [GKR19]:

\[ \frac{dS_t}{S_t} = \sqrt{v_t} dZ_t \]
\[ d_f \xi_f (u) = \kappa (u - t) \sqrt{v_t} dW_t, \quad t \leq u, \quad (4.12) \]

where \( \kappa \) is some \( L^2 \)-kernel and the Brownian drivers satisfy \( d(W, Z)_t/dt = \rho \). Note that

\[ \xi_f (u) = \xi_f (0) + \int_0^t \kappa (t - s) \sqrt{v_s} dW_s, \quad v_t \equiv \xi_f (t) = \xi_f (0) + \int_0^t \kappa (t - s) \sqrt{v_s} dW_s \]

so that stochastic variance solves a stochastic Volterra equation. Special cases are the He-ston and rough Heston models with exponential and power-law kernels respectively. We
also note that

\[ d_f \xi_f (T) = \left( \int_T^{T + \Delta} \kappa (u - t) du \right) \sqrt{v_t} dW_t =: \bar{\kappa} (T - t) \sqrt{v_t} dW_t \quad (4.13) \]

has the same form as (4.12); in computations, \( \zeta \) can then effectively be replaced by \( \xi \).

**Lemma 4.3.** In the affine forward variance model (4.12) all diamond trees (with leaves of
two types \( X = \odot \) and \( \zeta = \circ \), respectively), and hence all forests terms \( \mathcal{G}_T \) in (4.9) are of the form

\[ \int_T^T \xi_f (u) h(T - u) du \quad (4.14) \]

for some integrable function \( h \).

**Proof.** As above, \( \varphi \varphi = \int_T^T \xi_f (s) d s, \) but now with (4.12), also noting (4.13),

\[ \varphi \circ \xi = \rho \int_T^T \xi_f (u) \bar{\kappa} (T - u) du, \quad \circ \xi = \int_T^T \xi_f (u) \bar{\kappa} (T - u)^2 du. \quad (4.15) \]
We thus see that the claim holds for all diamond trees with two leaves and proceed by induction. Consider two trees

\[
T_i^t = \int_t^T \xi_t(u) h'(T - u) \, du, \quad i = 1, 2
\]

of the supposed form. Then

\[
(T^1 \diamond T^2)_t(T) = \mathbb{E}_t \left[ \int_t^T d\langle T^1, T^2 \rangle_u \right]
\]

\[
= \mathbb{E}_t \left[ \int_t^T \int_u^T \int_{u}^T h^1(T - s) h^2(T - r) \, ds \, dr \, d\langle \xi(s), \xi(r) \rangle_u \right]
\]

\[
= \mathbb{E}_t \left[ \int_t^T \nu u \kappa(s - u) \kappa(r - u) \, du \int_u^T h^1(T - s) \, ds \int_u^T h^2(T - s) \, dr \right]
\]

\[
= \int_t^T \xi_t(u) h^{12}(T - u) \, du,
\]

and the induction step is completed upon setting

\[
h^{12}(T - u) = \int_t^T h^1(T - s) \kappa(T - s) \, ds \int_u^T h^2(T - s) \kappa(T - r) \, dr.
\]

\[\square\]

**Remark 4.4.** The statement and proof of Lemma 4.3 may be extended to the non time-homogeneous setting \(d\xi_t(u) = \kappa(u, t) \sqrt{v_t} \, dW_t\) without much extra effort.

**Example 4.4 (Classical Heston).** In this case,

\[
d\xi_t(u) = \nu e^{-\lambda(u - t)} \sqrt{v_t} \, dW_t.
\]

Then, for example,

\[
\diamondsuit_{\mathcal{P}} = (X \diamond (X \diamond X))_t(T) = \frac{\nu}{\lambda} \int_t^T \xi_t(u) \left[ 1 - e^{-\lambda(T - u)} \right] \, du.
\]

**Example 4.5 (Rough Heston).** In this case, with \(\alpha = H + 1/2 \in (1/2, 1)\),

\[
d\xi_t(u) = \frac{\nu u}{\Gamma(\alpha)} (u - t)^{\alpha - 1} \sqrt{v_t} \, dW_t.
\]

Then, for example,

\[
\diamondsuit_{\mathcal{P}} = (X \diamond X)_t(T) = \int_t^T \xi_t(u) \, du,
\]

\[
\diamondsuit\diamondsuit_{\mathcal{P}} = ((X \diamond X) \diamond (X \diamond X))_t(T) = \frac{\nu^2}{\Gamma(1 + \alpha)} \int_t^T \xi_t(u) \, du \left( \int_u^T (s - u)^{\alpha - 1} \, ds \right)^2
\]

\[
= \frac{\nu^2}{\Gamma(1 + \alpha)} \int_t^T \xi_t(u) (T - u)^{2\alpha} \, du.
\]
For a bounded forward variance curve $\xi$ one then sees that diamond trees with $k$ leaves are of order $(T-t)^{1+(k-2)\alpha}$. In this case, the $\mathbb{E}$-expansion (forest reordering according to number of leaves) has the interpretation of a short-time expansion, the concrete powers of which depend on the roughness parameter $\alpha = H + 1/2 \in (1/2, 1)$. The resulting diamond expansions (which can be obtained by alternative methods in the rough Heston case) were seen to be numerically efficient in [CGP21, GR19].

At this stage it is tempting to combine Lemma 4.3 with Theorem 4.4 to compute the triple-joint mgf of $X_T$, $\langle X \rangle_t$, and $\zeta_T(T)$ by summing the full $\mathcal{G}$-expansion for an affine forward variance model. We then see that the mgf is necessarily of the convolutional form

$$
\log \mathbb{E}_t [e^{aX_t + b \langle X \rangle_t + c \zeta_T(T)}] = a X_t + b \langle X \rangle_t + c \zeta_T(T) + \int_t^T \xi_t(u) g(T - u; a, b, c, \Delta) du,
$$

which amounts to an infinite-dimensional version of the classical affine ansatz. Inserting $\Lambda_t(T) = \int_t^T \xi_t(u) g(T - u; a, b, c, \Delta) du$ directly into the “abstract Riccati” equation (4.10), we readily obtain that the triple-joint MGF satisfies a convolution Riccati equation of the type considered in [JLP19, GKR19]. We summarize this in the following theorem.

**Theorem 4.5.** Let

$$
\begin{align*}
    dX_t &= -\frac{1}{2} v_t dt + \sqrt{v_t} dZ_t, \\
    d\xi_t(T) &= \kappa(T-t) \sqrt{v_t} dW_t,
\end{align*}
$$

with $d\langle W, Z \rangle_t = \rho dt$ and let $\langle X \rangle_{t,T} = \langle X \rangle_T - \langle X \rangle_t$. Further let $\tau = T - t$, $\bar{\kappa}(\tau) = \int_\tau^{T+\Delta} \kappa(u) du$, and define the convolution integral

$$(\kappa \ast g)(\tau) = \int_0^\tau \kappa(\tau - s) g(s) ds.$$

Then

$$
\mathbb{E}_t [e^{aX_T + b \langle X \rangle_T + c \zeta_T(T)}] = \exp \{a X_t + c \zeta_T(T) + (\xi \ast g)(T - t; a, b, c, \Delta)\}
$$

where $g(\tau; a, b, c, \Delta)$ satisfies the convolution Riccati integral equation

$$
g(\tau; a, b, c, \Delta) = b - \frac{1}{2} a + \frac{1}{2} (1 - \rho^2) a^2 + \frac{1}{2} \left[ \rho a + c \bar{\kappa}(\tau) + (\kappa \ast g)(\tau; a, b, c, \Delta) \right]^2,
$$

(4.16)

with the boundary condition $g(0; a, b, c, \Delta) = b + \frac{1}{2} a(a - 1) + pac \bar{\kappa}(0) + \frac{1}{2} c^2 \bar{\kappa}(0)^2$.

**Proof.** From (4.13), $d\xi_t(T) = \sqrt{v_t} dW_t \bar{\kappa}(T-t)$. As before, let $\Lambda_t = \int_t^T \xi_t(u) g(T - u; a, b, c, \Delta) du$. Then dropping the arguments $a, b, c, \Delta$ for ease of notation,

$$
\begin{align*}
    d\Lambda_t &= -\xi_t(t) g(T - t) dt + \int_t^T d\xi_t(s) g(T - s) ds \\
    &= -v_t g(T - t) dt + \sqrt{v_t} dW_t \int_t^T \kappa(s - t) g(T - s) ds \\
    &= -v_t g(T - t) dt + \sqrt{v_t} dW_t (\kappa \ast g)(T - t).
\end{align*}
$$
We compute
\[
\begin{align*}
    d\langle X \rangle_t &= v_t \, dt \\
    d\langle X, \zeta \rangle_t &= \rho v_t \tilde{\kappa}(T - t) \, dt \\
    d\langle \zeta \rangle_t &= v_t \tilde{\kappa}(T - t)^2 \, dt \\
    d\langle X, \Lambda \rangle_t &= \rho v_t (\kappa \ast g)(T - t) \, dt \\
    d\langle \Lambda \rangle_t &= v_t \left(\kappa \ast g\right)(T - t)^2 \, dt \\
    d\langle \zeta, \Lambda \rangle_t &= v_t \tilde{\kappa}(T - t) \left(\kappa \ast g\right)(T - t) \, dt.
\end{align*}
\]

Integrating these terms from \( t \) to \( T \), followed by taking a time-\( t \) conditional expectation allows us to compute all diamond products in the “abstract Riccati” equation (4.10)

\[
\Lambda = \frac{1}{2}a(a - 1) + b + \rho ac \bar{\kappa}(\tau) + a \rho (\kappa \ast g)(\tau) + \frac{1}{2} \left[c \bar{\kappa}(\tau) + (\kappa \ast g)(\tau)\right]^2,
\]

to yield
\[
g(\tau) = \left(\frac{1}{2}a(a - 1) + b\right) + \rho ac \bar{\kappa}(\tau) + a \rho (\kappa \ast g)(\tau) + \frac{1}{2} \left[c \bar{\kappa}(\tau) + (\kappa \ast g)(\tau)\right]^2,
\]

which upon rearrangement gives (4.16). Finally, \((\kappa \ast g)(0) = 0\) gives the boundary condition
\[
g(0) = b + \frac{1}{2}a(a - 1) + \rho ac \bar{\kappa}(0) + \frac{1}{2} c^2 \bar{\kappa}(0)^2.
\]

\[\square\]

4.8 Multifactor Heston

In this section, we demonstrate the general applicability of our approach by computing diamond trees in the multifactor volatility Heston model of [DFGT08].

4.8.1 Wishart variance dynamics

Let \( W_t \) and \( Z_t \) be \( d \times d \) Brownian motions and \( \mathcal{S}_d^+ \) be the set of real-valued \( d \times d \) positive semidefinite matrices. The model involves the \( \mathcal{S}_d^+ \)-valued Wishart process \((\Sigma_t)\) and reads

\[
\begin{align*}
    dS_t &= \text{Tr} \left[ \sqrt{\Sigma_t} \, dZ_t \right] \\
    d\Sigma_t &= (\Omega \Omega^T + M \Sigma_t + \Sigma_t M^T) \, dt + \sqrt{\Sigma_t} \, dW_t Q + Q^T \, (dW_t)^T \sqrt{\Sigma_t},
\end{align*}
\]

where \( \Omega, M \) and \( Q \) are in \( \mathbb{R}^{d \times d} \), with \( \Omega \) and \( M \) invertible. From Itô’s isometry, instantaneous variance is given by the \( v_t = \text{Tr} \left[ \Sigma_t \right] \) and in terms of the forward variance matrix \( \Xi_t(u) := \mathbb{E}_t \left[ \Sigma_u \right] \in \mathcal{S}_d^+ \) we have forward variance \( \xi_t(u) := \mathbb{E}_t \left[ v_u \right] = \text{Tr} \left[ \Xi_t(u) \right], \) for \( t < u. \)
Since Theorem 4.4 is in terms of diamond trees, we need only to show how to compute
diamond products. First, we recast the model in forward variance form. Taking conditional
expectations of (4.17), the forward variance matrix satisfies
\[
\frac{d\Xi_t(u)}{du} = \Omega \Omega^T + M \Xi_t(u) + \Xi_t(u) M^T.
\] (4.18)
which in particular gives the evolution of forward variance as
\[
\frac{d\xi_t(u)}{du} = \frac{d}{du} \text{Tr}[\Xi_t(u)] = \text{Tr} \left[ \Omega \Omega^T + M \Xi_t(u) + \Xi_t(u) M^T \right].
\] (4.19)

Lemma 4.4. The ODE (4.19) has the solution
\[
\xi_t(u) = \text{Tr} \left[ \Xi_t(u) \right] = \text{Tr} \left[ -\frac{1}{2} M^{-1} \Omega \Omega^T + e^{(u-t)2M} \left( \Sigma_t + \frac{1}{2} M^{-1} \Omega \Omega^T \right) \right].
\] (4.20)
Proof. Using standard properties of the trace, the ODE (4.19) can be rewritten as
\[
\frac{d}{du} \text{Tr}[\Xi_t(u)] = \text{Tr} \left[ \Omega \Omega^T + 2M \Xi_t(u) \right]
\] which has the stated solution. □

For diamond computations, we need to make explicit the martingale structure of \( \xi_t(u) \) in \( t (\leq u) \). Since we know a priori that there are no bounded variation terms, we read off
directly from (4.20) and (4.17) that
\[
d_t \xi_t(u) = \text{Tr}[d\Xi_t(u)] = \text{Tr} \left[ e^{(u-t)2M} \left( \sqrt{\Sigma_t} dW_t Q + Q^T (dW_t)^T \sqrt{\Sigma_t} \right) \right].
\] (4.21)

4.8.2 Diamonds from the forward variance formulation

Now we have the model in forward variance form, we may compute diamond trees. First
we compute
\[
\varphi = (X \diamond X)_t(T) = \int_t^T \Xi_t \left[ \text{Tr}[\Sigma_u] \right] du = \int_t^T \text{Tr}[\Xi_t(u)] du = \int_t^T \xi_t(u) du.
\]
Thus
\[
d(X \diamond X)_t(T) = \int_t^T d\xi_t(u) du + BV = \int_t^T \text{Tr}[d\Xi_t(u)] du + BV,
\]
where, defining \( K(t) = e^{t2M} \),
\[
\text{Tr}[d\Xi_t(u)] = \text{Tr} \left[ K(u-t) \left( \sqrt{\Sigma_t} dW_t Q + Q^T (dW_t)^T \sqrt{\Sigma_t} \right) \right].
\]

In [DFGT08], the correlation structure of the model is simplified by specifying
\[
Z_t = W_t R^T + B_t \sqrt{1 - R R^T}.
\]
where 1 is the identity matrix, \( B_t \) is a matrix Brownian motion independent of \( W \), and \( R \) is
a matrix of correlations. In order to make progress, we need another lemma.
Lemma 4.5. Let \( W, Z \) be as above. Let \( A = A(t, \omega), B = B(t, \omega) \) be locally square-integrable adapted process with values in \( \mathbb{R}^{d \times d} \). Then

\[
d_t \left( \int_0^t \mathrm{Tr} [A \, dW_t], \int_0^t \mathrm{Tr} [B \, dZ_t] \right) = \mathrm{Tr} \left [ A B^T R \right ] \, dt.
\]

Proof. Standard Itô calculus. To check the algebra, in abusive (but popular) notation,

\[
dW_t^{ij} dZ_t^{m_1} = dW_t^{ij} dW_t^{m_1 n_1} R_{n_1}^T = \delta^{im} \delta^{jn} R_{n_1}^T dt,
\]

so that, always with Einstein summation convention,

\[
A_{ij} dW_t^{ij} B_{lm} dZ_t^{m_1} = A_{ij} B_{lm} \delta^{im} R_{l_n}^T dt = A_{ij} (B^T)_{jl} R_{jl} dt.
\]

\( \square \)

Proposition 4.1. In the context of (4.17), with matrix kernel \( K(t) = e^{rM}, \) for \( t \leq u, \)

\[
d_t \left( \int_0^t \mathrm{Tr} \left [ K(u-t) \sqrt{\Sigma_t} dW_t, Q \right ] , \int_0^t \mathrm{Tr} \left [ \sqrt{\Sigma_t} dZ_t \right ] \right) = \mathrm{Tr} \left [ R Q K(u-t) \Sigma_t \right ] dt
\]

\[
d_t \left( \int_0^t \mathrm{Tr} \left [ K(u-t) Q^T (dW_t^T), \sqrt{\Sigma_t} \right ] , \int_0^t \mathrm{Tr} \left [ \sqrt{\Sigma_t} dZ_t \right ] \right) = \mathrm{Tr} \left [ R Q K(u-t)^T \Sigma_t \right ] dt.
\]

Proof. For the first relation, using the cyclical property of the trace, \( \mathrm{Tr} \left [ K(u-t) \sqrt{\Sigma_t} dW_t, Q \right ] = \mathrm{Tr} \left [ Q K(u-t) \sqrt{\Sigma_t} dW_t \right ] \). Then apply Lemma 4.5 with \( A = Q K(u-t), B = \sqrt{\Sigma_t}. \) By definition, \( \Sigma_t = \left( \sqrt{\Sigma_t} \right)^T \). For the second relation, use that \( \mathrm{Tr} \left [ K(u-t) Q^T (dW_t^T) \sqrt{\Sigma_t} \right ] = \mathrm{Tr} \left [ (\sqrt{\Sigma_t})^T dW_t Q K(u-t)^T \right ] \) and after using the cyclical property of the trace again, apply Lemma 4.5 with \( A = Q K(u-t)^T \left( \sqrt{\Sigma_t} \right)^T, B = \sqrt{\Sigma_t}. \) \( \square \)

Theorem 4.6. We have the following explicit form of \( \hat{\hat{\cdot}} = (X \circ X) \circ X. \) More precisely,

\[
((X \circ X) \circ X)(T) = \mathbb{E}_t \left[ \int_t^T d_t ((X \circ X)(T), X_s) \right] = \int_t^T \mathrm{Tr} [H(T-s) \Sigma_s] \, ds,
\]

with

\[
H(\tau) = \int_s^T RQ \left( K(u-s) + K(u-s)^T \right) du.
\]

Proof. The above proposition shows that

\[
d_t \left( \int_0^t \mathrm{Tr} [dX(u)], \int_0^t \mathrm{Tr} \left[ \sqrt{\Sigma_t} dZ_t \right] \right) = \mathrm{Tr} \left [ R Q \left( K(u-t) + K(u-t)^T \right) \Sigma_t \right ] dt.
\]
We can then compute
\[
\mathcal{C}_\tau = \mathbb{E}_t \left[ \int_t^T d_\tau (X \circ X)(T), X_s \right]
\]
\[
= \mathbb{E}_t \left[ \int_t^T \left( \int_s^T \operatorname{Tr} \left[ \Xi_s(u) \right] du \right) \operatorname{Tr} \left[ \sqrt{\Sigma_s} dZ_s \right] \right]
\]
\[
= \mathbb{E}_t \left[ \int_t^T \int_s^T \operatorname{Tr} \left[ RQ \left( K(u - s) + K(u - s)^T \right) \Sigma_s \right] du ds \right]
\]
\[
= \int_t^T \int_s^T \operatorname{Tr} \left[ RQ \left( K(u - s) + K(u - s)^T \right) \Xi_s(s) \right] du ds.
\]

\[\square\]

In view of (4.22) we see that this argument iterates so that all diamond trees will be convolutions of the forward variance matrix $\Xi_t(s)$ and some matrix function of time, in full analogy to the classical Heston model, Example 4.4. We further observe that, once in forward variance form, the exponential form of the kernel, $K(\tau) = e^{\tau^2 M}$, plays no role. Explicit diamond expansions are then also possible in rough extensions of multifactor Heston for which $K$ takes power-law form, again in full analogy with the rough Heston model as given in Example 4.5. (A systematic study of rough Wishart and multifactor Heston models is left to future research.)
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