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We study two-dimensional stochastic differential equations (SDEs) of McKean–Vlasov type in which the conditional distribution of the second component of the solution given the first enters the equation for the first component of the solution. Such SDEs arise when one tries to invert the Markovian projection developed in [17], typically to produce an Itô process with the fixed-time marginal distributions of a given one-dimensional diffusion but richer dynamical features. We prove the strong existence of stationary solutions for these SDEs, as well as their strong uniqueness in an important special case. Variants of the SDEs discussed in this paper enjoy frequent application in the calibration of local stochastic volatility models in finance, despite the very limited theoretical understanding.

1. Introduction. We consider a class of stochastic differential equations (SDEs) that arises naturally when one attempts to invert the Markovian projection, a concept originating from a celebrated theorem of Gyöngy [17, Theorem 4.6]. The idea of a Markovian projection, often also attributed to Krylov [24], lies in finding a diffusion which “mimicks” the fixed-time marginal distributions of an Itô process. We quote here a version due to Brunick and Shreve [7, Corollary 3.7], which significantly relaxes the assumptions on the coefficients in [17].

**Proposition 1.1 (Markovian projection, [7]).** Let \((b_t)_{t \geq 0}\) and \((\sigma_t)_{t \geq 0}\) be adapted real-valued processes defined on a stochastic basis \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) supporting an \(\mathbb{F}\)-Wiener process \((W_t)_{t \geq 0}\) and such that

\[
E\left[\int_0^t |b_s| + \sigma_s^2 \, ds\right] < \infty \quad \text{for each } t > 0.
\]

Suppose a process \((X_t)_{t \geq 0}\) satisfies

\[
dX_t = b_t \, dt + \sigma_t \, dW_t.
\]
Then there are measurable functions \( \hat{b} : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) and \( \hat{\sigma} : [0, \infty) \times \mathbb{R} \to \mathbb{R} \) so that:

(i) For a.e. \( t \geq 0 \), one has the a.s. equalities

\[
\hat{b}(t, X_t) = \mathbb{E}[b_{t}|X_t] \quad \text{and} \quad \hat{\sigma}(t, X_t)^2 = \mathbb{E}[\sigma_{t}^2|X_t].
\]

(ii) There exists a weak solution of the SDE

\[
d\hat{X}_t = \hat{b}(t, \hat{X}_t) \, dt + \hat{\sigma}(t, \hat{X}_t) \, dW_t
\]

with the property that \( \hat{X}_t \overset{d}{=} X_t \) for all \( t \geq 0 \), where \( \overset{d}{=} \) denotes equality in law.

Herein, we are interested in inverting the Markovian projection, that is, in finding a different Itô process with the fixed-time marginal distributions matching those of a given one-dimensional diffusion. This problem appears, for example, in the calibration procedure for local stochastic volatility models in finance (see [28], [29], [30], [14], [15], [16, Chapter 11], [34], [2], [31], as well as further below in this introduction). Given a one-dimensional diffusion

\[
d\hat{X}_t = b_1(\hat{X}_t) \, dt + \sigma_1(\hat{X}_t) \, d\hat{W}_t,
\]

Proposition 1.1 suggests the ansatz

\[
d\hat{X}_t = \gamma_t \frac{b_1(X_t)}{\mathbb{E}[\gamma_t|X_t]} \, dt + \zeta_t \frac{\sigma_1(X_t)}{\sqrt{\mathbb{E}[\zeta_t^2|X_t]}} \, d\hat{W}_t
\]

with adapted processes \((\gamma_t)_{t \geq 0}\) and \((\zeta_t)_{t \geq 0}\). However, due to the presence of the conditional expectations in the equation, for an arbitrary choice of \((\gamma_t)_{t \geq 0}\) and \((\zeta_t)_{t \geq 0}\) the construction of an Itô process \((X_t)_{t \geq 0}\) satisfying (1.3) seems completely out of reach. Therefore, we specialize to the setting where \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) supports an \(\mathbb{F}\)-Wiener process \((\hat{W}_t)_{t \geq 0}\) independent of \((W_t)_{t \geq 0}\).

With a one-dimensional diffusion

\[
d\hat{Y}_t = b_2(\hat{Y}_t) \, dt + \sigma_2(\hat{Y}_t) \, d\hat{B}_t,
\]

we further set \( \gamma_t = h(Y_t) \) and \( \zeta_t = f(Y_t) \), for all \( t \geq 0 \) and some measurable functions \( h \) and \( f \). As a result, we are led to consider the two-dimensional SDE

\[
\begin{aligned}
\left\{ \begin{array}{l}
dX_t = b_1(X_t) \frac{h(Y_t)}{\mathbb{E}[h(Y_t)|X_t]} \, dt + \sigma_1(X_t) \frac{f(Y_t)}{\sqrt{\mathbb{E}[f^2(Y_t)|X_t]}} \, dW_t, \\
\end{array} \right.
\end{aligned}
\]

Our first main theorem yields the strong existence of a stationary solution for the SDE (1.5) under the following assumption.
ASSUMPTION A. The functions \((b_1, b_2, \sigma_1, \sigma_2, h, f)\) are measurable and satisfy:

(a) There exist constants \(c, C_1, C_2 \in (0, \infty)\) such that for \(i = 1, 2\) and all \(x \in \mathbb{R}\):

\[
xb_i(x) \leq -cx^2 + C_1 \quad \text{and} \quad |b_i(x)| \leq C_2(1 + |x|).
\]

The functions \(\sigma_1\) and \(\sigma_2\) are bounded above and below by positive constants and possess bounded derivatives, \(\sigma_1'\) and \(\sigma_2'\).

(b) The functions \(h\) and \(f\) are bounded above and below by positive constants, and \(f\) admits a bounded derivative \(f'\).

Before stating our main theorem, we first state a straightforward and standard lemma to fix terminology. Both Lemma 1.2 and Theorem 1.3 are proven in Sections 2 and 3.

**Lemma 1.2.** Under Assumption A, the one-dimensional SDE (1.2) admits a unique in law strong solution starting from any initial position, and there is a unique in law solution satisfying the stationarity property \(\hat{X}_t \overset{d}{=} \hat{X}_0\) for all \(t \geq 0\). In addition, the same claims are true for the one-dimensional SDE

\[
d\hat{Y}_t = b_2(\hat{Y}_t) dt + \sigma_2(\hat{Y}_t) d\hat{B}_t.
\]

In stationarity, the laws of each \(\hat{X}_t\) and \(\hat{Y}_t\) admit densities \(m_1\) and \(m_2\), respectively, where

\[
m_i(x) = \frac{1}{\sigma_i^2(x)} \exp \left( \int_0^x \frac{2b_i(a)}{\sigma_i^2(a)} \, da \right), \quad i = 1, 2.
\]

**Theorem 1.3.** Under Assumption A, there is a weak solution \((X_t, Y_t)_{t \geq 0}\) of the SDE (1.5) satisfying the stationarity property \((X_t, Y_t) \overset{d}{=} (X_0, Y_0)\) for all \(t \geq 0\). Moreover, any stationary weak solution \((X_t, Y_t)_{t \geq 0}\) of (1.5) is strong, and the following hold:

(i) \(X_t \overset{d}{=} \hat{X}_t\) for all \(t \geq 0\), where \((\hat{X}_t)_{t \geq 0}\) is the unique stationary solution of (1.2).

(ii) \(Y_t \overset{d}{=} \hat{Y}_t\) for all \(t \geq 0\), where \((\hat{Y}_t)_{t \geq 0}\) is the unique stationary solution of (1.7).

(iii) The law of \((X_0, Y_0)\) admits a density \(p\) with \(\int_{\mathbb{R}^2} \frac{|
abla p|^2}{p} \, dx \, dy < \infty\).
Parts (i) and (ii) of Theorem 1.3, which are consequences of Lemma 1.2 and Proposition 1.1, ensure that the stationary solution of (1.5) induces a coupling of the two probability measures $m_1(x) \, dx$ and $m_2(y) \, dy$. The additional structural assumption $h \equiv f^2$ leads to a remarkable phenomenon: The stationary solution of (1.5) is unique and, moreover, $X_t$ and $Y_t$ are independent for each $t \geq 0$. The joint density of $(X_t, Y_t)$ is thus given explicitly by the product $m_1(x) \, m_2(y)$ of the two marginal densities, regardless of the choice of the function $f$ (within the class permitted by Assumption A). Note of course that $(X_t)_{t \geq 0}$ and $(Y_t)_{t \geq 0}$ cannot be independent as processes for non-constant $f$, because $(Y_t)_{t \geq 0}$ appears in the dynamics of $(X_t)_{t \geq 0}$. The proof and additional discussion of this phenomenon are given in Section 4.

**Theorem 1.4.** Suppose that Assumption A holds, and $h \equiv f^2$. Then the SDE (1.5) admits a strong solution with the stationarity property $(X_t, Y_t) \overset{d}{=} (X_0, Y_0)$ for all $t \geq 0$ and this solution is unique in law, hence also pathwise unique. In addition, the solution is independent in the sense that $X_t$ and $Y_t$ are independent for each $t \geq 0$. That is, for each $t \geq 0$, the law of $(X_t, Y_t)$ admits the density $m_1(x) \, m_2(y)$, where $m_1$ and $m_2$ are those of (1.8).

The SDE (1.5) can be viewed as a McKean–Vlasov SDE (a.k.a. a nonlinear SDE) in the sense that its coefficients depend not only on time and the current value of the solution but also on the fixed-time marginal distribution $\mathcal{L}(X_t, Y_t)$ of the solution at the time in consideration. The main challenge, in comparison with the classical theory of McKean–Vlasov SDEs (see, e.g., [13], [33], and the references in the latter) lies in the presence of the conditional expectations in (1.5), most importantly in the diffusion coefficient of $(X_t)_{t \geq 0}$. The underlying operation of passing from the joint distribution $\mathcal{L}(X_t, Y_t)$ to the conditional distribution $\mathcal{L}(Y_t | X_t)$ is notoriously discontinuous with respect to the weak convergence of probability measures. McKean–Vlasov SDEs involving conditional expectations have also been considered recently by Jourdain, Lelièvre, Rouset, Roux and Stoltz [20], [27], by Bossy, Jabir and Talay [6], [5], and by Dermoune [9], who were respectively interested in the efficient simulation of Gibbs measures, turbulent flows, and adhesion particle dynamics. In contrast to our setup, in the SDEs of [20], [27], and [9], a conditional expectation enters only into the drift coefficient of $(X_t)_{t \geq 0}$, whereas in the SDEs of [6], [5] the conditional distribution $\mathcal{L}(X_t | Y_t)$ rather than $\mathcal{L}(Y_t | X_t)$ enters into the coefficients of $(X_t)_{t \geq 0}$. It is also worth mentioning that the weak uniqueness of the stationary solution can fail for McKean–Vlasov SDEs (see [18] and the references therein), which renders the weak uniqueness of the stationary solution for the SDE (1.5) in the full generality of Assumption A an intriguing open problem.
Despite the considerable interest in an inversion of the Markovian projection, very few rigorous results for the SDE (1.5) and its variants have been established so far. The paper by Abergel and Tachet [1] proves the existence in small time for forward Kolmogorov equations satisfied by the fixed-time marginal distributions \( L(X_t, Y_t) \) arising from SDEs like (1.5), allowing for a multidimensional diffusion \( (Y_t)_{t \geq 0} \) and correlated \( (W, B) \) but imposing a restrictive and somewhat implicit smallness assumption on \( f' \). Jourdain and Zhou [21] showed the weak existence for a variant of the SDE (1.5) in which the diffusion \( (Y_t)_{t \geq 0} \) is replaced by a finite-state continuous-time Markov chain, assuming an insightful yet mysterious structural condition on the range of \( f \) ([21, Condition (C)]). Less closely related, Alfonsi, Labart and Lelong [3] establish the strong existence and uniqueness of a conceptually similar counting process \( (X_t)_{t \geq 0} \) whose jump intensity involves a conditional expectation akin to the ones in (1.5).

Solving the SDE (1.5) (or, more generally, the SDE (1.3)) allows one to construct processes that mimic the fixed-time marginal distributions of a given one-dimensional diffusion. When \( b_1 \equiv 0 \), this problem can be put into the broader context of martingale constructions with given fixed-time marginal distributions (a.k.a. peacocks). The latter have received much attention in stochastic analysis and financial mathematics. We refer the interested reader to the book [19] and the references therein.

1.1. Application to local stochastic volatility modeling. A particularly prominent application of Proposition 1.1 has been to the calibration of local stochastic volatility models (see [28], [29], [30], [14], [15], [16, Chapter 11], [34], [2], [31]). Hereby, one starts with a stochastic volatility process \( (Z_t)_{t \geq 0} \) (popular choices being the Cox–Ingersoll–Ross and exponential Ornstein–Uhlenbeck processes) and models the risk-neutral price \( (S_t)_{t \geq 0} \) of an asset by

\[
dS_t = S_t Z_t \sigma(t, S_t) dW_t,
\]

where \( (W_t)_{t \geq 0} \) is a Wiener process and \( \sigma \) a function to be determined. Combinations of local and stochastic volatility models in this form have become quite popular and typically go by the name of local stochastic volatility (LSV) models. The stochastic process \( (Z_t)_{t \geq 0} \) provides greater flexibility than plain local volatility models, which are flexible enough to perfectly fit the implied volatility surface but require frequent re-calibration and typically fail to adequately incorporate exotic risks. We point out the implicit assumptions in (1.9) that the interest rate is zero and the asset pays no dividends.
According to Proposition 1.1, if we define
\begin{equation}
\hat{\sigma}(t, x) = \sigma(t, x) \sqrt{\mathbb{E}[Z_t^2|S_t = x]},
\end{equation}
then the LSV model (1.9) leads to the same fixed-time marginal distributions as the local volatility model
\begin{equation}
d\hat{S}_t = \hat{S}_t \hat{\sigma}(t, \hat{S}_t) d\hat{W}_t.
\end{equation}
In particular, both models (1.9) and (1.11) produce the same European option prices. On the other hand, Dupire [11] famously showed that in order to be exactly calibrated to the observed call option prices \( \{C(t, K) : t > 0, K > 0\} \), the local volatility model (1.11) must satisfy
\begin{equation}
\hat{\sigma}^2(t, K) = \frac{2\partial_t C(t, K)}{K^2\partial_{KK} C(t, K)} =: \sigma^2_{\text{Dup}}(t, K).
\end{equation}
Hence, the original LSV model (1.9) is exactly calibrated to the observed prices if
\begin{equation}
\sigma(t, S_t) = \frac{\sigma_{\text{Dup}}(t, S_t)}{\sqrt{\mathbb{E}[Z_t^2|S_t]}}.
\end{equation}
Plugging this into (1.9) yields the SDE
\begin{equation}
dS_t = S_t \frac{\sigma_{\text{Dup}}(t, S_t)}{\sqrt{\mathbb{E}[Z_t^2|S_t]}} dW_t
\end{equation}
or, equivalently, in terms of the log-price process \((X_t)_{t \geq 0} = (\log S_t)_{t \geq 0}\),
\begin{equation}
dX_t = -\frac{1}{2} Z_t^2 \frac{\sigma^2_{\text{Dup}}(t, e^{X_t})}{\mathbb{E}[Z_t^2|X_t]} \, dt + Z_t \frac{\sigma_{\text{Dup}}(t, e^{X_t})}{\sqrt{\mathbb{E}[Z_t^2|X_t]}} \, dW_t.
\end{equation}
Exact calibration of the LSV model thus reduces to constructing a solution of (1.12) (or (1.13)), whose existence has been described as both “a common belief in the quant community” [16, p. 301] and a “very challenging and open” problem [16, p. 274].

One usually chooses \( Z_t = f(Y_t), t \geq 0 \), with an auxiliary one-dimensional diffusion \((Y_t)_{t \geq 0}\) as in (1.4). Moreover, only some of the call option prices \( \{C(t, K) : t > 0, K > 0\} \) are available in reality, so that at the time of calibration one may choose to obtain a time-independent local volatility estimate \( \sigma^2_{\text{Dup}}(\cdot) \) instead of a time-dependent \( \sigma^2_{\text{Dup}}(t, \cdot) \). With these two choices, (1.13) falls exactly into the framework of (1.5), notably with \( h \equiv f^2 \) as in
Theorem 1.4. For technical reasons, we need $W$ and $B$ to be uncorrelated and the coefficient $b_1$ in the SDE (1.5) to decrease (increase resp.) linearly as $x \to \infty$ ($x \to -\infty$ resp.), which requires a modification of $\tilde{\sigma}_{Dup}^2(e^x)$ in the drift coefficient of (1.13) for large absolute values of the log-price $x$. Apart from these limitations, Theorems 1.3 and 1.4 are the first global existence and uniqueness results, respectively, in the context of the calibrated LSV model. Results of this kind are of major importance, in particular, to ensure the accuracy of the widely used numerical solutions that have been proposed for the calibrated LSV model, such as the particle approximation method of Guyon and Henry-Labordère [15], as well as the (regularized) finite-difference approximation schemes with alternating directions in [34], [2], [31]. We refer to [16, Chapter 11] for a detailed development of the LSV model and the associated calibration problem.

1.2. Outline of the paper. The rest of the paper is structured as follows. Section 2 collects various important ingredients for the proofs of Theorems 1.3 and 1.4. Specifically, in Subsection 2.2 we describe a transformation of the stationary Fokker-Planck equation corresponding to the SDE (1.5), introduced in Subsection 2.1, which enables us to apply the regularity estimate for invariant measures of Bogachev, Krylov and Röckner [4, Theorem 1.1] in Subsection 2.4. Subsection 2.3 is devoted to the probabilistic analysis of the SDEs resulting from our transformation. In Section 3 we deduce Theorem 1.3 from the results of Section 2 by means of Schauder’s fixed-point theorem and Veretennikov’s pathwise uniqueness theorem for one-dimensional SDEs. Finally, Section 4 provides the proof of Theorem 1.4, which is based on another transformation of the stationary Fokker-Planck equation associated with the SDE (1.5).
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2. Ingredients for the proofs of Theorems 1.3 and 1.4.

2.1. The stationary Fokker-Planck equation. The starting point for the proofs of Theorems 1.3 and 1.4 is the stationary Fokker-Planck equation associated with the SDE (1.5). To state the latter we define, for any measurable function $\psi: \mathbb{R} \to (0, \infty)$ and probability density function $p$ on $\mathbb{R}^2$,
the measurable function
\[ G^{\psi,p} : \mathbb{R} \to [0, \infty), \quad x \mapsto \frac{\int_{\mathbb{R}} p(x,y) \, dy}{\int_{\mathbb{R}} \psi(y) \, p(x,y) \, dy}. \]

Notice that, if \((U,V)\) is a random vector with the joint probability density function \(p\), then \(G^{\psi,p}(x) = \mathbb{E}[\psi(V)|U = x]^{-1}\). Putting this together with Dynkin’s formula we conclude that any probability density function \(p\) stationary for the SDE (1.5) must be a generalized solution of the stationary Fokker-Planck equation

\[ 0 = \frac{1}{2} \sigma^2_1(x) f^2(y) G^{f^2;p}(x) p(x,y) \frac{\partial}{\partial x} + \frac{1}{2} \sigma^2_2(y) p(x,y) \frac{\partial^2}{\partial y^2} - \left( b_1(x) h(y) G^{h;p}(x) p(x,y) \right) \frac{\partial}{\partial x} - \left( b_2(y) p(x,y) \right) \frac{\partial}{\partial y}. \]  

(2.1)

More specifically, each stationary \(p\) has the property that

\[ \forall \varphi \in C_c^\infty(\mathbb{R}^2) : \quad 0 = \int_{\mathbb{R}^2} \left( \frac{1}{2} \sigma^2_1(x) f^2(y) G^{f^2;p}(x) \varphi_{xx}(x,y) + \frac{1}{2} \sigma^2_2(y) \varphi_{yy}(x,y) \right. \]

\[ \left. + b_1(x) h(y) G^{h;p}(x) \varphi_{x}(x,y) + b_2(y) \varphi_{y}(x,y) \right) p(x,y) \, dx \, dy, \]

where \(C_c^\infty(\mathbb{R}^2)\) is the space of all infinitely differentiable functions from \(\mathbb{R}^2\) to \(\mathbb{R}\) with compact support.

2.2. The main transformation. The conditional expectation terms \(G^{f^2;p}\), \(G^{h;p}\) render the PDE (2.1) non-linear and involve both local and non-local effects. However, if we think of \(G^{f^2;p}\), \(G^{h;p}\) as given, the PDE (2.1) becomes a linear stationary Fokker-Planck equation, as studied extensively in [4].

We recall their main result in the finite-dimensional case, which allows to control the gradient of a solution \(p\) in terms of some but, crucially, not all first-order derivatives of the diffusion matrix. Hereby, with \(d \geq 1\), we use the notation \(C_c^\infty(\mathbb{R}^d)\) for the space of infinitely differentiable functions from \(\mathbb{R}^d\) to \(\mathbb{R}\) with bounded derivatives of all orders and \(W_1^2(\mathbb{R}^d)\) for the Sobolev space of functions from \(\mathbb{R}^d\) to \(\mathbb{R}\) that are square integrable together with their gradients.

**Proposition 2.1** (cf. [4], Theorem 1.1). Let \(\alpha > 0\), \(A = (A^{ij})_{1 \leq i,j \leq d}\) be a bounded uniformly Lipschitz continuous function from \(\mathbb{R}^d\) to the set of the
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symmetric $d \times d$ matrices whose eigenvalues are bounded below by $\alpha$, and $B = (B^i)_{1 \leq i \leq d}$ be a measurable function from $\mathbb{R}^d$ to $\mathbb{R}^d$. With

$$\mathcal{L} = \sum_{i,j=1}^{d} A^{ij} \partial_{z_i z_j} + \sum_{i=1}^{d} B^i \partial_{z_i},$$

consider a probability measure $\mu$ on $\mathbb{R}^d$ such that $\int_{\mathbb{R}^d} |B|^2 \, d\mu < \infty$ and

$$\forall \varphi \in C^\infty_b(\mathbb{R}^d) : \quad \int_{\mathbb{R}^d} \mathcal{L} \varphi \, d\mu = 0.$$ 

Then $\mu(dz) = p(z) \, dz$, with $\sqrt{p} \in W^1_{\text{loc}}(\mathbb{R}^d)$, and

$$4 \int_{\mathbb{R}^d} |\nabla \sqrt{p}|^2 \, dz = \int_{\mathbb{R}^d} \left| \frac{\nabla p}{p} \right|^2 p \, dz \leq \frac{2}{\alpha^2} \int_{\mathbb{R}^d} (|B|^2 + |D|^2) \, p \, dz,$$

where $D = (\sum_{i=1}^{d} \partial_{z_i} A^{ij})_{1 \leq j \leq d}$ and we have adopted the convention that $\frac{\nabla p}{p} \equiv 0$ outside of the support of $p$.

In the case of (2.2), the diffusion matrix $A$ is given by

$$\begin{pmatrix}
\frac{1}{2} \sigma^2_1(x) f^2(y) G f^{2,p}(x) & 0 \\
0 & \frac{1}{2} \sigma^2_2(y)
\end{pmatrix} = \begin{pmatrix}
\frac{1}{2} \sigma^2_1(x) \frac{f^2(y)}{E[f^2(V)|U=x]} & 0 \\
0 & \frac{1}{2} \sigma^2_2(y)
\end{pmatrix},$$

where $(U, V)$ is a random vector with the joint probability density function $p$. Thus, a direct use of Proposition 2.1 would require an a priori regularity estimate on the function $x \mapsto \mathbb{E}[f^2(V)|U=x]$. We circumvent this difficulty by applying a suitable transformation to $p$. The latter acts on the space $L^1_{\text{prob}}(\mathbb{R}^2)$ of probability density functions on $\mathbb{R}^2$ and is defined by

$$T : \quad L^1_{\text{prob}}(\mathbb{R}^2) \to L^1_{\text{prob}}(\mathbb{R}^2), \quad p \mapsto p(x, y) f^2(y) G f^{2,p}(x).$$

The key observation, established in the next proposition, is that, if (2.2) holds for $p$, then $\tilde{p} = T p$ satisfies

$$0 = \int_{\mathbb{R}^2} \left( \frac{1}{2} \sigma^2_1(x) \varphi_{xx}(x, y) + \frac{1}{2} \sigma^2_2(y) f^{-2}(y) G f^{-2, \tilde{p}}(x) \varphi_{yy}(x, y) 
\right.
+ b_1(x) (hf^{-2})(y) \varphi(x, y) 
\left. + b_2(y) f^{-2}(y) G f^{-2, \tilde{p}}(x) \varphi_y(x, y) \right) \tilde{p}(x, y) \, dx \, dy$$

(2.4)
for all $\varphi \in C_\infty^\infty(\mathbb{R}^2)$. At the first glance the equation (2.4) does not look any better than the equation (2.2) but they differ in one critical way: In (2.4), the diffusion matrix reads
\[
\left( \begin{array}{cc}
\frac{1}{2}\sigma_1^2(x) & 0 \\
0 & \frac{1}{2}\sigma_2^2(y) f^{-2}(y) G f^{-2} \tilde{p}(x) \end{array} \right) = \left( \begin{array}{cc}
\frac{1}{2}\sigma_1^2(x) & 0 \\
0 & \frac{1}{2}\sigma_2^2(y) f^{-2}(y) G f^{-2} \tilde{p}(x) \end{array} \right),
\]
where $(\tilde{U}, \tilde{V})$ is a random vector with the joint probability density function $\tilde{p}$. Thus, in contrast to (2.2), the derivatives $\partial_x A_{11}$, $\partial_y A_{22}$ do not involve the derivative of a conditional expectation term. Corresponding to (2.4) is a new SDE system, recorded in (2.6) below, in which there appears a conditional expectation in both the drift and the diffusion coefficients of the $Y$ equation as well as the drift (but not the diffusion) coefficient of the $X$ equation.

Interestingly, aside from the latter drift term and the nonlinearity of the dependence on the conditional expectation, this transformed SDE is quite close to the kind studied in [5] in which the conditional distribution $L(Y_t|X_t)$ enters into the $Y$ equation rather than the $X$ equation.

**Remark 2.2.** It is worth noting that our transformation is ineffective when the Brownian motions $B$ and $W$ in the original SDE (1.5) are correlated. Indeed, suppose (for this paragraph only) that $d\langle B, W \rangle_t = \rho dt$, for $\rho \neq 0$. Then (2.2) would include a cross-term, resulting in the following new term appearing in the transformed equation (2.4):
\[
\rho \sigma_1(x) \sigma_2(y) f^{-1}(y) \sqrt{G f^{-2} \tilde{p}(x)} \varphi_{xy}(x,y).
\]
The conditional expectation term $\sqrt{G f^{-2} \tilde{p}(x)}$ would thus appear in the off-diagonal entry $A_{12} = A_{21}$ of the diffusion matrix, and the estimate of Proposition 2.1 would involve the derivative of this unpleasant term.

The following proposition summarizes the main properties of the transformation $T$.

**Proposition 2.3.** Under Assumption A the following are true:

(i) For each $p \in L^1_{\text{prob}}(\mathbb{R}^2)$, one has $\tilde{p} = Tp \in L^1_{\text{prob}}(\mathbb{R}^2)$ and the first marginal of $\tilde{p}$ is the same as that of $p$, i.e., $\int_{\mathbb{R}} p(\cdot, y) \, dy = \int_{\mathbb{R}} \tilde{p}(\cdot, y) \, dy$.

(ii) $T$ is a bijection from $L^1_{\text{prob}}(\mathbb{R}^2)$ to itself, and we have
\[
P(x,y) = (Tp)(x,y) f^{-2}(y) G f^{-2} \tilde{p}(x), \quad p \in L^1_{\text{prob}}(\mathbb{R}^2).
\]
(iii) For any measurable function $\psi : \mathbb{R} \to (0, \infty)$ and $p \in L^1_{\text{prob}}(\mathbb{R}^2)$, it holds

$$G^{\psi_\nu p} = \frac{G^{\psi f^{-2}, Tp}}{G^{f^{-2}, Tp}}.$$  

(iv) $p$ satisfies (2.2) if and only if $\bar{p} = Tp$ satisfies (2.4) for all $\varphi \in C_c^\infty(\mathbb{R}^2)$.

**Proof.** (i). Using the definition of $G^{f^2, \varphi}$ in $\bar{p}(x, y) = p(x, y) f^2(y) G^{f^2, \varphi}(x)$ and integrating in $y$ we obtain

$$\int_{\mathbb{R}} \bar{p}(x, y) \, dy = \int_{\mathbb{R}} f^2(y) p(x, y) \, dy \frac{\int_{\mathbb{R}} p(x, y) \, dy}{\int_{\mathbb{R}} f^2(y) p(x, y) \, dy} = \int_{\mathbb{R}} p(x, y) \, dy.$$ 

In particular, $\int_{\mathbb{R}} \int_{\mathbb{R}} \bar{p}(x, y) \, dy \, dx = 1$.

(ii). Plugging the definition of $G^{f^2, \varphi}$ into $f^{-2}(y) \bar{p}(x, y) = p(x, y) G^{f^2, \varphi}(x)$ and integrating in $y$ we get

$$\int_{\mathbb{R}} f^{-2}(y) \bar{p}(x, y) \, dy = \left( \int_{\mathbb{R}} p(x, y) \, dy \right)^2 \frac{\int_{\mathbb{R}} f^2(y) p(x, y) \, dy}{\int_{\mathbb{R}} f^2(y) p(x, y) \, dy}.$$ 

Combining the latter equation with part (i) we arrive at

$$\frac{\int_{\mathbb{R}} f^{-2}(y) \bar{p}(x, y) \, dy}{\int_{\mathbb{R}} \bar{p}(x, y) \, dy} = \frac{\int_{\mathbb{R}} p(x, y) \, dy}{\int_{\mathbb{R}} f^2(y) p(x, y) \, dy},$$

that is, $G^{f^2, \varphi} = 1/G^{f^{-2}, \bar{p}}$. The identity (2.5) and, in particular, the injectivity of $T$ then follow by rearranging $\bar{p}(x, y) = p(x, y) f^2(y) / G^{f^{-2}, \bar{p}}(x)$. Moreover, for any $\bar{p} \in L^1_{\text{prob}}(\mathbb{R}^2)$, the probability density function $p(x, y) = \bar{p}(x, y) f^{-2}(y) G^{f^{-2}, \bar{p}}(x)$ satisfies

$$(T p)(x, y) = \bar{p}(x, y) G^{f^{-2}, \bar{p}}(x) G^{f^2, \varphi}(x)$$

$$= \bar{p}(x, y) G^{f^{-2}, \bar{p}}(x) \frac{\int_{\mathbb{R}} \bar{p}(x, y) f^{-2}(y) G^{f^{-2}, \bar{p}}(x) \, dy}{\int_{\mathbb{R}} \bar{p}(x, y) G^{f^{-2}, \bar{p}}(x) \, dy}$$

$$= \bar{p}(x, y),$$

which shows the surjectivity of $T$.

(iii). Writing $\bar{p}$ for $T p$ as before. Using the definition of $G^{\psi_\nu p}$ as well as parts (i) and (ii), we compute

$$G^{\psi_\nu p}(x) = \frac{\int_{\mathbb{R}} p(x, y) \, dy}{\int_{\mathbb{R}} \psi(y) p(x, y) \, dy} = \frac{\int_{\mathbb{R}} \bar{p}(x, y) \, dy}{\int_{\mathbb{R}} \bar{p}(x, y) f^{-2}(y) G^{f^{-2}, \bar{p}}(x) \, dy}$$

$$= \frac{G^{\psi f^{-2}, \bar{p}}(x)}{G^{f^{-2}, \bar{p}}(x)}.$$
(iv). The definition of \( \tilde{p} = Tp \) renders the equation in (2.2) equivalent to

\[
0 = \int_{\mathbb{R}^2} \left( \frac{1}{2} \sigma_1^2(x) \varphi_{xx}(x, y) + \frac{\sigma_2^2(y)}{2f^2(y)Gf^2 p}(x) \varphi_{yy}(x, y) \right. \\
+ \frac{b_1(x)h(y)G^{h,p}(x)}{f^2(y)Gf^2 p(x)} \varphi_x(x, y) \\
+ \frac{b_2(y)}{f^2(y)Gf^2 p(x)} \varphi_y(x, y) \bigg) \tilde{p}(x, y) \, dx \, dy,
\]

for all \( \varphi \in C_c^\infty(\mathbb{R}^2) \). As observed in the proof of part (ii), it holds \( 1/Gf^2 p = Gf^{-2} \tilde{p} \). Inserting also \( G^{h,p}/Gf^2 p = G^{h,p} Gf^{-2} \tilde{p} = G^{h,f^{-2}} \tilde{p} \) (cf. part (iii)) we end up with (2.4).

2.3. The transformed SDE. We proceed by noting that any \( \tilde{p} \in L^1_{\text{prob}}(\mathbb{R}^2) \) stationary for the SDE

\[
\begin{align*}
\frac{d\bar{X}_t}{dt} &= b_1(\bar{X}_t) \frac{h(\bar{Y}_t)f^{-2}(\bar{Y}_t)}{E[h(\bar{Y}_t)f^{-2}(\bar{Y}_t)|X_t]} \, dt + \sigma_1(\bar{X}_t) \, dW_t, \\
\frac{d\bar{Y}_t}{dt} &= b_2(\bar{Y}_t) \frac{f^{-2}(\bar{Y}_t)}{E[f^{-2}(\bar{Y}_t)|X_t]} \, dt + \sigma_2(\bar{Y}_t) \frac{f^{-1}(\bar{Y}_t)}{\sqrt{E[f^{-2}(\bar{Y}_t)|X_t]}} \, dB_t,
\end{align*}
\]

must satisfy (2.4) for all \( \varphi \in C_c^\infty(\mathbb{R}^2) \). The SDE (2.6), in turn, falls into the more general framework of the next proposition.

**Proposition 2.4.** Suppose the measurable functions \( \tilde{b}_1, \tilde{b}_2, \tilde{\sigma}_1, \tilde{\sigma}_2 : \mathbb{R}^2 \to \mathbb{R} \) obey

\[
\begin{align*}
\forall x, y \in \mathbb{R} : \quad &x\tilde{b}_1(x, y) \leq -\bar{c}x^2 + \bar{C}_1, \quad y\tilde{b}_2(x, y) \leq -\bar{c}y^2 + \bar{C}_1, \\
&|\tilde{b}_1(x, y)| \leq \bar{C}_2(1 + |x|), \quad |\tilde{b}_2(x, y)| \leq \bar{C}_2(1 + |y|), \\
&2\alpha \leq \tilde{\sigma}_1^2(x, y), \tilde{\sigma}_2^2(x, y) \leq 2\Sigma,
\end{align*}
\]

with some constants \( \bar{c}, \bar{C}_1, \bar{C}_2, \alpha, \Sigma \in (0, \infty) \). Then there exists a weak solution of the SDE

\[
\begin{align*}
&\frac{d\tilde{X}_t}{dt} = b_1(\tilde{X}_t, \tilde{Y}_t) \, dt + \sigma_1(\tilde{X}_t, \tilde{Y}_t) \, dW_t, \\
&\frac{d\tilde{Y}_t}{dt} = b_2(\tilde{X}_t, \tilde{Y}_t) \, dt + \sigma_2(\tilde{X}_t, \tilde{Y}_t) \, dB_t
\end{align*}
\]

with the property \( (\tilde{X}_t, \tilde{Y}_t) \overset{d}{=} (\tilde{X}_0, \tilde{Y}_0) \) for \( t \geq 0 \) and it is unique in law. Moreover, it satisfies the following:

(i) \( E[\tilde{X}_0^2 + \tilde{Y}_0^2] \leq (2\Sigma + \bar{C}_1)/\bar{c} \).
(ii) $X_0$ has a density $m$ such that for each $R \in (0, \infty)$ there exists some $\delta_R > 0$ with $m \geq \delta_R$ a.e. in $[-R, R]$, where $\delta_R$ can be chosen to depend on $R, \overline{c}, C_1, C_2, \alpha, \Sigma$ only.

The proof makes use of a well-known result from [23].

**Proposition 2.5 (cf. [23], Theorem 4.1 and Corollary 4.4).** Let $b : \mathbb{R}^d \to \mathbb{R}^d$ and $\sigma : \mathbb{R}^d \to \mathbb{R}^{d \times \ell}$ be measurable functions and $(Z_t)_{t \geq 0}$ be a non-explosive time-homogeneous Markov process in $\mathbb{R}^d$ described by the SDE

$$dZ_t = b(Z_t) \, dt + \sigma(Z_t) \, d\beta_t,$$

where $(\beta_t)_{t \geq 0}$ is a standard Brownian motion in $\mathbb{R}^\ell$. Define $A(z) = \sigma(z)\sigma(z)^\top$, $z \in \mathbb{R}^d$ and suppose that there exists a bounded open $U \subset \mathbb{R}^d$ with $C^1$-boundary having the properties:

(a) The smallest eigenvalue of the diffusion matrix $A(z)$ is bounded uniformly away from zero on an open neighborhood of $U$.

(b) For each compact $K \subset \mathbb{R}^d$, it holds $\sup_{z \in K} \mathbb{E}[\tau|Z_0 = z] < \infty$, where $\tau$ is the hitting time of the set $U$.

Then the Markov process $(Z_t)_{t \geq 0}$ admits a unique stationary distribution.

**Proof of Proposition 2.4.** We start by pointing out that the condition (2.7) on the coefficients of the SDE (2.8) suffices to ensure that its associated martingale problem is well-posed. This follows from [32, Theorem 10.2.2 and Exercise 7.3.4] (see also [25, Theorem 3 and the paragraph following it]). Consequently, there is a unique non-explosive time-homogeneous strong Markov process in $\mathbb{R}^2$ described by the SDE (2.8) (see, e.g., [22, Chapter 5, Theorem 4.20]).

Property (a) of Proposition 2.5 holds for the SDE (2.8) with any choice of $U$ by assumption, so we turn to checking property (b). Suppose $(\overline{X}_t, \overline{Y}_t)_{t \geq 0}$ solves the SDE (2.8) for some fixed initial position. By Itô’s formula,

$$d\overline{X}_t^2 = \left(\overline{\sigma}_1^2(X_t, Y_t) + 2\overline{X}_t\overline{b}_1(X_t, Y_t)\right) \, dt + 2\overline{X}_t\overline{\sigma}_1(X_t, Y_t) \, dW_t,$$

$$d\overline{Y}_t^2 = \left(\overline{\sigma}_2^2(X_t, Y_t) + 2\overline{Y}_t\overline{b}_2(X_t, Y_t)\right) \, dt + 2\overline{Y}_t\overline{\sigma}_2(X_t, Y_t) \, dB_t.$$
Next, we let $R_t = (1 + X^2_t + Y^2_t)^{1/2}$ and compute
\[
\begin{align*}
dR_t &= \frac{X_t}{R_t} \sigma_1(X_t, Y_t) dW_t + \frac{Y_t}{R_t} \sigma_2(X_t, Y_t) dB_t \\
&\quad + \frac{1}{R_t} \left( \frac{1}{2} \sigma_1^2(X_t, Y_t) \left( 1 - \frac{X^2_t}{R_t^2} \right) + \frac{1}{2} \sigma_2^2(X_t, Y_t) \left( 1 - \frac{Y^2_t}{R_t^2} \right) \right. \\
&\quad \left. + X_t b_1(X_t, Y_t) + Y_t b_2(X_t, Y_t) \right) dt.
\end{align*}
\]
In the latter expression, the diffusion coefficients are bounded, whereas the drift coefficient is less than or equal to
\[
\frac{1}{R_t}(2\Sigma - \tau X^2_t - \tau Y^2_t + 2C_1) = \frac{2\Sigma + \tau + 2C_1}{R_t} - \tau R_t
\]
and, thus, negative and uniformly bounded away from zero whenever $R^2_t \geq \frac{2\Sigma + \tau + 2C_1}{\tau} + 1$. With $U = \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 < (2\Sigma + \tau + 2C_1)/\tau\}$, we can now use a simple time-change argument relying on the Dambis-Dubins-Schwarz theorem (see, e.g., [22, Chapter 3, Theorem 4.6] and recall the assumptions imposed on $\sigma_1^2, \sigma_2^2$ in (2.7)) for the martingale part of $(R_t)_{t \geq 0}$ to obtain property (b) of Proposition 2.5.

To prove claim (i) we write $(x_0, y_0)$ for the initial position of $(\bar{X}_t, \bar{Y}_t)_{t \geq 0}$ and localize by means of the stopping times $\tau_n = \inf\{t \geq 0 : \bar{X}^2_t + \bar{Y}^2_t \geq n\}$, $n \in \mathbb{N}$, for the case that the local martingale part is not a true martingale, deducing from (2.9):
\[
\begin{align*}
\mathbb{E}[\bar{X}^2_{t \wedge \tau_n} + \bar{Y}^2_{t \wedge \tau_n}] - x_0^2 - y_0^2 \\
= \mathbb{E}\left[ \int_0^{t \wedge \tau_n} \sigma_1^2(X_s, Y_s) + \sigma_2^2(X_s, Y_s) + 2X_s b_1(X_s, Y_s) + 2Y_s b_2(X_s, Y_s) \, ds \right] \\
\leq 2\mathbb{E}\left[ \int_0^{t \wedge \tau_n} 2\Sigma - \tau(X_s^2 + Y_s^2) + C_1 \, ds \right].
\end{align*}
\]
By Fatou’s lemma and the monotone convergence theorem,
\[
\mathbb{E}[\bar{X}^2_t + \bar{Y}^2_t] \leq x_0^2 + y_0^2 + 2\mathbb{E}\left[ \int_0^t 2\Sigma + C_1 - \tau(X_s^2 + Y_s^2) \, ds \right].
\]
Dividing by $t$ and taking the limit inferior on both sides we get, in particular,
\[
\begin{align*}
0 &\leq \liminf_{t \to \infty} \frac{1}{t} \mathbb{E}\left[ \int_0^t 2\Sigma + C_1 - \tau(X_s^2 + Y_s^2) \, ds \right] \\
&\leq \liminf_{t \to \infty} \frac{1}{t} \mathbb{E}\left[ \int_0^t (2\Sigma + C_1 - \tau(X_s^2 + Y_s^2)) \lor (-M) \, ds \right], \quad M \in \mathbb{N}.
\end{align*}
\]
Thanks to [23, Corollary 4.3] the latter limit inferior can be evaluated to an integral with respect to the invariant distribution of \((X_t, Y_t)_{t \geq 0}\), which yields claim (i) after passing to the limit \(M \to \infty\) via the monotone convergence theorem.

For the proof of claim (ii) we let \((X_t, Y_t)_{t \geq 0}\) be the stationary solution of the SDE (2.8) and apply Proposition 1.1 to conclude that \(X_t \overset{d}{=} \hat{X}_t\) for all \(t \geq 0\), where \((\hat{X}_t)_{t \geq 0}\) is a stationary solution of the SDE

\[d\hat{X}_t = \hat{b}(\hat{X}_t) dt + \hat{\sigma}(\hat{X}_t) dW_t,\]
\[\hat{b}(x) = \mathbb{E}[\hat{b}_1(X_t, Y_t)|X_t=x], \quad \text{and} \quad \hat{\sigma}^2(x) = \mathbb{E}[\hat{\sigma}^2(X_t, Y_t)|X_t=x].\]

Then, for all \(x \in \mathbb{R}\), we have \(2\alpha \leq \hat{\sigma}^2(x) \leq 2\Sigma\), as well as

\[x \hat{b}(x) = \mathbb{E}[X_t b_1(X_t, Y_t)|X_t=x] \leq \mathbb{E}[-\Sigma X_t^2 + C_1|X_t=x] = -\Sigma x^2 + C_1,\]
\[|\hat{b}(x)| \leq \mathbb{E}[|b_1(X_t, Y_t)| |X_t=x] \leq \mathbb{E}[C_2(1 + |X_t|)|X_t=x] = C_2(1 + |x|).

It follows that the (common) law \(m(dx)\) of \(X_t\), \(t \geq 0\) satisfies

\[\forall \varphi \in C_c^\infty(\mathbb{R}) : \int_\mathbb{R} \frac{1}{2} \hat{\sigma}^2(x) \varphi''(x) + \hat{b}(x) \varphi'(x) m(dx) = 0.
\]

In other words, \(\frac{1}{2}(\hat{\sigma}^2 m)'' - (\hat{b} m)' = 0\) in the sense of distributions. Consequently, it holds \(\frac{1}{2}(\hat{\sigma}^2 m - \int_\mathbb{R} \hat{b} dm)'' = 0\) in the sense of distributions and, by elliptic regularity (see, e.g., [26, Appendix B, Theorem 14]), in the classical sense. Therefore, \(\frac{1}{2}\hat{\sigma}^2(x) m(dx) - \int_0^x \hat{b}(a) m(da) dx = (k_1 x + k_2) dx\) for some \(k_1, k_2 \in \mathbb{R}\). This identity shows that \(\frac{1}{2}\hat{\sigma}^2(x) m(dx)\) has a density given by a locally bounded measurable function a priori and by a locally Lipschitz function a posteriori, which we denote by \(\theta\). By differentiating we obtain

\[(2.10) \quad \theta'(x) - \frac{2\hat{b}(x)}{\hat{\sigma}^2(x)} \theta(x) = k_1 \quad \text{for a.e. } x \in \mathbb{R}.
\]

With \(x_n \to \infty\) satisfying \(\sup_{n \in \mathbb{N}} \theta(x_n) < \infty\) (recall that \(\frac{1}{2}\hat{\sigma}^2(x) m(dx)\) is a finite measure) we infer from claim (i) that the absolute value of the left-hand side in

\[\theta(x_n) - \theta(0) - \int_0^{x_n} \frac{2\hat{b}(x)}{\hat{\sigma}^2(x)} \theta(x) dx = k_1 x_n\]

remains bounded as \(n \to \infty\). Thus, \(k_1 = 0\). Inserting this into (2.10), multiplying both sides by the integrating factor \(e^{-\int_0^x \frac{2\hat{b}(a)}{\hat{\sigma}^2(a)} da}\), integrating the
resulting equation, and rearranging we arrive at

\[ \theta(x) = \theta(0) \exp \left( \int_0^x \frac{2\tilde{b}(a)}{\sigma^2(a)} \, da \right). \]

Claim (ii) readily follows. \qed

2.4. The transformed PDE. This subsection is devoted to the analysis of the stationary Fokker-Planck equation (2.4) in which the probability density function \( \tilde{p} \) within the non-linear non-local terms \( G^{f^{-2};\tilde{p}} \), \( G^{hf^{-2};\tilde{p}} \) is thought of as given.

**Proposition 2.6.** Let \( q \in L^1_{\text{prob}}(\mathbb{R}^2) \). Under Assumption A there exists a unique probability measure \( \mu \) on \( \mathbb{R}^2 \) with a finite first moment such that

\[
\forall \varphi \in C_c^\infty(\mathbb{R}^2) : \quad 0 = \int_{\mathbb{R}^2} \left( \frac{1}{2} \sigma_1^2(x) \varphi_{xx}(x,y) + \frac{1}{2} \sigma_2^2(y) f^{-2}(y) G^{f^{-2};q}(x) \varphi_{yy}(x,y) \\
+ b_1(x) (hf^{-2})(y) G^{hf^{-2};q}(x) \varphi_x(x,y) \\
+ b_2(y) f^{-2}(y) G^{f^{-2};q}(x) \varphi_y(x,y) \right) \mu(dx, dy).
\]

(2.11)

Further, there are constants \( \tilde{C}_1, \tilde{C}_2 < \infty \) and, for any fixed \( R \in (0, \infty) \), a constant \( \tilde{\delta}_R > 0 \), all depending only on the constants mentioned in Assumption A (and, in particular, independent of \( q \)), such that

(i) \( \mu(dx, dy) = \tilde{q}(x,y) \, dx \, dy \) for some \( \tilde{q} \in L^1_{\text{prob}}(\mathbb{R}^2) \) satisfying \( \sqrt{\tilde{q}} \in W^1_2(\mathbb{R}^2) \) and

\[
\frac{1}{4} \int_{\mathbb{R}^2} \frac{|\nabla \tilde{q}(x,y)|^2}{\tilde{q}(x,y)} \, dx \, dy = \int_{\mathbb{R}^2} |\nabla \sqrt{\tilde{q}}(x,y)|^2 \, dx \, dy \leq \tilde{C}_1.
\]

(ii) \( \int_{\mathbb{R}^2} (x^2 + y^2) \, \mu(dx, dy) \leq \tilde{C}_2. \)

(iii) \( \tilde{m}(x) = \int_{\mathbb{R}} \tilde{q}(x,y) \, dy \geq \delta_R \text{ a.e. in } [-R,R]. \)

An immediate application of Proposition 2.1 to the equation in (2.11) is hindered by the lack of an a priori regularity estimate on \( G^{f^{-2};q} \). To address this, we mollify as follows. We pick a non-negative \( \kappa \in C_c^\infty(\mathbb{R}) \) supported in \([-1,1]\) and such that \( \int_{\mathbb{R}} \kappa(x) \, dx = 1 \). With \( \kappa_n(x) = n \kappa(nx) \), we set

\[
G^{\psi;q}_n(x) = \int_{\mathbb{R}} \kappa_n(x - a) G^{\psi;q}(a) \, da
\]
for any measurable function $\psi : \mathbb{R} \to (0, \infty)$, $q \in L^1_{\text{prob}}(\mathbb{R}^2)$ and $n \in \mathbb{N}$. If $c_\psi \leq \psi \leq C_\psi$ for some $c_\psi, C_\psi \in (0, \infty)$, then $C_\psi^{-1} \leq G^{\psi,q} \leq c_\psi^{-1}$ and $C_\psi^{-1} \leq G^{0,q}_n \leq c_\psi^{-1}$ for $n \in \mathbb{N}$. Also,

$$\forall n \in \mathbb{N} : \quad \left| (G_n^{\psi,q})' \right| \leq n c_\psi^{-1} \int_\mathbb{R} |\kappa'(x)| \, dx. \tag{2.12}$$

The next lemma deals with a mollified version of the equation in (2.11). We mollify only the coefficient of $\varphi_{yy}$, as the coefficients of $\varphi_x, \varphi_y$ pose no problems.

**Lemma 2.7.** Let $q \in L^1_{\text{prob}}(\mathbb{R}^2)$ and $n \in \mathbb{N}$. Under Assumption A there exists a unique probability measure $\mu_n$ on $\mathbb{R}^2$ with a finite first moment such that

$$\forall \varphi \in C_c^{\infty}(\mathbb{R}^2) :$$

$$0 = \int_{\mathbb{R}^2} \left( \frac{1}{2} \sigma_1^2(x) \varphi_{xx}(x,y) + \frac{1}{2} \sigma_2^2(y) f^{-2}(y) G_n^{f^{-2},q}(x) \varphi_{yy}(x,y) + b_1(x) (hf^{-2})(y) G^{hf^{-2},q}(x) \varphi_x(x,y) + b_2(y) f^{-2}(y) G^{f^{-2},q}(x) \varphi_y(x,y) \right) \mu_n(\,dx,dy). \tag{2.13}$$

Further, there are constants $\tilde{C}_1, \tilde{C}_2 < \infty$ depending only on the constants mentioned in Assumption A (and, in particular, independent of $q$ and $n$), such that $\mu_n(\,dx,dy) = \tilde{q}_n(x,y) \, dx \, dy$ for some $\tilde{q}_n \in L^1_{\text{prob}}(\mathbb{R}^2)$ satisfying $\sqrt{\tilde{q}_n} \in W^1_2(\mathbb{R}^2)$ and

$$\frac{1}{4} \int_{\mathbb{R}^2} \frac{|\nabla \tilde{q}_n(x,y)|^2}{\tilde{q}_n(x,y)} \, dx \, dy = \int_{\mathbb{R}^2} |\nabla \sqrt{\tilde{q}_n}(x,y)|^2 \, dx \, dy \leq \tilde{C}_1, \tag{2.14}$$

$$\int_{\mathbb{R}^2} (x^2 + y^2) \mu_n(\,dx,dy) \leq \tilde{C}_2. \tag{2.15}$$

**Proof.** By Proposition 2.4, there exists a unique stationary weak solution of the SDE

$$\begin{cases}
    d\tilde{X}^n_t = b_1(\tilde{X}^n_t) (hf^{-2})(\tilde{Y}^n_t) G^{hf^{-2},q}(\tilde{X}^n_t) \, dt + \sigma_1(\tilde{X}^n_t) \, dW_t, \\
    d\tilde{Y}^n_t = b_2(\tilde{Y}^n_t) f^{-2}(\tilde{Y}^n_t) G^{f^{-2},q}(\tilde{X}^n_t) \, dt + \sigma_2(\tilde{Y}^n_t) f^{-1}(\tilde{Y}^n_t) G^{f^{-2},q}(\tilde{X}^n_t) \, dB_t.
\end{cases}$$

According to [35, Theorem 2.5], every probability measure $\mu_n$ on $\mathbb{R}^2$ with a finite first moment solving (2.13) can be identified with the fixed-time...
marginal distributions of $(\tilde{X}_t^n, \tilde{Y}_t^n)_{t \geq 0}$. Note hereby that, for any fixed $t \geq 0$, the test functions of [35, Definition 2.2] belong to $C^2_c(\mathbb{R}^2)$ and the equation in (2.13) holds for such functions due to a straightforward density argument. In particular, thanks to Proposition 2.4,

\begin{equation}
(2.16) \quad \int_{\mathbb{R}^2} (x^2 + y^2) \mu_n(dx, dy) = \mathbb{E}[(\tilde{X}_t^n)^2 + (\tilde{Y}_t^n)^2] \leq \tilde{C}_2,
\end{equation}

where the constant $\tilde{C}_2 < \infty$ depends only on the constants mentioned in Assumption A (and not on $q$ or $n$).

It remains to show the existence of a density $\tilde{q}_n$ with the properties described in the lemma. Define $A(x, y) = (A_{ij}(x, y))_{1 \leq i, j \leq 2}$ and $B(x, y) = (B^i(x, y))_{1 \leq i \leq 2}$ by

\[
A(x, y) = \begin{pmatrix}
\frac{1}{2} \sigma^2(x) & 0 \\
0 & \frac{1}{2} \sigma^2(y) f^{-2}(y) G_n^{-2,q}(x)
\end{pmatrix},
\]

\[
B(x, y) = \begin{pmatrix}
b_1(x) (h f^{-2}(y) G_n^{f^{-2,q}(x)}) \\
b_2(y) f^{-2}(y) G_n^{f^{-2,q}(x)}
\end{pmatrix}.
\]

Define also $D(x, y) = (D^i(x, y))_{1 \leq i \leq 2}$ by

\[
D^1(x, y) = A_{x1}^1(x, y) + A_{y1}^2(x, y) = \sigma_1(x) \sigma'_1(x),
\]

\[
D^2(x, y) = A_{x2}^1(x, y) + A_{y2}^2(x, y)
\]

\[
= (\sigma_2(y) \sigma'_2(y) f^{-2}(y) - \sigma_2^2(y) f^{-3}(y) f'(y)) G_n^{-2,q}(x).
\]

In view of Assumption A and the inequality in (2.12), the function $A$ is uniformly Lipschitz continuous. Moreover, $A$ is bounded and its eigenvalues are bounded below by $\alpha = \min(\inf_{\mathbb{R}} \sigma_1^2, \inf_{\mathbb{R}} (\sigma_2^2 f^{-2}) / 2) > 0$. In addition, with the notation $\| \cdot \|_\infty$ for the supremum norm, Assumption A yields

\begin{equation}
(2.17) \quad |B^1(x, y)| \leq C_2(1 + |x|) \| h f^{-2} \|_\infty \| h^{-1} f^2 \|_\infty,
\end{equation}

\begin{equation}
|B^2(x, y)| \leq C_2(1 + |y|) \| f^{-2} \|_\infty \| f^2 \|_\infty.
\end{equation}

Thus, the estimate (2.16) renders Proposition 2.1 applicable. We conclude that $\mu_n$ is of the form $\mu_n(dx, dy) = \tilde{q}_n(x, y) dx dy$, for some $\tilde{q}_n \in L^1_{\text{prob}}(\mathbb{R}^2)$ with $\sqrt{\tilde{q}_n} \in W^1_2(\mathbb{R}^2)$ and

\begin{equation}
(2.18) \quad \int_{\mathbb{R}^2} \| \nabla \sqrt{\tilde{q}_n(x, y)} \|^2 dx dy \leq \frac{1}{2\alpha^2} \int_{\mathbb{R}^2} (|B|^2 + |D|^2) \mu_n.
\end{equation}
By Assumption A, we have
\[
\|D^1\|_\infty \leq \|\sigma_1\|_\infty \|\sigma'_1\|_\infty < \infty, \\
\|D^2\|_\infty \leq (\|\sigma_2\|_\infty \|\sigma'_2\|_\infty \|f^{-2}\|_\infty + \|\sigma_2^2\|_\infty \|f^{-3}\|_\infty \|f'\|_\infty) \|f^2\|_\infty < \infty,
\]
which together with (2.17) and (2.16) allows us to bound the rightmost expression in (2.18) by a constant \(\tilde{C}_1\) as in the statement of the lemma.

With Lemma 2.7 now established, we are going to send \(n \to \infty\) to prove Proposition 2.6. In order to facilitate this, we prepare a compactness lemma that is used again below. With the constants \(\tilde{C}_1, \tilde{C}_2\) of Lemma 2.7, let
\[
K_0 = \left\{ q \in L^1_{\text{prob}}(\mathbb{R}^2) : \sqrt{q} \in W^1_2(\mathbb{R}^2), \int_{\mathbb{R}^2} |\nabla \sqrt{q}|^2 \, dx \, dy \leq \tilde{C}_1, \right. \\
\left. \int_{\mathbb{R}^2} (x^2 + y^2) q \, dx \, dy \leq \tilde{C}_2 \right\}.
\]

**Lemma 2.8.** \(K_0\) is norm-compact in \(L^1(\mathbb{R}^2)\).

**Proof.** We first show that \(K_0\) is norm-precompact. For any sequence \((q_n)_{n \in \mathbb{N}}\) in \(K_0\), by the Cauchy-Schwarz inequality, for \(n \in \mathbb{N}\),
\[
\int_{\mathbb{R}^2} |\nabla q_n| \, dx \, dy = \int_{\mathbb{R}^2} 2\sqrt{q_n} |\nabla \sqrt{q_n}| \, dx \, dy \\
\leq 2 \left( \int_{\mathbb{R}^2} q_n \, dx \, dy \right)^{1/2} \left( \int_{\mathbb{R}^2} |\nabla \sqrt{q_n}|^2 \, dx \, dy \right)^{1/2} \leq 2 \sqrt{\tilde{C}_1}.
\]
The Rellich-Kondrachov theorem (see, e.g., [12, Theorem 5.7.1]), employed on the open balls \(\{(x,y) \in \mathbb{R}^2 : x^2 + y^2 < N^2\}, \ N \in \mathbb{N}\) and followed by a diagonalization argument, gives rise to a subsequence of \((q_n)_{n \in \mathbb{N}}\), also referred to as \((q_n)_{n \in \mathbb{N}}\), converging locally in \(L^1(\mathbb{R}^2)\) and a.e. to some locally integrable \(q\). Thanks to Markov’s inequality,
\[
\int_{\{ (x,y) \in \mathbb{R}^2 : x^2 + y^2 \geq N^2 \}} q_n \, dx \, dy \leq \tilde{C}_2 N^{-2}, \quad N, n \in \mathbb{N}.
\]
This and Fatou’s lemma imply, for \(N, n \in \mathbb{N}\),
\[
\int_{\mathbb{R}^2} |q_n - q| \, dx \, dy \leq \int_{\{(x,y) \in \mathbb{R}^2 : x^2 + y^2 < N^2\}} |q_n - q| \, dx \, dy + 2 \tilde{C}_2 N^{-2}.
\]
Taking \(n \to \infty\) and then \(N \to \infty\) we deduce that \(q_n \to q\) in \(L^1(\mathbb{R}^2)\) as \(n \to \infty\).
It remains to check that $K_0$ is closed. Let $(q_n)_{n \in \mathbb{N}}$ be a sequence in $K_0$ that tends in $L^1(\mathbb{R}^2)$ to some $q$. By passing to an a.e. convergent subsequence and applying Fatou’s lemma we get $\int_{\mathbb{R}^2} (x^2 + y^2) q(x, y) \, dx \, dy \leq \tilde{C}_2$. Finally, from the bound
$$\int_{\mathbb{R}^2} \sqrt{q_n}^2 \, dx \, dy + \int_{\mathbb{R}^2} |\nabla \sqrt{q_n}|^2 \, dx \, dy \leq 1 + \tilde{C}_1, \quad n \in \mathbb{N}$$
we conclude that there exists a subsequence of $(\sqrt{q_n})_{n \in \mathbb{N}}$ tending weakly in $W^1_2(\mathbb{R}^2)$ and locally strongly in $L^2(\mathbb{R}^2)$ to some $u$ (cf. [26, Chapter 10, Theorem 7] and [12, remark on p. 274]). Moreover, because $q_n \rightarrow q$ in $L^1(\mathbb{R}^2)$, we must have that $q = u^2$ (the locally strong $L^1(\mathbb{R}^2)$-limit of the subsequence). Thus, $(\sqrt{q_n})_{n \in \mathbb{N}}$ converges weakly in $W^1_2(\mathbb{R}^2)$ to $\sqrt{q}$. By the weak lower semi-continuity of the $W^1_2(\mathbb{R}^2)$-norm (see, e.g., [26, Chapter 10, Theorem 5]),

$$1 + \int_{\mathbb{R}^2} |\nabla \sqrt{q}|^2 \, dx \, dy = \int_{\mathbb{R}^2} \sqrt{q}^2 \, dx \, dy + \int_{\mathbb{R}^2} |\nabla \sqrt{q}|^2 \, dx \, dy \\
\leq \liminf_{n \to \infty} \left( \int_{\mathbb{R}^2} \sqrt{q_n}^2 \, dx \, dy + \int_{\mathbb{R}^2} |\nabla \sqrt{q_n}|^2 \, dx \, dy \right) \\
\leq 1 + \tilde{C}_1,$$

which finishes the proof.}

**Proof of Proposition 2.6.** The existence and uniqueness of a probability measure $\mu$ on $\mathbb{R}^2$ with a finite first moment satisfying (2.11) and the claims (ii) and (iii) follow from Proposition 2.4 and [35, Theorem 2.5], as in the beginning of the proof of Lemma 2.7. To obtain claim (i) we recall the densities $(\tilde{q}_n)_{n \in \mathbb{N}}$ of Lemma 2.7, and we aim to find a subsequential limit $\tilde{q}$ of this sequence in $L^1(\mathbb{R}^2)$ which enjoys the properties in (i) and such that $\tilde{q}(x, y) \, dx \, dy$ has a finite first moment and solves (2.11). Then, by uniqueness, $\mu(dx, dy) = \tilde{q}(x, y) \, dx \, dy$.

Since $\tilde{q}_n \in K_0$ for all $n$, Lemma 2.8 allows us to extract a subsequence converging in $L^1(\mathbb{R}^2)$ to some $\tilde{q} \in K_0$. To verify that $\tilde{q}(x, y) \, dx \, dy$ solves (2.11) we set, for $\varphi \in C_0^\infty(\mathbb{R}^2)$,

$$(L^q_n \varphi)(x, y) = \frac{1}{2} \sigma_1^2(x) \varphi_{xx}(x, y) + \frac{1}{2} \sigma_2^2(y) f^{-2}(y) G^{f^{-2}; q}_n(x) \varphi_{yy}(x, y)$$
$$+ b_1(x) (hf^{-2})(y) G^{hf^{-2}; q}(x) \varphi_x(x, y)$$
$$+ b_2(y) f^{-2}(y) G^{f^{-2}; q}(x) \varphi_y(x, y).$$
Note that $G^{f^{-2};q}_n \rightarrow G^{f^{-2};q}$ a.e. when $n \rightarrow \infty$ by the Lebesgue differentiation theorem, and the functions $\mathcal{L}^q_n \varphi$ are bounded uniformly in $n \in \mathbb{N}$. Thus, with

$$(\mathcal{L}^q \varphi)(x, y) = \frac{1}{2} \sigma_1^2(x) \varphi_{xx}(x, y) + \frac{1}{2} \sigma_2^2(y) f^{-2}(y) G^{f^{-2};q}(x) \varphi_{yy}(x, y)$$

$$+ b_1(x) (h f^{-2})(y) G^{h f^{-2};q}(x) \varphi_x(x, y)$$

$$+ b_2(y) f^{-2}(y) G^{f^{-2};q}(x) \varphi_y(x, y),$$

we find that

$$\left| \int_{\mathbb{R}^2} (\mathcal{L}^q \varphi) \tilde{q} \, dx \, dy - \int_{\mathbb{R}^2} (\mathcal{L}^q_n \varphi) \tilde{q}_n \, dx \, dy \right|$$

$$\leq \int_{\mathbb{R}^2} |\mathcal{L}^q \varphi - \mathcal{L}^q_n \varphi| \tilde{q} \, dx \, dy + \int_{\mathbb{R}^2} |\mathcal{L}^q_n \varphi| |\tilde{q} - \tilde{q}_n| \, dx \, dy$$

tends to 0 as $n \rightarrow \infty$. Consequently,

$$\int_{\mathbb{R}^2} (\mathcal{L}^q \varphi) \tilde{q} \, dx \, dy = \lim_{n \rightarrow \infty} \int_{\mathbb{R}^2} (\mathcal{L}^q_n \varphi) \tilde{q}_n \, dx \, dy = 0,$$

i.e., the probability measure $\tilde{q} \, dx \, dy$ (which has a finite first moment) solves (2.11).

3. Proof of Theorem 1.3.

3.1. Continuity of the conditional expectation. Our proof of Theorem 1.3 proceeds via a fixed-point argument. The continuity of the underlying fixed-point map relies on the next lemma, which we prepare beforehand.

**Lemma 3.1.** Let $\psi : \mathbb{R} \rightarrow (0, \infty)$ be a measurable function with $c_\psi \leq \psi \leq C_\psi$ for some $c_\psi, C_\psi \in (0, \infty)$. Suppose $(q_n)_{n \in \mathbb{N}}$ is a sequence in $L^1_{\text{prob}}(\mathbb{R}^2)$ converging to some $q \in L^1_{\text{prob}}(\mathbb{R}^2)$. Then, with $m(x) = \int_{\mathbb{R}} q(x, y) \, dy$, we have $G^{\psi;q_n} \rightarrow G^{\psi;q}$ in $L^1(\mathbb{R}, m(x) \, dx)$.

**Proof.** Define the marginal densities $m_n(x) = \int_{\mathbb{R}} q_n(x, y) \, dy$, $n \in \mathbb{N}$. By using the uniform Lipschitz continuity of $x \mapsto 1/x$ on $(c_\psi, \infty)$ and applying
the triangle inequality repeatedly we derive the estimates

\[
\int_{\mathbb{R}} |G^{\psi,q_n}(x) - G^{\psi,q}(x)| \, m(x) \, dx
\]

\[
= \int_{\mathbb{R}} \left| \frac{m_n(x)}{\int_{\mathbb{R}} \psi(y) q_n(x,y) \, dy} - \frac{m(x)}{\int_{\mathbb{R}} \psi(y) q(x,y) \, dy} \right| m(x) \, dx
\]

\[
\leq (c_\psi)^{-2} \int_{\mathbb{R}} \left| \frac{\int_{\mathbb{R}} \psi(y) q_n(x,y) \, dy}{m_n(x)} - \frac{\int_{\mathbb{R}} \psi(y) q(x,y) \, dy}{m(x)} \right| m(x) \, dx
\]

\[
\leq (c_\psi)^{-2} \int_{\mathbb{R}} \left| \frac{\int_{\mathbb{R}} \psi(y) q_n(x,y) \, dy}{m_n(x)} \right| |m(x) - m_n(x)| \, dx
\]

\[
+ (c_\psi)^{-2} \int_{\mathbb{R}} \left| \int_{\mathbb{R}} \psi(y) q_n(x,y) \, dy - \int_{\mathbb{R}} \psi(y) q(x,y) \, dy \right| \, dx
\]

\[
\leq (c_\psi)^{-2} C_\psi \int_{\mathbb{R}} \left| \frac{\int_{\mathbb{R}} q_n(x,y) \, dy}{m_n(x)} \right| |m(x) - m_n(x)| \, dx
\]

\[
+ (c_\psi)^{-2} C_\psi \int_{\mathbb{R}^2} |q_n(x,y) - q(x,y)| \, dx \, dy
\]

\[
= (c_\psi)^{-2} C_\psi \int_{\mathbb{R}} |m(x) - m_n(x)| \, dx
\]

\[
+ (c_\psi)^{-2} C_\psi \int_{\mathbb{R}^2} |q_n(x,y) - q(x,y)| \, dx \, dy
\]

\[
\leq 2(c_\psi)^{-2} C_\psi \int_{\mathbb{R}^2} |q_n(x,y) - q(x,y)| \, dx \, dy.
\]

The latter expression tends to 0 as \( n \to \infty \) by assumption. \( \square \)

3.2. Main line of the argument. We are now ready to present the main line of the argument. With the constants \( \tilde{C}_1, \tilde{C}_2 \) and \( \delta_R, R \in (0, \infty) \) of Proposition 2.6, define \( K_0 \) as in (2.19) and \( K_1 \) by

\[
K_1 = \left\{ q \in L^1_{\text{prob}}(\mathbb{R}^2) : \int_{\mathbb{R}} q(x,y) \, dy \geq \tilde{\delta}_R \text{ a.e. in } [-R,R], \, R \in (0, \infty) \right\}.
\]

Then, set \( K = K_0 \cap K_1 \). In addition, we let \( \Phi : K \to K \) be the map taking each \( q \in K \) to the unique density \( \tilde{q} \in K \) given in Proposition 2.6. The following two lemmas establish some basic properties of \( K \) and \( \Phi \).

**Lemma 3.2.** \( K \) is norm-compact and convex in \( L^1(\mathbb{R}^2) \).

**Lemma 3.3.** The map \( \Phi : K \to K \) is continuous with respect to the \( L^1(\mathbb{R}^2) \)-norm.
Proof of Lemma 3.2. As noted above, $K = K_0 \cap K_1$. Since $K_0$ is norm-compact by Lemma 2.8, it is enough to show that $K_1$ is closed. But this is straightforward: If a sequence $(q_n)_{n \in \mathbb{N}}$ in $K_1$ converges to some $q \in L^1_{\text{prob}}(\mathbb{R}^2)$, then we have, for every $R > 0$ and every measurable $\psi : [-R, R] \to [0, 1],$
\int_{-R}^{R} \psi(x) \int_{\mathbb{R}} q_n(x, y) \, dy \, dx \geq \delta_R \int_{-R}^{R} \psi(x) \, dx, \quad n \in \mathbb{N}.
Passing to the limit $n \to \infty$ we get the same inequality with $q_n$ replaced by $q$, which implies $\int_{\mathbb{R}} q(x, y) \, dy \geq \delta_R$ a.e. in $[-R, R]$, for every $R > 0$.

It remains to prove the convexity of $K$. Clearly, the only delicate point is the stability of the properties $\sqrt{q} \in W^1_2(\mathbb{R}^2)$ and $\int_{\mathbb{R}^2} |\nabla \sqrt{q}|^2 \, dx \, dy \leq C_1$ under convex combinations. This fact is fairly well-known, as the functional $\frac{1}{2} \int_{\mathbb{R}^2} |\nabla \sqrt{q}|^2 \, dx \, dy = \frac{1}{8} \int_{\mathbb{R}^2} |\nabla \log q|^2 \, q \, dx \, dy$, often called the Fisher information, provides the rate function in the work of Donsker and Varadhan [10] on the large deviations for the occupation measure of Brownian motion. Nonetheless, we describe a short self-contained proof: Observe that $\sqrt{q} \in W^1_2(\mathbb{R}^2)$ if and only if $q \in W^1_1(\mathbb{R}^2)$ and $|\nabla q|^2 / q \in L^1(\mathbb{R}^2)$. For such $q$ we may write
\[
\int_{\mathbb{R}^2} |\nabla \sqrt{q}|^2 \, dx \, dy = \frac{1}{4} \int_{\mathbb{R}^2} |\nabla \log q|^2 \, q \, dx \, dy
\]
\[
= \int_{\mathbb{R}^2} \sup_{z \in \mathbb{R}^2} (z \cdot \nabla \log q(x, y) - |z|^2) \, q(x, y) \, dx \, dy
\]
\[
= \sup_{\eta \in L^\infty(\mathbb{R}^2)} \int_{\mathbb{R}^2} (\eta(x, y) \cdot \nabla \log q(x, y) - |\eta(x, y)|^2) \, q(x, y) \, dx \, dy
\]
\[
= \sup_{\eta \in L^\infty(\mathbb{R}^2)} \int_{\mathbb{R}^2} (\eta(x, y) \cdot \nabla q(x, y) - |\eta(x, y)|^2 \, q(x, y)) \, dx \, dy.
\]
As a supremum of linear functionals, $\int_{\mathbb{R}^2} |\nabla \sqrt{q}|^2 \, dx \, dy$ is convex on $L^1_{\text{prob}}(\mathbb{R}^2) \cap W^1_1(\mathbb{R}^2)$. \hfill \Box

Proof of Lemma 3.3. Suppose $(q_n)_{n \in \mathbb{N}}$ is a convergent sequence in $K$ with a limit $q \in K$. Define $\tilde{q}_n = \Phi(q_n) \in K$ for $n \in \mathbb{N}$. By Lemma 3.2, any subsequence of $(\tilde{q}_n)_{n \in \mathbb{N}}$ has an $L^1(\mathbb{R}^2)$-convergent subsubsequence, and we aim to verify that any resulting limit point $\tilde{q} \in K$ equals $\Phi(q)$. To this end, we relabel the subsubsequence so that $\tilde{q}_n \to \tilde{q}$ in $L^1(\mathbb{R}^2)$. The definition of $\Phi$ yields
\[
(3.1) \quad \int_{\mathbb{R}^2} (\mathcal{L}^{q_n} \varphi) \, \tilde{q}_n \, dx \, dy = 0, \quad \varphi \in C^\infty_c(\mathbb{R}^2),
\]
where we have employed the notation
\[
(L^q \varphi)(x,y) = \frac{1}{2} \sigma_1^2(x) \varphi_{xx}(x,y) + \frac{1}{2} \sigma_2^2(y) f^{-2}(y) G^{f^{-2};q_n}(x) \varphi_{yy}(x,y) \\
+ b_1(x) (hf^{-2})(y) G^{hf^{-2};q_n}(x) \varphi_x(x,y) \\
+ b_2(y) f^{-2}(y) G^{f^{-2};q_n}(x) \varphi_y(x,y).
\]

With \( m(x) = \int_{\mathbb{R}} q(x,y) \, dy \), Lemma 3.1 gives \( G^{f^{-2};q_n} \to G^{f^{-2};q} \) and \( G^{hf^{-2};q_n} \to G^{hf^{-2};q} \) in \( L^1(\mathbb{R}, m(x) \, dx) \). By taking a further subsequence, we can ensure that both convergences hold also a.e. with respect to the probability measure \( m(x) \, dx \). Since \( q \in K \), we have \( m > 0 \) (Lebesgue) a.e., and so \( G^{f^{-2};q_n} \to G^{f^{-2};q} \) and \( G^{hf^{-2};q_n} \to G^{hf^{-2};q} \) (Lebesgue) a.e. along the same subsequence. Thus, for all \( \varphi \in C_c^\infty(\mathbb{R}^2) \),
\[
\left| \int_{\mathbb{R}^2} (L^q \varphi) \bar{q} \, dx \, dy - \int_{\mathbb{R}^2} (L^{q_n} \varphi) \bar{q}_n \, dx \, dy \right|
\leq \int_{\mathbb{R}^2} |L^q \varphi - L^{q_n} \varphi| \bar{q} \, dx \, dy + \int_{\mathbb{R}^2} |L^{q_n} \varphi| |\bar{q} - \bar{q}_n| \, dx \, dy
\]
tends to 0 along that subsequence. The definition of \( \Phi(q) \) now shows that \( \bar{q} = \Phi(q) \).

**Proof of Theorem 1.3.** Lemmas 3.2 and 3.3 reveal that \( \Phi \) is a continuous map from the (non-empty) norm-compact and convex set \( K \subset L^1(\mathbb{R}^2) \) into itself. Consequently, there exists a fixed-point \( \tilde{p} = \Phi(\tilde{p}) \in K \) by the Schauder fixed-point theorem. In view of the definition of \( \Phi \), the latter satisfies the transformed stationary Fokker-Planck equation (2.4) for all \( \varphi \in C_c^\infty(\mathbb{R}^2) \). Parts (ii) and (iv) of Proposition 2.3 then imply that \( p(x,y) = \tilde{p}(x,y) f^{-2}(y) G^{f^{-2};\tilde{p}}(x) \) satisfies the original stationary Fokker-Planck equation (2.2) for all \( \varphi \in C_c^\infty(\mathbb{R}^2) \). Moreover, there is a unique stationary weak solution of the SDE
\[
\begin{cases}
\,dX_t = b_1(X_t) h(Y_t) G^{h;p}(X_t) \, dt + \sigma_1(X_t) f(Y_t) \sqrt{G^{f;p}(X_t)} \, dW_t, \\
\,dY_t = b_2(Y_t) \, dt + \sigma_2(Y_t) \, dB_t
\end{cases}
\]

by Proposition 2.4. Applying [35, Theorem 2.5] as in the beginning of the proof of Lemma 2.7 (noting that \( p(x,y) \, dx \, dy \) has a finite first moment because \( \tilde{p}(x,y) \, dx \, dy \) does), the distributions \( \mathcal{L}(X_t, Y_t) \) for \( t \geq 0 \) are readily identified with \( p(x,y) \, dx \, dy \). Hence, \( (X_t, Y_t)_{t \geq 0} \) is a weak solution of the SDE (1.5) which obeys \( (X_t, Y_t) \overset{d}{=} (X_0, Y_0) \) for \( t \geq 0 \).
Claims (i) and (ii) are immediate corollaries of Proposition 1.1 and Lemma 1.2, and we turn to the proof of claim (iii). Inserting the definition of $G^{f^{-2}} \tilde{p}$ into $p(x, y) = \tilde{p}(x, y) f^{-2}(y) G^{f^{-2}} \tilde{p}(x)$, differentiating via the product rule, and using the boundedness of $f^{-2}, G^{f^{-2}} \tilde{p}, \tilde{p}/p$ and $f^2$ we estimate $\int_{\mathbb{R}^2} \frac{\tilde{p}^2}{p} \ dx \ dy$ by a constant multiple of

$$\int_{\mathbb{R}^2} \frac{\tilde{p}^2}{p} \ dx \ dy + \int_{\mathbb{R}^2} \frac{\tilde{p}}{p} \left( \frac{\int_{\mathbb{R}} \tilde{p}(\cdot, z) \ dz}{\int_{\mathbb{R}} \tilde{p}(\cdot, z) \ dz} \right)^2 \ dx \ dy.$$

The first $dx \ dy$–integral is finite thanks to $\tilde{p} \in K$. Setting $\psi = 1$ and $\psi = f^{-2}$ in the cases of the second and third $dx \ dy$–integrals, respectively, and integrating in $y$ we end up with

$$\int_{\mathbb{R}} \left( \int_{\mathbb{R}} \psi(z) \frac{\tilde{p}(x, z)}{\tilde{m}_1(x)} \ dz \right)^2 \frac{1}{\tilde{m}_1(x)} \ dx,$$

where $\tilde{m}_1(x) = \int_{\mathbb{R}} \tilde{p}(x, z) \ dz$. By Jensen’s inequality,

$$\int_{\mathbb{R}} \left( \int_{\mathbb{R}} \psi(z) \frac{\tilde{p}(x, z)}{\tilde{m}_1(x)} \ dz \right)^2 \frac{1}{\tilde{m}_1(x)} \ dx \leq \int_{\mathbb{R}} \int_{\mathbb{R}} \psi^2(z) \frac{\tilde{p}(x, z)}{\tilde{m}_1(x)} \ dz \tilde{m}_1(x) \ dx,$$

which is finite due to the boundedness of $\psi$ and $\tilde{p} \in K$. It follows that $\int_{\mathbb{R}^2} \frac{\tilde{p}^2}{p} \ dx \ dy < \infty$. Differentiating by means of the product rule and relying on the boundedness of $\tilde{p}/p, f^{-2}, G^{f^{-2}} \tilde{p}$ and $(f^{-2})'$ we see that $\int_{\mathbb{R}^2} \frac{\tilde{p}^2}{p} \ dx \ dy$ cannot exceed a constant multiple of $\int_{\mathbb{R}^2} \frac{\tilde{p}^2}{p} \ dx \ dy$. In view of $\tilde{p} \in K$, we obtain claim (iii).

Lastly, we prove that any stationary weak solution of the SDE (1.5) must be strong. For this purpose, we recall a theorem of Veretennikov (cf. [36, Theorem 4]): Strong existence and pathwise uniqueness are valid for a one-dimensional SDE

$$dZ_t = b(t, Z_t) \ dt + \sigma(t, Z_t) \ d\beta_t$$

where $\beta_t$ is a Brownian motion.
under the assumptions that $b$ and $\sigma$ are bounded and measurable, \( \inf_{t \geq 0, z \in \mathbb{R}} \sigma(t, z) > 0 \) and \( \sup_{z \in \mathbb{R}} |\sigma(t, z) - \sigma(t, \tilde{z})| \leq C|z - \tilde{z}|^{1/2} \) for all \( z, \tilde{z} \in \mathbb{R} \), with some \( C < \infty \). By a straightforward localization argument, one can extend his result to drifts fulfilling the linear growth condition \( |b(t, z)| \leq C(1 + |z|) \), \( t \geq 0, z \in \mathbb{R} \), as well as relax the regularity condition on the diffusion coefficient to local \( \frac{1}{2} \)-Hölder continuity, in the sense that for each \( R > 0 \) there is a \( C_R < \infty \) with \( \sup_{t \geq 0} |\sigma(t, z) - \sigma(t, \tilde{z})| \leq C_R|z - \tilde{z}|^{1/2} \) for all \( z, \tilde{z} \in [-R, R] \).

Next, suppose \((X_t, Y_t)_{t \geq 0}\) is a stationary weak solution of the SDE (1.5), defined on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\) supporting independent standard \( \mathbb{F}\)-Brownian motions \( W \) and \( B \), so that \((X_t)_{t \geq 0}\) and \((Y_t)_{t \geq 0}\) are of course adapted to the same filtration \( \mathcal{F} \). Strong existence and pathwise uniqueness hold for the one-dimensional SDE \((Y_t)_{t \geq 0}\) solves, and so each \( Y_t \) is measurable with respect to \((Y_0, (B_s)_{s \in [0, t]}\). In addition, the processes \((W_t)_{t \geq 0}\) and \((Y_t)_{t \geq 0}\) are conditionally independent given \( X_0 \), because the Brownian motion \((W_t)_{t \geq 0}\) is independent of \((X_0, Y_0)\) and the Brownian motion \((B_t)_{t \geq 0}\). Thus, for any \( x_0 \in \mathbb{R} \) and any continuous real-valued function \( y = (y_t)_{t \geq 0} \), the conditional law of the process \((X_t)_{t \geq 0}\) given \( \{X_0 = x_0, (Y_t)_{t \geq 0} = (y_t)_{t \geq 0}\} \) agrees with the law of a weak solution to the SDE

\[
\frac{dX_t^{x_0, y}}{dt} = \lambda(X_t^{x_0, y}, y_t) dt + \xi(X_t^{x_0, y}, y_t) dB_t, \quad X_0^{x_0, y} = x_0,
\]

living perhaps on a different probability space, where

\[
\lambda(x, y) = b_1(x) \frac{h(y)}{E[h(Y_t)|X_t = x]}, \quad \xi(x, y) = \sigma_1(x) \frac{f(y)}{\sqrt{E[f^2(Y_t)|X_t = x]}}.
\]

We are going to show that the solution of the SDE (3.3) is pathwise unique. This, in turn, implies that each \( X_t^{x_0, y} \) is measurable with respect to \((\beta_s)_{s \in [0, t]}\). Since this is true for all \( x_0, y \), we deduce that each \( X_t \) must be measurable with respect to \((X_0, (Y_s)_{s \geq 0}, (W_s)_{s \in [0, t]}\) on the original probability space. As \((Y_s)_{s \geq 0}\) is adapted to \((Y_0 + B_s)_{s \geq 0}\), we conclude that each \( X_t \) is measurable with respect to \((X_0, Y_0, (B_s)_{s \geq 0}, (W_s)_{s \in [0, t]}\). Finally, the Brownian motion \((B_s - B_t)_{s \geq t}\) is independent of \( \mathcal{F}_t \), whereas \( X_t \) is \( \mathcal{F}_t \)-measurable, so that \( X_t \) is, in fact, measurable with respect to \((X_0, Y_0, (B_s)_{s \in [0, t]}, (W_s)_{s \in [0, t]}\).

It remains to establish the pathwise uniqueness for the SDE (3.3). Thanks to the discussion of Veretennikov’s theorem above, the assumption \(|b_1(x)| \leq C_2(1 + |x|)\) for \( x \in \mathbb{R} \), and the boundedness of \( h \) from above and below by positive constants, it suffices to check that \((t, x) \mapsto \xi(x, y_t)\) is locally \( \frac{1}{2} \)-Hölder continuous in \( x \) uniformly in \( t \geq 0 \), for all continuous real-valued
(y_t)_{t \geq 0}. In view of \( \xi(x, y_t) = \sigma_1(x) f(y_t) \sqrt{G^{f^p(x)}} \), the uniform Lipschitz continuity and boundedness of \( \sigma_1 \), the boundedness of \( f \), and the boundedness of \( G^{f^p} \) above and below by positive constants, it is enough to prove the local \( \frac{1}{2} \)-Hölder continuity of \( G^{f^p} \). To this end, we compute

\[
(G^{f^p})'(x) = \frac{\int \! p_x(x, z) \, dz}{\int \! f^p(z) \, p(x, z) \, dz} - \frac{\int \! p(x, z) \, dz \int \! f^p(z) \, p_x(x, z) \, dz}{(\int \! f^p(z) \, p(x, z) \, dz)^2}.
\]

Hence, with \( m_1(x) = \int \! p(x, z) \, dz \), we can use the lower boundedness of \( f^2 \) by a positive constant to estimate \( \int \! (G^{f^p})'(x)^2 m_1(x) \, dx \) by a constant multiple of

\[
\int \left( \int \! p_x(x, z) \, dz \right)^2 \frac{1}{m_1(x)} \, dx + \int \left( \int \! f^p(z) \, p_x(x, z) \, dz \right)^2 \frac{1}{m_1(x)} \, dx.
\]

By repeating the steps in (3.2), with \( \psi = 1 \) and \( \psi = f^2 \), respectively, and with \( (p, m_1) \) replacing \( (\tilde{p}, \tilde{m}_1) \), we see that the latter expression is finite. Hence, \( \int \! (G^{f^p})'(x)^2 m_1(x) \, dx < \infty \) and, due to the boundedness of \( m_1 \) away from 0 on compact intervals (cf. (1.8)), the derivative \( (G^{f^p})' \) is locally Lebesgue square integrable. Therefore, \( G^{f^p} \) is locally \( \frac{1}{2} \)-Hölder continuous, as desired. \( \square \)

4. Proof of Theorem 1.4 and further discussion. In this section we first prove Theorem 1.4 and then give a more direct and enlightening argument for the independence of \( X_t \) and \( Y_t \) for each \( t \geq 0 \) when \( h \equiv f^2 \).

Proof of Theorem 1.4. From Theorem 1.3 we know the existence of a stationary weak solution \( (X_t, Y_t)_{t \geq 0} \) to the SDE (1.5) and that this solution is strong and satisfies \( X_t \overset{d}{=} \tilde{X}_t \) and \( Y_t \overset{d}{=} \tilde{Y}_t \) for each \( t \geq 0 \), where \( (\tilde{X}_t)_{t \geq 0} \) and \( (\tilde{Y}_t)_{t \geq 0} \) are the unique stationary weak solutions of the SDEs (1.2) and (1.7), respectively. It remains to show that, for any stationary weak solution \( (X_t, Y_t)_{t \geq 0} \) of (1.5), \( X_t \) and \( Y_t \) are independent for each \( t \geq 0 \), since then the uniqueness in law follows from Proposition 2.4, yielding in combination with the strong existence also the pathwise uniqueness thanks to the general result in [8, Theorem 3.2]. Note that by “pathwise uniqueness” for stationary solutions we mean that if \( (X_t, Y_t)_{t \geq 0} \) and \( (\tilde{X}_t, \tilde{Y}_t)_{t \geq 0} \) are two stationary solutions driven by the same Brownian motions and satisfying \( (X_0, Y_0) = (\tilde{X}_0, \tilde{Y}_0) \) a.s., then \( (X_t, Y_t) = (\tilde{X}_t, \tilde{Y}_t) \) for all \( t \geq 0 \) a.s.

Let \( (X_t, Y_t)_{t \geq 0} \) be a stationary weak solution of (1.5). By claim (iii) in Theorem 1.3, the joint law \( \mathcal{L}(X_0, Y_0) \) admits a density \( p \). We introduce a
transformation similar to that of Section 2.2. Define a new probability density \( \tilde{p} \) by

\[
\tilde{p}(x, y) = \frac{f^2(y) p(x, y)}{\int_{\mathbb{R}^2} f^2 p \, dx \, dy}.
\]

We claim that \( \tilde{p} \) is the fixed-time marginal distribution of the stationary weak solution to

\[
\begin{align*}
\text{(4.1)} \quad & \begin{cases}
\, \, \, d\tilde{X}_t = b_1(\tilde{X}_t) Gf^2 p(\tilde{X}_t) \, dt + \sigma_1(\tilde{X}_t) \sqrt{Gf^2 p(\tilde{X}_t)} \, dW_t, \\
\, \, \, d\tilde{Y}_t = b_2(\tilde{Y}_t) f^{-2}(\tilde{Y}_t) \, dt + \sigma_2(\tilde{Y}_t) f^{-1}(\tilde{Y}_t) \, dB_t.
\end{cases}
\end{align*}
\]

To obtain this, note that \( p \) itself solves (2.2), which for \( h \equiv f^2 \) becomes

\[
\forall \varphi \in C^\infty_c(\mathbb{R}^2) : \quad 0 = \int_{\mathbb{R}^2} \left[ \frac{1}{2} \sigma_1^2(x) f^2(y) Gf^2 p(x, y) \varphi_{xx}(x, y) + \frac{1}{2} \sigma_2^2(y) f^{-2}(y) \varphi_{yy}(x, y) \\
+ b_1(x) f^2(y) Gf^2 p(x, y) \varphi_x(x, y) + b_2(y) f^{-2}(y) \varphi_y(x, y) \right] p(x, y) \, dx \, dy.
\]

Equivalently,

\[
\forall \varphi \in C^\infty_c(\mathbb{R}^2) : \quad 0 = \int_{\mathbb{R}^2} \left[ \frac{1}{2} \sigma_1^2(x) Gf^2 p(x, y) \varphi_{xx}(x, y) + \frac{1}{2} \sigma_2^2(y) f^{-2}(y) \varphi_{yy}(x, y) \\
+ b_1(x) Gf^2 p(x, y) \varphi_x(x, y) + b_2(y) f^{-2}(y) \varphi_y(x, y) \right] \tilde{p}(x, y) \, dx \, dy,
\]

i.e., \( \tilde{p} \) solves the stationary Fokker-Planck equation associated with the SDE (4.1). Combining Proposition 2.4 and [35, Theorem 2.5] as in the beginning of the proof of Lemma 2.7 we identify \( \tilde{p} \) as the fixed-time marginal distribution of the unique stationary weak solution to (4.1). The uniqueness of the latter renders \((\tilde{X}_t)_{t \geq 0}\) and \((\tilde{Y}_t)_{t \geq 0}\) independent, each being the unique stationary weak solution of the corresponding one-dimensional SDE (cf. Lemma 1.2). Thus, \( \tilde{p}(x, y) = \tilde{m}_1(x) \tilde{m}_2(y) \), where \( \tilde{m}_1(x) = \int_{\mathbb{R}} \tilde{p}(x, y) \, dy \) and \( \tilde{m}_2(y) = \int_{\mathbb{R}} \tilde{p}(x, y) \, dx \). The definition of \( \tilde{p} \) implies that \( p \) must also be of product form.

An interesting and more direct argument reveals why independent solutions arise when \( h \equiv f^2 \). We work formally here, implicitly assuming enough regularity for the differential equations to be valid in the classical sense, but
the approach can be easily adapted to the setting of distributional solutions. Denote again by \( m_1(x) \) and \( m_2(y) \) the stationary probability densities for the one-dimensional marginal SDEs

\[
(4.2) \quad dX_t = b_1(X_t) \, dt + \sigma_1(X_t) \, dW_t \quad \text{and} \quad dY_t = b_2(Y_t) \, dt + \sigma_2(Y_t) \, dB_t,
\]

respectively. This means \( m_1 \) and \( m_2 \) solve the differential equations

\[
\frac{1}{2}(\sigma_1^2 m_1)_{xx} - (b_1 m_1)_x = 0 \quad \text{and} \quad \frac{1}{2}(\sigma_2^2 m_2)_{yy} - (b_2 m_2)_y = 0.
\]

Multiply the first equation by \( m_2(y) f^2(y) \) and the second by \( m_1(x) \), and then add the two resulting equations to find that \( p(x,y) = m_1(x) m_2(y) \) solves the PDE

\[
0 = \frac{1}{2}(\sigma_1^2(x) f^2(y) p(x,y))_{xx} + \frac{1}{2}(\sigma_2^2(x) p(x,y))_{yy} - (b_1(x) f^2(y) p(x,y))_x - (b_2(y) p(x,y))_y.
\]

That is, \( p(x,y) = m_1(x) m_2(y) \) is the stationary probability density for the SDE

\[
(4.3) \quad \begin{cases}
    dX_t = b_1(X_t) f^2(Y_t) \, dt + \sigma_1(X_t) f(Y_t) \, dW_t, \\
    dY_t = b_2(Y_t) \, dt + \sigma_2(Y_t) \, dB_t.
\end{cases}
\]

Observe that it does not matter in the above argument whether we normalize \( f^2(y) \) by the constant \( \int_{\mathbb{R}} f^2 m_2 \, dy \) or not, because the stationary probability density for the SDE

\[
dX_t = a^2 b_1(X_t) \, dt + a \sigma_1(X_t) \, dW_t
\]
is the same for each constant \( a > 0 \). Indeed, the constant \( a \) simply amounts to the time change \( t \mapsto a^2 t \) in the SDE. This point of view also lends to an intriguing interpretation of Theorem 1.4. Given \( (X_t)_{t \geq 0} \) and \( (Y_t)_{t \geq 0} \) solving the SDEs in (4.2) from independent initial conditions, suppose we define a time change by \( t \mapsto \tau_t = \int_0^t f^2(Y_s) \, ds \). Then \( (X_{\tau_t}, Y_t)_{t \geq 0} \) should be a weak solution of the SDE (4.3). It is not immediately obvious, except when \( f \) is constant, that the time-changed equation should admit the same (i.e., product form) stationary probability density, but Theorem 1.4 demonstrates that this is the case.
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