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We determine the operator limit for large powers of random symmetric tridiagonal matrices as the size of the matrix grows. The result provides a novel expression in terms of functionals of Brownian motions for the Laplace transform of the Airy$_\beta$ process, which describes the largest eigenvalues in the $\beta$ ensembles of random matrix theory. Another consequence is a Feynman-Kac formula for the stochastic Airy operator of Edelman–Sutton and Ramirez–Rider–Virag.

As a side result, we find that the difference between the area underneath a standard Brownian excursion and one half of the integral of its squared local times is a Gaussian random variable.

1. Introduction. This article is about spectral properties of random matrices, and we refer to [AGZ], [PaS2], [Fo], [ABF] for modern general reviews. In random matrix ensembles one distinguishes a parameter $\beta$, which is typically equal to 1, 2, or 4 in full Hermitian matrix models (such as Wigner or Wishart ensembles) and corresponds to real, complex, or quaternion matrix elements. More generally, $\beta$ can be taken to be an arbitrary positive number, in relation with Coulomb log-gases, the Calogero-Sutherland quantum many-body system, random tridiagonal matrices, Heckman-Opdam and Macdonald processes, see e.g. [ABF, Chapter 20 “Beta Ensembles”], [Dum], [BG2] for the details.

Here, we concentrate on edge limits of random matrix ensembles describing the asymptotic behavior of the largest eigenvalues (and the correspond-
ing eigenvectors). At $\beta = 2$, i.e. for complex Hermitian matrices, there are many deep results in this direction. In particular, the properly centered and rescaled largest eigenvalue converges to the Tracy-Widom law $F_2$ [TW], the point process describing all largest eigenvalues converges to the Airy point process, which is a part of 2D Airy line ensemble [PrSp], [CH] (the latter can be obtained by considering the largest eigenvalues of corners of random matrices). All these results are very robust and have been proved rigorously in great generality, see e.g. [Sos], [Pe], [So1], [PaS1], [DG], [BEY], [KRV], [BFG]. Furthermore, the universality of these objects extends far beyond random matrix theory, see e.g. [BG1], [BP], [J2], [C] and references therein. Several descriptions of the limiting objects are known: tracktable expressions of their correlation functions (see e.g. [TW], [PrSp]) and Laplace transforms (see e.g. [Sos], [Ok], [So2]), and a conjectural description through the so-called Brownian Gibbs property (see [CH, Section 3.2]).

While for $\beta = 1$ there are still many results parallel to the $\beta = 2$ case, there is much less understanding for general values of $\beta > 0$. For the general $\beta$ analogues of $F_2$ and the Airy point process, the only known identification is via the spectrum of the stochastic Airy operator [ES], [RRV], and no analytic formulas for correlation functions or Laplace transforms are known. Moreover, even the existence of the Airy line ensemble for general $\beta$ has not been established.

From the analytic point of view, the main difficulty for general $\beta$ is that the determinantal/Pfaffian formulas for the correlation functions available for $\beta = 1, 2, 4$ are not known to extend to other values of $\beta$. A recent alternative approach producing explicit formulas through MacDonald processes [BC], [BCGS] does work for $\beta$ ensembles (see [BG2], [BG3]), but the edge limits are not yet accessible through these techniques.

Another approach, which has proved to be very successful for $\beta = 1, 2, 4$, is the moments method. In the present article we prove that the latter approach can be adapted to the study of the edge limits of general $\beta$ ensembles. This leads to several outcomes. First, we prove that the Laplace transform of the point process of the rescaled largest eigenvalues in the Gaussian $\beta$ ensemble (and more general random matrices) converges to the Laplace transform of the Airy$_\beta$ point process and establish a novel formula for the latter in terms of a functional of Brownian motion. This is closely related to our second result: the identification and proof of a Feynman-Kac formula for the stochastic Airy semigroup, the semigroup associated with the stochastic Airy operator.
It is known that Laplace transforms can be used to study various properties of the underlying point processes. For instance, by integrating one should be able to access linear statistics of the Airy_\beta point process (in addition to their intrinsic interest, the latter are also important for the study of rigidity properties, cf. [GhPe]). On the other hand, by sending the parameter of the Laplace transform to infinity, one should be able to find the Tracy-Widom laws F_\beta. We postpone the discussion of these possible applications to future papers. Instead, we present a rather unexpected consequence: comparing our results with the literature for \beta = 2 we find a novel identity involving the Brownian excursion area and the local times of the same excursion.

From the technical point of view, our main result is the computation of the asymptotics of matrix elements of large powers of random tridiagonal matrices. More precisely, for a matrix of size N \times N we deal with powers of the order N^{2/3}. In the case when the powers do not grow or grow slower than N^{2/3}, such asymptotics has been previously analyzed in [DE2], [Wo], [Duy], but for the analysis of the fast growing powers (directly related to the edge asymptotics of \beta ensembles) many new ideas are necessary. In particular, in our proofs we heavily rely on strong invariance principles, i.e. statements about the convergence of the trajectories of (conditioned) random walks to those of Brownian motions (or bridges) with a very precise control of errors, as in [Kh], [LTF], [BK2]. In addition, we use path transformations linking discrete local times of random walks to time-changed versions of the same random walk, see [AFP], and also [Je], [BY], [CSY] for the continuous analogues.

We proceed to a detailed exposition of our results.

**Notation.** In what follows C stands for a positive constant whose exact value is not important for us and might change from line to line.
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**2. Setup and results.** Given two sequences of independent random variables a(m), m \in \mathbb{N} and b(m), m \in \mathbb{N}, we define for each N \in \mathbb{N} the N \times N symmetric tridiagonal matrix M_N = (M_N[m,n])_{m,n=1}^N by setting M_N[m,m] = a(m), m = 1, 2, \ldots, N and M[m,m+1] = b(m), m =
1, 2, ..., N − 1:

\[
M_N = \begin{pmatrix}
  a(1) & b(1) & 0 & \cdots & 0 \\
  b(1) & a(2) & b(2) & \ddots & \vdots \\
  0 & b(2) & a(3) & \ddots & 0 \\
  \vdots & \ddots & \ddots & \ddots & b(N-1) \\
  0 & \cdots & 0 & b(N-1) & a(N)
\end{pmatrix}
\]

In this paper, we study \(M_N\) in the asymptotic regime \(N \to \infty\). \(^1\)

The case when, for a fixed \(\beta > 0\), all \(a(m), m \in \mathbb{N}\), have the normal distribution \(N(0, 2/\beta)\), and the \(b(m), m \in \mathbb{N}\), are \(\beta^{-1/2}\) multiples of \(\chi\)-distributed random variables with parameters \(\beta m, m \in \mathbb{N}\) is of particular interest. Here, the density of the \(\chi\) distribution with parameter \(a\) on \(\mathbb{R}_{\geq 0}\) is

\[
\frac{2^{1-k/2}}{\Gamma(a/2)} x^{a-1} e^{-x^2/2}, \quad x > 0.
\]

In this situation, the joint density of the \(N\) eigenvalues \(\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N\) of \(M_N\) is proportional to

\[
\prod_{i<j} (\lambda_j - \lambda_i) \beta \prod_{i=1}^{N} e^{-\beta \lambda_i^2},
\]

and the corresponding joint distribution is usually referred to as the Gaussian \(\beta\) ensemble, see e.g. [DE]. More generally, we work with arbitrary sequences of independent random variables \(a(m), m \in \mathbb{N}\), and \(b(m), m \in \mathbb{N}\), satisfying the following assumption.

**Assumption 2.1.** The sequences \(a(m), m \in \mathbb{N}\) and \(b(m), m \in \mathbb{N}\), of independent random variables satisfy, with the notation

\[
b(m) = \sqrt{m} + \xi(m), \quad m \in \mathbb{N},
\]

(a) as \(m \to \infty\), \(|E[a(m)]| = o(m^{-1/3})\), \(|E[\xi(m)]| = o(m^{-1/3})\);

(b) there exist nonnegative constants \(s_a, s_\xi\) such that \(s_a^2 + s_\xi^2 = \frac{1}{\beta}\) and, as \(m \to \infty\), \(E[a(m)^2] = s_a^2 + o(1), E[\xi(m)^2] = s_\xi^2 + o(1)\);

\(^1\)All our arguments extend to the case when the entries \(a(m), m = 1, 2, \ldots, N\) and \(b(m), m = 1, 2, \ldots, N-1\) vary with \(N\). However, to keep the notation reasonable we have decided to work in the less general setup of no dependence on \(N\).
(c) there exist constants \( C > 0 \) and \( 0 < \gamma < 2/3 \) such that
\[
\mathbb{E}[|a(m)|^\ell] \leq C \ell^{\ell} \quad \text{and} \quad \mathbb{E}[|\xi(m)|^\ell] \leq C \ell^{\ell} \gamma \ell
\]
for all \( m, \ell \in \mathbb{N} \).

In particular, we have the following simple lemma.

**Lemma 2.1.** If all \( a(m), m \in \mathbb{N} \), are \( N(0, 2/\beta) \)-distributed and the \( \sqrt{\beta} b(m), m \in \mathbb{N} \), are \( \chi \)-distributed with parameters \( \beta m, m \in \mathbb{N} \), respectively, then Assumption 2.1 holds with \( s_{a}/2 = s_{\xi} = \sqrt{4/\beta} \).

**Proof.** The result is immediate for \( a(m), m \in \mathbb{N} \). For \( \xi(m), m \in \mathbb{N} \) it follows from known tail estimates for \( \chi \) random variables, see e.g. [LM, Section 4.1, Lemma 1]. \( \square \)

We start the study of the \( N \to \infty \) limit of \( M_N \) by recalling the semicircle law. For each \( N \in \mathbb{N} \), let \( \lambda_1^N \geq \lambda_2^N \geq \cdots \geq \lambda_N^N \) denote the ordered eigenvalues of \( M_N \). Consider the random probability measure
\begin{equation}
\rho_N = \frac{1}{N} \sum_{i=1}^{N} \delta_{\lambda_i^N / \sqrt{N}}.
\end{equation}

**Proposition 2.1.** Under Assumption 2.1, as \( N \to \infty \), the random measure \( \rho_N \) converge weakly, in probability, to the deterministic measure \( \mu \) with density
\[
\frac{1}{2\pi} \sqrt{4 - x^2}, \quad -2 < x < 2.
\]

For the Gaussian \( \beta \) ensemble, Proposition 2.1 is well-known and can be proven in several ways, cf. [AGZ], [Dum]. For the sake of completeness, we provide a proof of our more general statement in the supplementary material [GoShA].

Proposition 2.1 gives the leading order asymptotics of the normalized spectral measure \( \rho_N \). Refinements of this statement are available in at least three different directions. The first one studies the higher order asymptotics of \( \rho_N \) in the same coordinates, that is, the fluctuations of \( \rho_N \) around the semicircle distribution \( \mu \). This is referred to as global asymptotics. In this direction, we prove in the appendix [GoShA] a Central Limit Theorem (CLT) for the joint fluctuations of multiple corners of \( M_N \). Note that the Gaussian nature of the fluctuations (and the corresponding covariance structure) for a single matrix is well-known, cf. [J1], [AGZ], [Dum].
The second refinement is the study of the local asymptotics of the eigenvalues in the bulk of the spectrum. A typical question in this direction is the asymptotic distribution of the rescaled spacing $\sqrt{N}(\lambda_N^{[N/2]} - \lambda_N^{[N/2]+1})$. We do not address this limiting regime in the present paper and instead refer to [VV] for results of this type for random tridiagonal matrices.

The third refinement is the investigation of the asymptotics of the extreme eigenvalues of $M_N$ and the corresponding eigenvectors, which is known as edge asymptotics. In this direction, it is proven in [RRV], [KRV] (see also [E], [Su], [ES] for earlier developments) that the random variable $N^{1/6}(\lambda_{iN} - 2\sqrt{N})$ converges in distribution for every fixed $i \in \mathbb{N}$. The limit of the corresponding eigenvector is also studied therein. Our main results are closely related to this work.

Let us now present the main results of this paper. Take a probability space which supports a standard Brownian motion $W$, and consider for each $T > 0$ the following (random) kernel on $\mathbb{R}_0 \times \mathbb{R}_0$:

\begin{equation}
K(x,y;T) = \frac{1}{\sqrt{2\pi T}} \exp\left(-\frac{(x-y)^2}{2T}\right)
\cdot \mathbb{E}_{B^{x,y}} \left[ 1_{\{\forall t: B^{x,y}(t) \geq 0\}} \exp\left(-\frac{1}{2} \int_0^T B^{y,x}(t) \, dt + \frac{1}{\sqrt{\beta}} \int_0^\infty L_a(B^{x,y}) \, dW(a)\right) \right].
\end{equation}

Here, $B^{x,y}$ is a standard Brownian bridge starting at $x$ at time 0 and ending at $y$ at time $T$ which is independent of $W$; the $L_a(B^{x,y})$ are the local times accumulated by $B^{x,y}$ at level $a$ on $[0,T]$; and the expectation $\mathbb{E}_{B^{x,y}}$ is taken only with respect to $B^{x,y}$. We define $\mathcal{U}(T), T > 0$, as the integral operators on $\mathbb{R}_0$ with kernels $K(x,y;T)$, $T > 0$, respectively. In order to be able to make statements about multiple operators $\mathcal{U}(T)$, we use the same path of $W$ in (2.4) and define the stochastic integral with respect to $W$ therein according to the almost sure procedure described in [Kar]. For notational convenience, we let $\mathcal{U}(0)$ be the identity operator.

**Proposition 2.2.** For each $T > 0$, $\mathcal{U}(T)$ is almost surely a symmetric non-negative trace class operator on $L^2(\mathbb{R}_0)$ satisfying the trace formula

\begin{equation}
\text{Trace}(\mathcal{U}(T)) = \int_{\mathbb{R}_0} K(x,x;T) \, dx.
\end{equation}
Proposition 2.3. Operators \( \mathcal{U}(T) \), \( T \geq 0 \), have the almost sure semigroup property: for any \( T_1, T_2 \geq 0 \), it holds \( \mathcal{U}(T_1) \mathcal{U}(T_2) = \mathcal{U}(T_1 + T_2) \) with probability one.

Proposition 2.4. The semigroup \( \mathcal{U}(T) \), \( T \geq 0 \) is \( L^2 \)-strongly continuous, that is, for any \( T \geq 0 \) and \( f \in L^2(\mathbb{R}_{\geq 0}) \), it holds

\[
\lim_{t \to T} \mathbb{E}[\|\mathcal{U}(T)f - \mathcal{U}(t)f\|^2] = 0.
\]

Proposition 2.5. There exists an orthonormal basis of random vectors \( \mathbf{v}_1, \mathbf{v}_2, \ldots \in L^2(\mathbb{R}_{\geq 0}) \) and random variables \( \eta_1 \geq \eta_2 \geq \ldots \) defined on the same probability space as \( \mathcal{U}(T) \), \( T > 0 \), such that, for each \( T > 0 \), the spectrum of \( \mathcal{U}(T) \) (as an operator on \( L^2(\mathbb{R}_{\geq 0}) \)) consists of eigenvalues \( \exp(T\eta_i/2) \), \( i \in \mathbb{N} \) corresponding to the eigenvectors \( \mathbf{v}_i \), \( i \in \mathbb{N} \), respectively.

The proofs of Propositions 2.2, 2.3, and 2.4 are given in Section 5, and Proposition 2.5 is established in Section 7.

Our interest in the operators \( \mathcal{U}(T) \), \( T > 0 \), is based on their appearance in the \( N \to \infty \) edge limit of the matrix \( M_N \) and its submatrices. More specifically, let \( \mathcal{S} \) denote the set of all locally integrable functions \( f \) on \( \mathbb{R}_{\geq 0} \) which grow subexponentially fast at infinity (that is, for which there exists a \( \delta > 0 \) such that \( f(x) = O(\exp(x^{1-\delta})) \) as \( x \to \infty \)). Further, for any \( N \in \mathbb{N} \) and \( f \in \mathcal{S} \), write \( \pi_N f \) for the vector in \( \mathbb{R}^N \) with components \( \frac{N}{6} \int_{N-1/3}^{N-1/3} f(x) \, dx \), \( i = 1, 2, \ldots, N \) and \( (\pi_N f)' \) for its transpose. In addition, define the \( N \times N \) matrix

\[
\mathcal{M}(T, N) = \frac{1}{2} \left( \left( \frac{M_N}{2\sqrt{N}} \right)^{[TN^2/3]} + \left( \frac{M_N}{2\sqrt{N}} \right)^{[TN^2/3]-1} \right).
\]

Theorem 2.1. Under the Assumption 2.1 we have

\[
\lim_{N \to \infty} \mathcal{M}(T, N) = \mathcal{U}(T), \quad T \geq 0,
\]

in the following senses.

(a) Weak convergence: For any \( f, g \in \mathcal{S} \) and \( T \geq 0 \), we have

\[
\lim_{N \to \infty} (\pi_N f)' \mathcal{M}(T, N) (\pi_N g) = \int_{\mathbb{R}_{\geq 0}} (\mathcal{U}_A(T)f)(x) g(x) \, dx
\]

in distribution and in the sense of moments.
(b) Convergence of traces: For any $T \geq 0$ we have

$$\lim_{N \to \infty} \text{Trace}(\mathcal{M}(T,N)) = \text{Trace}(\mathcal{U}(T))$$

in distribution and in the sense of moments.

(c) The convergences in parts (a) and (b) also hold jointly for any finite collection of $T$’s, $f$’s, and $g$’s.

The convergence in distribution in part (c) is joint with the following limit in distribution with respect to the Skorokhod topology:

$$(2.7) \quad W(a) = \sqrt{\beta} \lim_{N \to \infty} N^{-1/6} \sum_{n=N^{-[N^{1/3}a]}}^{N} \left( \xi(n) + \frac{a(n)}{2} \right), \quad a \geq 0,$$

where $W$ is the Brownian motion from the definition of $\mathcal{U}(T)$.

The proof of Theorem 2.1 is given in Section 4.3.

Remark 2.2. We recall that, for deterministic operators, weak convergence together with the convergence of their traces imply other stronger forms of convergence, in particular, the convergence in the trace-class norm, see e.g. [Si2, Section 2]. Yet, when we speak about the convergence of finite-dimensional distributions of random operators, sticking to the statements (a) and (b) seems quite natural.

Remark 2.3. Fix a (possibly unbounded) interval $\mathcal{A} \subset \mathbb{R}_{\geq 0}$, consider for each $T > 0$ the following kernel on $\mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0}$:

$$(2.8) \quad K_{\mathcal{A}}(x,y;T) = \frac{1}{\sqrt{2\pi T}} \exp\left(-\frac{(x-y)^2}{2T}\right)$$

$$\cdot \mathbb{E}_{B^x,y} \left[ 1_{\{\forall t: B^x,y(t) \in \mathcal{A}\}} \exp\left(-\frac{1}{2} \int_0^T B^x,y(t) \, dt + \frac{1}{\sqrt{\beta}} \int_0^\infty \lambda_a(B^x,y) \, dW(a) \right) \right],$$

and define $\mathcal{U}_{\mathcal{A}}(T), \ T > 0$, as the integral operators on $\mathbb{R}_{\geq 0}$ with kernels $K_{\mathcal{A}}(x,y;T), \ T > 0$, respectively. Let $M_{N,\mathcal{A}}$ be the restriction of $M_N$ onto $\mathcal{A}$, so that the $(i,j)$-th entry of $M_{N,\mathcal{A}}$ is equal to that of $M_N$ if $\frac{N-i+1/2}{N^{1/3}}, \frac{N-j+1/2}{N^{1/3}}$ belong to $\mathcal{A}$ and zero otherwise. Set

$$\mathcal{M}(T,\mathcal{A},N) = \frac{1}{2} \left( \left( \frac{M_{N,\mathcal{A}}}{2\sqrt{N}} \right)^{[TN^{2/3}]} + \left( \frac{M_{N,\mathcal{A}}}{2\sqrt{N}} \right)^{[TN^{2/3}]-1} \right).$$
Then Theorem 2.1 can be generalized (and the proof remains the same with very minor modifications) to the convergence
\[ \lim_{N \to \infty} \mathcal{M}(T, A, N) = \mathcal{U}_A(T), \quad T \geq 0, \]
which also holds jointly for finitely many \( A \)'s. The same remark applies to Corollary 2.1 below.

The convergence of the traces \( \text{Trace}(\mathcal{M}(T, N)) \) as \( N \to \infty \) implies the convergence of the eigenvalues of \( M_N \) in the same limit. Let \( \lambda_{1,N} \geq \lambda_{2,N} \geq \cdots \geq \lambda_{N,N} \) denote the eigenvalues of the matrix \( N^{1/6}(M_N - 2\sqrt{N}) \).

**Corollary 2.1.** In the notations of Proposition 2.5, one has the convergence in distribution

\[ (2.9) \quad \sum_{i=1}^{N} e^{T\lambda_{i,N}/2} \longrightarrow_{N \to \infty} \sum_{i=1}^{\infty} e^{T\eta_i/2} = \text{Trace}(\mathcal{U}(T)) \]

jointly for finitely many \( T \)'s. Therefore, one also has

\[ (2.10) \quad \lambda_{i,N} \longrightarrow_{N \to \infty} \eta_i \]

jointly for finitely many \( i \)'s.

**Remark 2.4.** If we replace \( M_N \) by \(-M_N\) in the definition of \( \mathcal{M}(T, N) \), then limit theorems for traces, similar to Theorem 2.1(b) and Corollary 2.1, will hold for this new object (see Remark 4.5 for more details). The latter give the asymptotics of the smallest eigenvalues of \( M_N \). Interestingly, while for the variance constants \( s_a, s_\xi \) corresponding to the Gaussian \( \beta \) ensemble, the limits of the largest and the smallest eigenvalues are independent, this is not true in general.

The proof of Corollary 2.1 is given in Section 6.

Let us compare our results with the previous work on the subject. An alternative derivation of the edge limit theorem and another interpretation of the limits \( \eta_i \) were given in [RRV]. There, the authors make sense of the stochastic Airy operator \( \text{SAO}_\beta \)

\[ \text{SAO}_\beta = -\frac{d^2}{da^2} + a + \frac{2}{\sqrt{\beta}} W'(a) \]
on $L^2(\mathbb{R}_{\geq 0})$ with a Dirichlet boundary condition at zero by appropriately defining an orthonormal basis of its eigenfunctions and the corresponding eigenvalues $-\eta_i^2$, $i \in \mathbb{N}$ (see [RRV, Section 2], and also [Bi], [Mi]). In addition, they show that the leading eigenvalues of $M_N$ (and the corresponding eigenvectors) converge to the leading eigenvalues (eigenvectors) of $SAO_\beta$. Note that, since the white noise $W'(a)$, $a \geq 0$ is a generalized function, special care is required in defining the operator $SAO_\beta$.

**Corollary 2.2.** For any $T \geq 0$, define $e^{-\frac{T}{2}SAO_\beta}$ as the unique operator on $L^2(\mathbb{R}_{\geq 0})$ with the same orthonormal basis of eigenfunctions as $SAO_\beta$ and the corresponding eigenvalues $e^{T\eta_i^2}/2 \geq e^{T\eta_2^2}/2 \geq \cdots$. If one couples $e^{-\frac{T}{2}SAO_\beta}$ with $U(T)$ by identifying the Brownian motions $W$ in their respective definitions, then for each $T \geq 0$, the operators $e^{-\frac{T}{2}SAO_\beta}$ and $U(T)$ coincide with probability one.

The proof of Corollary 2.2 is given in Section 7. Proposition 2.3 and Corollary 2.2 lead to the name stochastic Airy semigroup for the operators $U(T)$, $T \geq 0$.

The relationship between $SAO_\beta$ and the operators $U(T)$, $T > 0$, can be viewed as a variant of the Feynman-Kac formula for Schroedinger operators (see e.g. [Si1, Section 6, equation (6.6)] for the case when the potential is a deterministic function). However, since in the case of $SAO_\beta$ the potential is given by the generalized function $a + \frac{2}{\sqrt{\beta}}W'(a)$, such a result seems to be beyond the scope of the previous literature. A notable exception is the “zero temperature case” $\beta = \infty$ which falls into the framework of the usual Feynman-Kac formula. In that case, a path transformation argument allows to recast the Feynman-Kac identity

$$\text{Trace}(U(T)) = \frac{1}{\sqrt{2\pi T}} \int_0^\infty E_{B^x,x} \left[ 1\{\forall t: B^x,x(t) \geq 0\} \exp \left( -\frac{1}{2} \int_0^T B^x,x(t) \, dt \right) \right] \, dx$$

for the trace of $U(T)$ as

$$\text{Trace}(U(T)) = \frac{\sqrt{2}}{\pi} T^{-3/2} E \left[ \exp \left( -\frac{T^{3/2}}{2} \int_0^1 \epsilon(t) \, dt \right) \right]$$

where $\epsilon$ is a standard Brownian excursion on the time interval $[0, 1]$ (see the proof of Proposition 2.7 for the details). Since $SAO_\infty$ is the deterministic Airy operator, the latter formula is the well-known series representation for
the Laplace transform of the Brownian excursion area \( \int_0^1 \epsilon(t) \, dt \) (see e.g. [Ja, Section 13]).

Let us also remark that [Bl, Appendix A] transforms \( SAO_\beta \) to a classical Sturm-Liouville operator. It would be interesting (but possibly challenging) to compare the Feynman–Kac semigroup for this operator with our \( U(T) \).

We now turn to the special value \( \beta = 2 \), in which case the edge asymptotics is much better understood. In particular, there exist formulas for the moments of the limiting traces of the form (2.9). The first moment admits a particularly simple formula and is given (in our notation) by the following proposition from [Ok].

**Proposition 2.6** ([Ok, Section 2.6.1]). Take \( \beta = 2 \). Then, for all \( T > 0 \),

\[
\mathbb{E} \left[ \text{Trace}(U(T)) \right] = \mathbb{E} \left[ \sum_{i \geq 1} e^{T \eta_i/2} \right] = \sqrt{\frac{2}{\pi}} T^{-3/2} e^{T^3/96}.
\]

On the other hand, our expression for the kernel \( K(x, y; T) \) and a suitable path transformation allow to write the same trace in terms of a functional of a standard Brownian excursion \( \epsilon \) on the time interval \([0, 1]\).

**Proposition 2.7.** For all \( T > 0 \),

\begin{equation}
\mathbb{E} \left[ \text{Trace}(U(T)) \right] = \mathbb{E} \left[ \sum_{i \geq 1} e^{T \eta_i/2} \right] = \sqrt{\frac{2}{\pi}} T^{-3/2} \mathbb{E} \left[ \exp \left( -\frac{T^{3/2}}{2} \int_0^1 \epsilon(t) \, dt + \frac{T^{3/2}}{2 \beta} \int_0^\infty (l_y)^2 \, dy \right) \right],
\end{equation}

where \( \epsilon \) is a standard Brownian excursion on the time interval \([0, 1]\), and each \( l_y \) is the total local time of \( \epsilon \) at level \( y \).

The proof of Proposition 2.7 is given in Section 7.

Comparing Propositions 2.6 and 2.7 one obtains the following corollary of independent interest.

**Corollary 2.3.** Let \( \epsilon \) be a standard Brownian excursion on the time interval \([0, 1]\) and, for each \( y \geq 0 \), let \( l_y \) be the total local time of \( \epsilon \) at level \( y \). Then,

\begin{equation}
\int_0^1 \epsilon(t) \, dt - \frac{1}{2} \int_0^\infty (l_y)^2 \, dy
\end{equation}
is a Gaussian random variable of mean 0 and variance $\frac{1}{12}$.

The proof of Corollary 2.3 is given in Section 7. To the best of our knowledge, Corollary 2.3 is new and did not appear previously in the path transformation literature. However, it has been established in that literature (see [Je], [BY], [CSY, Theorem 2.1]) that the two terms in (2.12) have the same distribution. In particular, this implies that the expectation of the random variable in (2.12) indeed equals to 0. After this work was finished and posted on the arXiv, an alternative derivation of Corollary 2.3 (not relying on the random matrix theory) was found in [H].

Proposition 2.7 also gives a partial explanation for the special role that the value $\beta = 2$ plays. Indeed, expanding the last exponential function in (2.11) into a power series we get

\begin{equation}
\mathbb{E}\left[\text{Trace}(U(T))\right] = \sqrt{\frac{2}{\pi}} T^{-3/2} - \frac{1}{2\sqrt{2\pi}} \mathbb{E}\left[ \int_0^1 \mathcal{E}(t) \, dt - \frac{1}{\beta} \int_0^\infty (l_y)^2 \, dy \right] 
+ \frac{1}{4\sqrt{2\pi}} T^{3/2} \mathbb{E}\left[ \left( \int_0^1 \mathcal{E}(t) \, dt - \frac{1}{\beta} \int_0^\infty (l_y)^2 \, dy \right)^2 \right] + \cdots.
\end{equation}

In particular, $\beta = 2$ is the only case in which the second term in the expansion (2.13) vanishes.

3. Combinatorics of high powers of symmetric tridiagonal matrices. In this section, we give a sketch of the proof of Theorem 2.1 and, in particular, explain how the Brownian bridges $B^{x,y}$ and the Brownian motion $W$ in the definition of the kernel $K(x,y;T)$ arise in the study of high powers of the matrix $M_N$. The technical estimates required to justify the steps of this sketch are then presented in Section 4 below, culminating in the complete proof of the theorem in Section 4.3.

Our aim is to study the matrix elements and the trace of a high power of the matrix $M_N$. By definition,

\begin{equation}
(M_N)^k[i,i'] = \sum M_N[i_0,i_1] M_N[i_1,i_2] \cdots M_N[i_{k-2},i_{k-1}] M_N[i_{k-1},i_k],
\end{equation}

where the sum is taken over sequences of integers $i_0, i_1, \ldots, i_k$ in $\{1, 2, \ldots, N\}$ such that $i_0 = i$, $i_k = i'$, and $|i_j - i_{j-1}| \leq 1$ for all $j = 1, 2, \ldots, k$. Hereby, the factors of the form $M_N[m,m+1]$ or $M_N[m,m-1]$ (given by $b(m) = \sqrt{m + \xi(m)}$) are given by $\sqrt{m}$ at the leading order in $m$, whereas factors of the form $M_N[m,m]$ (given by $a(m)$) are of order 1 in $m$. 
We are interested in \( M(T, N) \) and take first \( k = \lfloor T N^{2/3} \rfloor \). Throughout the argument we assume that \( k \) is even, with the odd case being very similar. Let us consider the sequences in (3.1) without “horizontal” segments \( i_{j-1} = i_j \). Note that we need to assume that \( i - i' \) is even, as otherwise the sum is empty. With the notation \( a \land b \) for \( \min(a, b) \), the corresponding part of the sum in (3.1) is

\[
(3.2) \quad (2\sqrt{N})^k \cdot \frac{1}{2^k} \sum_{1 \leq i_0,i_1,\ldots,i_k \leq N \atop |i_j - i_{j+1}| = 1 \text{ for all } j \atop i_0 = i, i_k = i'} \prod_{l=1}^k \frac{\sqrt{i_l \land i_{l-1}}}{\sqrt{N}} \left( 1 + \frac{\xi(i_l \land i_{l-1})}{\sqrt{i_l \land i_{l-1}}} \right).
\]

The prefactor \( (2\sqrt{N})^k \) corresponds to the scaling under which the limiting spectral interval is \([-1, 1]\). It is also precisely the normalization of \( M_N \) used in the definition of \( M(T, N) \), and we need to identify the \( N \to \infty \) limit of the rest of the expression in (3.2).

Write \( i^* \) for \( \min(i_0, i_1, \ldots, i_k) \). It is not hard to see that the contribution of the sequences with \( N - i^* N^{1/3} \to \infty \) to the sum in (3.2) becomes negligible in the limit, so that one can restrict the attention to sequences with \( \limsup_{N \to \infty} N - i^* N^{1/3} < \infty \). In particular, we choose \( i, i' \) such that

\[
x := \lim_{N \to \infty} \frac{N - i}{N^{1/3}} < \infty, \quad y := \lim_{N \to \infty} \frac{N - i'}{N^{1/3}} < \infty.
\]

Note further that we are summing over the trajectories of a simple random walk bridge with \( k \) steps connecting \( i \) to \( i' \) (that is, a simple random walk with \( k \) steps conditioned on having the prescribed endpoints). Our aim is to prove that the normalized sum converges to an integral with respect to the law of the Brownian bridge connecting \( x \) to \( y \).

Each summand in (3.2) can be trivially rewritten as

\[
(3.3) \quad \exp \left( \frac{1}{2} \sum_{l=1}^k \log \left( 1 - \frac{N - i_l \land i_{l-1}}{N} \right) + \sum_{l=1}^k \log \left( 1 + \frac{\xi(i_l \land i_{l-1})}{\sqrt{i_l \land i_{l-1}}} \right) \right).
\]

For terms with \( \limsup_{N \to \infty} N - i^* N^{1/3} < \infty \), the arguments of the logarithms in the first sum are close to 1, and one can use the formula \( \log (1 + z) \approx z \) (here, \( z \) is of the order \( N^{-2/3} \), and there are order \( N^{2/3} \) summands). Similarly, for the logarithms in the second sum, consider the Taylor expansion

\[
\log \left( 1 + \frac{\xi(i_l \land i_{l-1})}{\sqrt{i_l \land i_{l-1}}} \right) = \frac{\xi(i_l \land i_{l-1})}{\sqrt{i_l \land i_{l-1}}} - \frac{1}{2} \frac{\xi(i_l \land i_{l-1})^2}{i_l \land i_{l-1}} + \cdots
\]
and note that already the second term is of order $N^{-1}$ (in expectation). Since there are order $N^{2/3}$ summands, only the first term can contribute to the $N \to \infty$ limit. Consequently, in that limit the expression from (3.3) can be replaced by

$$(3.4) \quad \exp \left( -\frac{1}{2N} \sum_{l=1}^{k} (N - i_l \wedge i_{l+1}) + \sum_{l=1}^{k} \frac{\xi(i_l \wedge i_{l-1})}{\sqrt{i_l \wedge i_{l-1}}} \right).$$

At this stage, we observe that

$$(3.5) \quad \sum_{l=1}^{k} \frac{\xi(i_l \wedge i_{l-1})}{\sqrt{i_l \wedge i_{l-1}}} = \sum_{h=i^*}^{N} \frac{\xi(h)}{\sqrt{h}} \left| \{ l : i_l \wedge i_{l-1} = h \} \right|.$$

A typical trajectory of a simple random walk bridge with $k$ steps connecting $i$ to $i'$ visits an order of $k^{1/2}$ sites, and the corresponding “occupation times” $\left| \{ l : i_l \wedge i_{l-1} = h \} \right|$ are of the order $k^{1/2}$. Therefore, for every such trajectory, the sum on the right-hand side of (3.5) is a sum of independent random variables with means of orders $o(h^{-2/3}k^{1/2}) = o(N^{-1/3})$ and variances of orders $O(h^{-1}k) = O(N^{-1/3})$. Since there are an order of $N^{1/3}$ summands, the limit of the sum is given by the Central Limit Theorem. More specifically, the described random walk bridge converges in the limit $N \to \infty$ to a standard Brownian bridge on $[0, T]$ connecting $x$ to $y$, its occupation times normalized by $N^{1/3}$ converge to the local times of the Brownian bridge, and so the variance of the limiting centered Gaussian random variable comes out to $s_\xi^2 \int_0^\infty L_a(B^{x,y})^2 \, da$ (see Assumption 2.1 (b) and (2.4) for the notations).

That random variable can be written more explicitly as

$$s_\xi \int_0^\infty L_a(B^{x,y}) \, dW_\xi(a),$$

where the Brownian motion $s_\xi W_\xi(a)$ is the limit of $N^{-1/6} \sum_{h=N-\lfloor N^{1/3}a \rfloor}^{N} \xi(h)$.

Next, by a standard application of Stirling’s formula we find that the number of random walk bridges of length $k = \lfloor TN^{2/3} \rfloor$ connecting $i$ to $i'$ behaves asymptotically as $2^k N^{-1/3} \sqrt{\frac{2}{\pi T}} e^{-(x-y)^2/(2T)}$. Since the expression in (3.2) can be viewed as a multiple of the expectation of a functional with respect to the law of such a random walk bridge, its asymptotic behavior is given by the same multiple of the corresponding functional of the Brownian
bridge $B^{x,y}$:
\[
(2\sqrt{N})^k N^{-1/3} \sqrt{\frac{2}{\pi T}} e^{-(x-y)^2/(2T)} \cdot \mathbb{E}_{B^{x,y}} \left[ \mathbf{1}_{\{\forall t: B^{x,y}(t) \geq 0\}} \exp \left( -\frac{1}{2} \int_0^T B^{x,y}(t) \, dt + s_{\xi} \int_0^{\infty} L_a(B^{x,y}) \, dW(a) \right) \right].
\]

Next, we turn to the sequences in (3.1) which have horizontal segments. We still work with an even $k$ and write $2n$ for the number of horizontal segments. The corresponding sequences can be thought of as follows: take a sequence of length $k - 2n$ with no horizontal segments and insert $2n$ horizontal segments at arbitrary spots. To analyze the effect of such insertion we start with the case $n = 1$. The corresponding part of the sum in (3.1), normalized by $(2\sqrt{N})^k$, is given by
\[
\frac{1}{2^{k-2}} \sum_{1 \leq i_0, i_1, \ldots, i_{k-2} \leq N \text{ for all } j} \prod_{l=1}^{k-2} \frac{\sqrt{i_l \wedge i_{l-1}}}{\sqrt{N}} \left( 1 + \frac{\xi(i_l \wedge i_{l-1})}{\sqrt{i_l \wedge i_{l-1}}} \right) \cdot \left( \frac{1}{(2\sqrt{N})^2} \sum_{0 \leq j \leq l \leq k-2} a(i_j) a(i_l) \right).
\]

The last factor can be written as the sum of $\frac{1}{2} \frac{1}{(2\sqrt{N})^2} \left( \sum_{j=0}^{k-2} a(i_j) \right)^2$ and $\frac{1}{2} \frac{1}{(2\sqrt{N})^2} \sum_{j=0}^{k-2} a(i_j)^2$. An analysis as for the left-hand side of (3.5) shows that the first term tends to $\frac{1}{2} \frac{1}{(2\sqrt{N})^2} \left( \sum_{j=0}^{k-2} a(i_j) \right)^2$ times the square of a Gaussian random variable with mean 0 and variance $\frac{s_{\xi}^2}{4} \int_0^{\infty} L_a(B^{x,y})^2 \, da$, which we write as
\[
\frac{s_{\xi}^2}{2} \int_0^{\infty} L_a(B^{x,y})^2 \, dW(a).
\]

Here, the Brownian motion $s_{\xi} W_a(a)$ is the limit of $N^{-1/6} \sum_{h=N^{-1/3} a_j}^{N} a(h)$. The second term is of order $O(N^{-1/3}) = O(N^{-1/3})$ (in expectation), and so negligible in the limit $N \to \infty$.

Similarly, for any number $2n$ of horizontal segments, their leading order contribution is a factor of
\[
\frac{1}{(2n)! (2\sqrt{N})^{2n}} \left( \sum_{j=0}^{k-2n} a(i_j) \right)^{2n} \sim \frac{1}{(2n)!} \left( \frac{s_{\xi}^2}{2} \int_0^{\infty} L_a(B^{x,y}) \, dW(a) \right)^{2n}.
\]
At this point, we add \((M_N)^{k-1}[i, i']\) (as in the definition of \(\mathcal{M}(T, N)\)) and recall that \(k - 1\) is odd. Treating \((M_N)^{k-1}[i, i']\) exactly in the same way as \((M_N)^k[i, i']\), only changing the even number of horizontal segments to an odd number \(2n - 1\) of horizontal segments, we conclude that the leading order contributions of the latter combine to

\[
\sum_{n=1}^{\infty} \frac{1}{(2n-1)!} \left( \frac{s_a}{2} \int_0^{\infty} L_a(B^{x,y}) \, dW_a(a) \right)^{2n-1} + \sum_{n=0}^{\infty} \frac{1}{(2n)!} \left( \frac{s_a}{2} \int_0^{\infty} L_a(B^{x,y}) \, dW_a(a) \right)^{2n} = \exp \left( \frac{s_a}{2} \int_0^{\infty} L_a(B^{x,y}) \, dW_a(a) \right).
\]

Putting everything together we obtain the asymptotics

\[
\frac{1}{2} \left( \left( \frac{M_N}{2\sqrt{N}} \right)^k + \left( \frac{M_N}{2\sqrt{N}} \right)^{k-1} \right)[i, i'] \sim N^{-1/3} \sqrt{\frac{1}{2\pi T}} e^{-\frac{(x-y)^2}{2T}}
\]

\[
\mathbb{E}_{B^{x,y}} \left[ 1_{\{\forall t: B^{x,y}(t) \geq 0\}} \cdot \exp \left( -\frac{1}{2} \int_0^{T} B^{x,y}(t) \, dt + \int_0^{\infty} L_a(B^{x,y})(s_\xi dW_\xi(a) + \frac{s_a}{2} dW_a(a)) \right) \right].
\]

To complete the derivation of the kernel \(K(x, y; T)\) it remains to recall from Assumption 2.1 that \(s_\xi^2 + s_a^2 = \frac{1}{3}\) and to set \(W = \sqrt{\beta} \left( s_\xi W_\xi + \frac{s_a}{2} W_a \right)\). Theorem 2.1 now follows by summing (3.6) over the relevant indices \(i, i'\) and replacing the sums by the integrals they approximate. Finally, for odd \(i - i'\), one only needs to interchange the roles of even and odd powers of \(M_N\).

4. Towards a rigorous proof.

4.1. Convergence of random walk bridges and their local times. In this subsection, we present the main technical ingredients needed to justify the arguments of Section 3.

We use the following set of notations. Let \(x, y \in \mathbb{R}, N \in \mathbb{N}, \) and \(\tilde{T} > 0\) be such that \(\tilde{T} N^{2/3}\) is an integer with parity of \([N - N^{1/3}x] - [N - N^{1/3}y]\). We write

\[
X^{x, y; N, \tilde{T}} := \left( X^{x, y; N, \tilde{T}}(0), X^{x, y; N, \tilde{T}}(N^{-2/3}), \ldots, X^{x, y; N, \tilde{T}}(\tilde{T}) \right)
\]

denotes the simple random walk bridge connecting \([N - N^{1/3}x]\) to \([N - N^{1/3}y]\) in \(\tilde{T} N^{2/3}\) steps of size \(\pm 1\). More specifically, the trajectory of \(X^{x, y; N, \tilde{T}}\) is chosen
uniformly at random among all trajectories of the type described. We further define \( X^{x,y;N,T}(t) \) for all \( t \in [0, \tilde{T}] \) by linear interpolation. Finally, for \( h \in \mathbb{R} \), we introduce the (normalized) occupation times

\[
L_h(X^{x,y;N,T}) = N^{-1/3} \left\{ t \in [0, \tilde{T}] : X^{x,y;N,T}(t) = N - N^{1/3}h \right\}, \quad h \in \mathbb{R}.
\]

The next proposition provides a coupling of the quantities \( L_h(X^{x,y;N,T}) \), \( h \in \mathbb{R} \) with their continuous analogues, the local times of a Brownian bridge.

**Proposition 4.1.** Fix \( x,y \in \mathbb{R} \). Let \( T_N, N \in \mathbb{N} \) be a sequence of reals such that \( \sup_N |T_N - T| N^{2/3} < \infty \) for some \( T > 0 \), \( T_N N^{2/3} \in \mathbb{N} \) for all \( N \), and \( T_N N^{2/3} \) has the same parity as \( \lfloor N - N^{1/3}x \rfloor - \lfloor N - N^{1/3}y \rfloor \). Then, there exists a probability space supporting a sequence of random walk bridges \( X^{x,y;N,T_N}, N \in \mathbb{N} \), a standard Brownian bridge \( B^{x,y} \) on \([0,T] \) connecting \( x \) to \( y \), and a real random variable \( C \) such that for all \( N \in \mathbb{N} \):

\[
\begin{align*}
(4.1) \quad & \sup_{h \in \mathbb{R}} \left| L_h(X^{x,y;N,T_N}) - L_h(B^{x,y}) \right| \leq C N^{-1/16}, \\
(4.2) \quad & \sup_{0 \leq t \leq T_N/T} \left| N^{-1/3}(N - X^{x,y;N,T_N}(t)) - B^{x,y}(t) \right| \leq C N^{-1/3} \log N.
\end{align*}
\]

Strong invariance principles similar to Proposition 4.1 can be found in the literature, cf. [Bo, Remark 1.3], [CR, Theorem 2.2.4] for the case of random walks and [Kh, Theorem 2] for the case of bridges of compensated Poisson processes. The proof of Proposition 4.1 is given in the appendix [GoShB] and is based on a coupling constructed in [LTF] and a lemma from [BK2].

Proposition 4.1 describes the typical behavior of the random walk bridges \( X^{x,y;N,T_N}, N \in \mathbb{N} \) and the associated occupation times \( L_h(X^{x,y;N,T_N}), h \in \mathbb{R}, N \in \mathbb{N} \). Next, we complement it by some estimates on the tail behavior of these quantities. To this end, for each \( x,y \in \mathbb{R}, N \in \mathbb{N} \), and \( T_0 > 0 \), we write \( T(x,y;N,T_0) \) for the set of \( \tilde{T} \in [0,T_0) \) such that \( \tilde{T} N^{2/3} \) is an integer of the same parity as \( \lfloor N - N^{1/3}x \rfloor - \lfloor N - N^{1/3}y \rfloor \).

**Proposition 4.2.** For every \( T_0 > 0 \) and \( \theta \in \mathbb{R} \), one has the uniform integrability estimate

\[
(4.4) \quad \sup_{N \in \mathbb{N}} \sup_{\tilde{T} \in T(x,y;N,T_0)} \mathbb{E} \left[ \exp \left( \theta N^{-2/3} \sum_{i=0}^{\tilde{T} N^{2/3}} N^{-1/3} \left( N - X^{x,y;N,\tilde{T}}(iN^{-2/3}) \right) \right) \right] < \infty
\]

uniformly on compact sets in \( x,y \).
Proposition 4.3. For every $T_0 > 0$, $1 < p < 3$, and $\theta > 0$, one has the uniform integrability estimate

$$\sup_{N \in \mathbb{N}} \sup_{\tilde{T} \in \mathcal{T}(x,y;N,T_0)} \mathbb{E} \left[ \exp \left( \theta N^{-1/3} \sum_{h \in N^{-1/3} \mathbb{Z}} L_h(X^{x,y;N,\tilde{T}})^p \right) \right] < \infty$$

uniformly on compact sets in $x$, $y$.

Remark 4.1. The trivial estimate of $L_h(X^{x,y;N,\tilde{T}})$ by

$$L_{N^{2/3} - N^{-1/3} \lfloor N^{-1/3} h \rfloor} \left( X^{x,y;N,\tilde{T}} \right) + L_{N^{2/3} - N^{-1/3} \lceil N^{-1/3} h \rceil} \left( X^{x,y;N,\tilde{T}} \right)$$

for $h \in \mathbb{R}$ shows that (4.5) continues to hold if one replaces the summation over $h \in N^{-1/3} \mathbb{Z}$ by the summation over $h \in c + N^{-1/3} \mathbb{Z}$ for some $c \in \mathbb{R}$.

Proof of Proposition 4.2. Define the random walk bridge

$$\tilde{X}^{x,y;N,\tilde{T}}(t) := N^{-1/3} \left( N - X^{x,y;N,\tilde{T}}(t) \right), \quad t \in [0, \tilde{T}]$$

and note that its endpoints $x_N$, $y_N$ satisfy $|x_N - x| \leq N^{-1/3}$, $|y_N - y| \leq N^{-1/3}$. Moreover, due to the symmetry properties of random walk bridges, we may assume without loss of generality that $\theta > 0$ and $x_N \leq y_N$. We also observe that the random variable inside the expectation in (4.4) can be bounded from above by $e^{\theta (T_0 + N^{-2/3}) \tilde{M}(N,\tilde{T})}$ where $\tilde{M}(N,\tilde{T})$ is the maximum of $\tilde{X}^{x,y;N,\tilde{T}}$, that is, $\tilde{M}(N,\tilde{T}) = \max_{t \in [0,\tilde{T}]} \tilde{X}^{x,y;N,\tilde{T}}(t)$. Since a bridge with a larger endpoint has a higher probability of going up at all sites (resulting in a monotone coupling between bridges with different endpoints), we may assume further that $x_N \in \{y_N - N^{-1/3}, y_N\}$, with the choice depending on the parity of $\tilde{T} N^{2/3}$. We focus on the case that $\tilde{T} N^{2/3}$ is even and $y_N = x_N$, and the other case can be dealt with similarly.

In order to upper bound the exponential moments of $\tilde{M}(N,\tilde{T})$, we view $\tilde{X}^{x,y;N,\tilde{T}}$ as a simple symmetric random walk $\tilde{X}^{x;N,\tilde{T}}$ with steps $\pm N^{-1/3}$, started at $x_N$ and conditioned to also end at $x_N$. The reflection principle for simple symmetric random walks gives for $i \in \mathbb{Z}$, $i N^{-1/3} \geq x_N$, and with
the notations $\Xi := \tilde{T}N^{2/3}/2$, $\tau := N^{1/3}\tau_N$, 

\begin{equation}
\mathbb{P}(\tilde{M}(N,N) = iN^{-1/3})
= \mathbb{P}(\tilde{X}^{x,N,T}(\tilde{T}) = 2iN^{-1/3} - x_N) - \mathbb{P}(\tilde{X}^{x,N,T}(\tilde{T}) = 2N^{-1/3}(i+1) - x_N)
\end{equation}

= \left(\frac{2\tau}{\Xi + i - \tau} - \frac{2\tau}{\Xi + i + 1 - \tau}\right)\frac{\Xi!\Xi!}{\Xi + i - \tau)! (\Xi + i + 1)! (\Xi - i + \tau)! (\Xi - i + 1)!}.

At this point, using standard estimates on the factorials based on the Stirling’s formula for the last expression in (4.6), one sees that for each $0 < p < 2$ and $\theta > 0$:

\begin{equation}
\sup_{N \in \mathbb{N}} \mathbb{E} \left[e^{\theta \tilde{M}(N,N)^p}\right] < \infty.
\end{equation}

Our proof of Proposition 4.3 relies on an identity in distribution from [AFP] relating the maximal occupation time of $X^{x,y;N,T}$ to the range of $X^{x,y;N,T}$. The latter builds on the concepts of quantile and Vervaat transforms from [AFP] and [Ver], respectively.

**Definition 4.1 (Quantile transform).** For a sequence $i_0, i_1, \ldots, i_k$ with $|i_l - i_{l-1}| = 1$ for all $l$, let $\kappa$ be the unique permutation of $\{1, 2, \ldots, k\}$ such that, for all $1 \leq l_1 < l_2 \leq k$, either $i_{\kappa(l_1)} - 1 < i_{\kappa(l_2)} - 1$, or $i_{\kappa(l_1)} - 1 = i_{\kappa(l_2)} - 1$ and $\kappa(l_1) < \kappa(l_2)$. Then, the quantile transform $q_0, q_1, \ldots, q_k$ of $i_0, i_1, \ldots, i_k$ is defined by $q_0 = 0$,

\begin{equation}
q_l = \sum_{l_1=1}^{l} (i_{\kappa(l_1)} - i_{\kappa(l_1)-1}), \quad l = 1, 2, \ldots, k.
\end{equation}

In words: the quantile transform $q_0, q_1, \ldots, q_k$ is obtained by starting at 0 and consecutively adding the increments of $i_0, i_1, \ldots, i_k$ in the non-decreasing order of the values they originate from in $i_0, i_1, \ldots, i_k$, with the increments originating from the same value in $i_0, i_1, \ldots, i_k$ being added in chronological order. We refer to [AFP, Figure 1] for an illustration.

Using the construction of Definition 4.1 for the random walk bridge $X^{x,y;N,T}$ we find the permutation $\kappa$ of $\{1, 2, \ldots, \tilde{T}N^{2/3}\}$ such that, for all $1 \leq l_1 <
In words: the Vervaat transform \(v\) is defined by

\[
X_{V}(4.11)
\]

by splitting the path associated with \(\vartheta\) and write

\[
X_{V}(4.10)
\]

\(\mod\) for an illustration.

Executing the construction of Definition 4.2 for \(X_{V}\) we let

\[
X_{V}(4.12)
\]

\(\mod\) \(T\) \(N^{2/3}\)\) and \(\kappa(1) < \kappa(l_2)\). The quantile transform \(Q_{V}\) of \(X_{V}\) is then given by \(Q_{V}(0) = 0\),

\[
Q_{V}(lN^{-2/3}) = \sum_{l_1=1}^{l} \left( X_{x,y;N,T}(\kappa(l_1)N^{-2/3}) - X_{x,y;N,T}(\kappa(l_1)N^{-2/3}) \right),
\]

\[
l = 1, 2, \ldots, T N^{2/3}.
\]

**Definition 4.2 (Vervaat transform).** For a sequence \(i_0, i_1, \ldots, i_k\) with \(|i_l - i_{l-1}| = 1\) for all \(l\), let

\[
l^* = \min \{ l_1 \in \{ 1, 2, \ldots, k \} : i_{l_2} \geq i_{l_1} \text{ for all } l_2 \}
\]

and write \(\vartheta\) for the permutation of \(\{ 1, 2, \ldots, k \}\) mapping each element \(l_1\) to \(l_1 + l^* \mod k\). Then, the Vervaat transform \(v_0, v_1, \ldots, v_k\) of \(i_0, i_1, \ldots, i_k\)

\[
v_l = \sum_{l_1=1}^{l} \left( i_{\vartheta(l_1)} - i_{\vartheta(l_1) - 1} \right), \quad l = 1, 2, \ldots, k.
\]

In words: the Vervaat transform \(v_0, v_1, \ldots, v_k\) is obtained from \(i_0, i_1, \ldots, i_k\) by splitting the path associated with \(i_0, i_1, \ldots, i_k\) at its first global minimum, attaching the first part of the path to the endpoint of the second part of the path, and shifting the resulting path so that it starts at 0. We refer to [AFP, Figure 17] for an illustration.
Proof of Proposition 4.3. For each \( h \in N^{-1/3} \mathbb{Z} \), we write \( u_{h}^{N,\hat{T}} \) and \( d_{h}^{N,\hat{T}} \) for the numbers of up and down steps of \( X_{x,y;N,\hat{T}} \) originating from \( N - N^{1/3} h \), respectively, and define
\[
(4.14) \quad t_{h}^{N,\hat{T}} = \sum_{N^{-1/3} \mathbb{Z} \ni h_{1} > h} (u_{h_{1}}^{N,\hat{T}} + d_{h_{1}}^{N,\hat{T}}).
\]

Using these and the elementary inequality
\[
(4.15) \quad (a + b)^{c} \leq 2^{c} (a^{c} + b^{c}), \quad a, b, c \geq 0
\]
with \( c = p - 1 \) we obtain
\[
(4.16) \quad \sum_{h \in N^{-1/3} \mathbb{Z}} L_{h} (X_{x,y;N,\hat{T}})^{p} = N^{-p/3} \sum_{h \in N^{-1/3} \mathbb{Z}} (u_{h}^{N,\hat{T}} + d_{h}^{N,\hat{T}})^{p}
\]
\[
\leq N^{-p/3} 2^{p-1} \sum_{h \in N^{-1/3} \mathbb{Z}} \left( (u_{h}^{N,\hat{T}} + d_{h}^{N,\hat{T}}) (u_{h}^{N,\hat{T}})^{p-1} + (u_{h}^{N,\hat{T}} + d_{h}^{N,\hat{T}}) (d_{h}^{N,\hat{T}})^{p-1} \right).
\]

Next, we employ the following combinatorial identity (see [AFP, equation (5.3))):
\[
Q^{N,\hat{T}} (t_{h-N^{-1/3} N^{-2/3}}^{N,\hat{T}}) = u_{h}^{N,\hat{T}} + \left( N - N^{1/3} h - \lfloor N - N^{1/3} x \rfloor \right)_{+}
\]
\[
- \left( N - N^{1/3} h - \lfloor N - N^{1/3} y \rfloor \right)_{+}, \quad h \in N^{-1/3} \mathbb{Z}
\]
(note that in [AFP] the height of the bridge is computed with respect to the minimum of the bridge rather than zero, but this is not important). The latter gives the bound
\[
(4.17) \quad u_{h}^{N,\hat{T}} \leq Q^{N,\hat{T}} (t_{h-N^{-1/3} N^{-2/3}}^{N,\hat{T}}) + N^{1/3} |x - y| + 1, \quad h \in N^{-1/3} \mathbb{Z}.
\]

Moreover, by the combinatorial constraints \( |d_{h-N^{-1/3} N^{-2/3}} - u_{h}^{N,\hat{T}}| \leq 1 \) for all \( h \in N^{-1/3} \mathbb{Z} \), so
\[
(4.18) \quad d_{h}^{N,\hat{T}} \leq Q^{N,\hat{T}} (t_{h-N^{-1/3} N^{-2/3}}^{N,\hat{T}}) + N^{1/3} |x - y| + 2, \quad h \in N^{-1/3} \mathbb{Z}.
\]

Combining (4.16) with \( u_{h}^{N,\hat{T}} + d_{h}^{N,\hat{T}} = t_{h-N^{-1/3} N^{-2/3}}^{N,\hat{T}} - t_{h}^{N,\hat{T}}, \ h \in N^{-1/3} \mathbb{Z} \) and
\textbf{Theorem 2.1.} Consider a sequence of independent \( N \) random variables \( \zeta(x) \), \( x \in \mathbb{Z} \), \( \zeta(x) \geq 0 \), \( \mathbb{E}[\zeta(x)] = 1 \), \( \mathbb{E}[\zeta(x)^2] = \sum_{m=0}^{\infty} \frac{(m+1)^2}{(m+2)!} \), and \( \mathbb{E}[\zeta(x)^3] = \sum_{m=0}^{\infty} \frac{(m+2)(m+1)^3}{(m+3)!} \).

We continue with some auxiliary convergence results that serve as building blocks in the proof of \textbf{Theorem 2.1}. Consider a sequence of independent random variables \( \zeta(m) \), \( m \in \mathbb{N} \) which satisfies the following four conditions:

\begin{align*}
(4.20) \quad & \forall z > 0 : \lim_{N \to \infty} N^{-1/6} \sum_{m=\lfloor N^{1/3} z \rfloor}^{N} \mathbb{E}[\zeta(m)] = 0, \\
(4.21) \quad & \exists s_\zeta \geq 0 : \lim_{N \to \infty} N^{-1/3} \sum_{m=\lfloor N^{1/3} z \rfloor}^{N} \mathbb{E}[\zeta(m)^2] = s_\zeta^2 z, \quad z > 0, \\
(4.22) \quad & \forall z > 0 : \lim_{N \to \infty} N^{-1/2} \sum_{m=\lfloor N^{1/3} z \rfloor}^{N} \mathbb{E}[|\zeta(m)|^3] = 0, \\
(4.23) \quad & \exists C > 0, \quad 0 < \gamma < 2/3 : \quad \mathbb{E} [ |\zeta(m)|^\gamma ] \leq C^\ell \zeta^\ell, \quad m, \ell \in \mathbb{N}.
\end{align*}
Note that (4.20)-(4.23) automatically hold for the choices \( \zeta(m) = a(m) \), \( m \in \mathbb{N} \) and \( \zeta(m) = \xi(m) \), \( m \in \mathbb{N} \) by Assumption 2.1. In other words, (4.20)-(4.23) are somewhat weaker than conditions (a)-(c) of Assumption 2.1. Before proceeding further let us observe the following simple consequences of (4.23).

**Lemma 4.1.** Suppose that for a random variable \( \zeta \) there are constants \( C > 0 \) and \( 0 < \gamma < 2/3 \) such that \( \mathbb{E}[|\zeta|^\ell] \leq C^\ell \ell!^{\gamma} \) for all \( \ell \in \mathbb{N} \). Then, there exist \( C' > 0 \) and \( 2 < \gamma' < 3 \) depending only on \( C \) and \( \gamma \) such that

\[
\mathbb{E}[e^{v\zeta}] \leq \exp \left( v \mathbb{E}[\zeta] + C'(v^2 + |v|\gamma') \right), \quad v \in \mathbb{R},
\]

\[
\mathbb{E}[|1 + v\zeta|^\ell] \leq \exp \left( |v| \ell |\mathbb{E}[\zeta]| + C'(v^2 \ell^2 + |v|\gamma' \ell) \right), \quad v \in \mathbb{R}, \quad \ell \in \mathbb{N}.
\]

**Proof.** The proof of (4.24) follows closely that of [Ve, Lemma 5.5, implication 2. \( \Rightarrow \) 4.]. We make the following assumptions without loss of generality: \( \gamma > 1/2 \); \( \mathbb{E}[\zeta] = 0 \) (otherwise we can apply (4.24) for \( \zeta - \mathbb{E}[\zeta] \) which satisfies the same moment bounds as \( \zeta \), just with \( C \) replaced by \( 2C \)); and \( C = 1 \) (since we can use (4.24) for \( \zeta/C \) when \( C > 1 \)). Under these assumptions, we expand the exponential function on the left-hand side of (4.24) and use the moment bounds for \( \zeta \) together with the estimate \( \ell! \geq \left( \frac{\ell}{e} \right)^\ell \) to get

\[
\mathbb{E}[e^{v\zeta}] \leq 1 + \sum_{\ell=2}^{\infty} \left( \frac{e|v|}{\ell^{1-\gamma}} \right)^\ell.
\]

On the other hand, an expansion of the exponential function on the right-hand side of (4.24) and the bound \( \ell! \leq \ell!^{\gamma} \) yield

\[
\exp \left( C'(v^2 + |v|\gamma') \right) \geq 1 + \sum_{\ell=1}^{\infty} \left( \frac{C'(v^2 + |v|\gamma')}{\ell} \right)^{1-\gamma}.
\]

Next, for every \( \ell \geq \left\lceil \frac{3}{2 - 3\gamma} \right\rceil =: \ell_* \), we consider \( \hat{\ell} := \lceil (1 - \gamma)\ell \rceil \) and note that each value of \( \hat{\ell} \) arises for at most three different values of \( \ell \) thanks to \( 1 - \gamma > 1/3 \). We pick \( \frac{\ell}{(1-\gamma)\ell_{-1}} < \gamma' < 3 \) arbitrarily and observe that, in particular, \( \gamma' > 2 \) due to \( \gamma > 1/2 \). Moreover, with \( \alpha_\ell := \frac{\gamma' \ell - \ell}{(\gamma' - 2)\ell} \in (0, 1) \) (recall the lower bound on \( \gamma' \), as well as \( \gamma > 1/2 \)) and for any \( C' \geq 1 \), we
have the estimates
\[
\left( \frac{C'(v^2 + |v|^\gamma)}{\ell} \right)^{\ell} \geq \left( \frac{C'}{(1 - \gamma)(1 - \gamma)\ell} \right) \left( \alpha_\ell |v|^{2\ell} + (1 - \alpha_\ell) |v|^{\gamma\ell} \right)
\]
\[
\geq \left( \frac{C'(1 - \gamma)\ell - 1}{(1 - \gamma)(1 - \gamma)\ell} \right) |v|^{2\ell\alpha_\ell + \gamma\ell(1 - \alpha_\ell)} = \left( \frac{(C')^{1 - \gamma - 1/\ell} |v|}{(1 - \gamma)\ell^{1 - \gamma}} \right)^{\ell}.
\]
In particular, we see that, as soon as \( \frac{(C')^{1 - \gamma - 1/\ell}}{(1 - \gamma)^{1 - \gamma}} > e \), the \( \ell \)-th term of the sum in (4.27) is greater than the \( \ell \)-th term of the sum in (4.26) for all \( \ell \geq \ell_* \). Therefore, by increasing the value of \( C' \) sufficiently, we can make sure that (4.24) holds.

We now turn to the proof of (4.25). We may again assume without loss of generality that \( \mathbb{E}[\z] = 0 \), since otherwise we can use the Binomial Theorem and the bound (4.25) for \( \hat{\z} := \z - \mathbb{E}[\z] \) to derive the chain of estimates
\[
\mathbb{E}[|1 + v\z|^\ell] \leq \sum_{\ell_1=0}^{\ell} \binom{\ell}{\ell_1} \mathbb{E}[|1 + v\z|^{\ell - \ell_1}] (|v| |\mathbb{E}[\z]|)^{\ell_1}
\]
\[
\leq \sum_{\ell_1=0}^{\ell} \binom{\ell}{\ell_1} e^{C'(v^2(\ell - \ell_1)^2 + |v|^\gamma(\ell - \ell_1)\gamma)} (|v| |\mathbb{E}[\z]|)^{\ell_1}
\]
\[
\leq e^{C'(v^2\ell^2 + |v|^\gamma\ell)} (1 + |v| |\mathbb{E}[\z]|)^{\ell},
\]
where the last expression is less or equal to the right-hand side of (4.25). When \( \mathbb{E}[\z] = 0 \), we may also assume without loss of generality that \( \ell \) is even, since for odd \( \ell = 2\ell_1 + 1 \) we can apply Jensen’s inequality and the bound (4.25) with \( \ell = 2\ell_1 + 2 \) to find
\[
\mathbb{E}[|1 + v\z|^{2\ell_1 + 1}] \leq \mathbb{E}[|1 + v\z|^{2\ell_1 + 2}] \frac{2\ell_1 + 1}{2\ell_1 + 2}
\]
\[
\leq e^{C'(v^2(2\ell_1 + 2)(2\ell_1 + 1) + |v|^\gamma(2\ell_1 + 2)\gamma - 1(2\ell_1 + 1))}
\]
\[
\leq \exp \left( 2^{\gamma - 1} C'(v^2(2\ell_1 + 1)^2 + |v|^\gamma(2\ell_1 + 1)^\gamma) \right).
\]
In particular, it suffices to increase the constant \( C' \) in (4.25) for even \( \ell \) by a factor of \( 2^{\gamma - 1} \) to obtain (4.25) for all \( \ell \in \mathbb{N} \).

For even \( \ell \), we may drop the absolute value on the left-hand side of (4.25) and use the Binomial Theorem together with \( \mathbb{E}[\z] = 0 \), \( \{\ell_1\} \leq \frac{\ell_1}{\ell_{1/\gamma}} \leq \ell^\ell_{1/\gamma} (\frac{\ell}{\ell_1})^{\ell_1} \), and the moment bounds for \( \z \) to get
\[
\mathbb{E}[|1 + v\z|^\ell] \leq 1 + \sum_{\ell_1=2}^{\ell} \frac{\ell_1^\ell_1}{(\ell_1^\ell_1)^{\ell_1}} |v|^{\ell_1} C^{\ell_1} \ell_1^{\ell_1} \leq 1 + \sum_{\ell_1=2}^{\infty} \left( \frac{e\ell |v| C}{\ell_1^\ell_1 - \gamma} \right)^{\ell_1}.
\]
The latter expression equals to the right-hand side of (4.26) with $|v|$ replaced by $\ell |v| C$, so that we can bound it from above by the right-hand side of (4.24) with $v$ replaced by $\ell v C$. As a result, we obtain the estimate (4.25) with the same $\gamma'$ as in (4.24) once we suitably enlarge $C'$.

We proceed to the first auxiliary convergence result.

**Proposition 4.4.** Let $x, y \in \mathbb{R}$ and $T_N > 0$, $N \in \mathbb{N}$ be such that $\sup_N |T_N - T| N^{2/3} < \infty$ for some $T > 0$, $T_N N^{2/3} \in \mathbb{N}$ for all $N$, and $T_N N^{2/3}$ has the same parity as $\lfloor N - N^{1/3} x \rfloor - \lfloor N - N^{1/3} y \rfloor$. Then, under (4.20)-(4.22), the pair

$$
(N^{-1/3} (N - X^{x,y;N,T_N}), \sum_{h \in N^{-1/3} \{Z \geq 0\}} L_h(X^{x,y;N,T_N}) \frac{\zeta([N - N^{1/3} h]/N^{1/6})}{N^{1/6}})
$$

converges in the limit $N \to \infty$ in distribution to

$$
\left( B^{x,y}, s \zeta \int_0^\infty L_a(B^{x,y}) \, dW_\zeta(a) \right).
$$

Here, $W_\zeta$ is a standard Brownian motion, and the convergence of the first argument is with respect to the topology of uniform convergence on $[0, T]$ (if $T_N < T$, we extend $X^{x,y;N,T_N}$ to $[0, T]$ by extending its last linear segment).

**Proof.** We work throughout under the coupling of Proposition 4.1 (note that we can enlarge the probability space there further to support copies of $\zeta(m)$, $m \in \mathbb{N}$ and $W_\zeta$). For every fixed $N \in \mathbb{N}$, we consider the conditional characteristic function

$$
\mathbb{E}_\zeta \left[ \exp \left( i u \sum_{h \in N^{-1/3} \{Z \geq 0\}} L_h(X^{x,y;N,T_N}) \frac{\zeta([N - N^{1/3} h]/N^{1/6})}{N^{1/6}} \right) \right], \quad u \in \mathbb{R},
$$

where the expectation is taken with respect to the $\zeta(m)$, $m \in \mathbb{N}$ (so that the randomness in the result is coming only from $X^{x,y;N,T_N}$). At this point, it suffices to show that, for each $u \in \mathbb{R}$, the difference between (4.30) and the conditional characteristic function

$$
\mathbb{E}_{W_\zeta} \left[ \exp \left( i u s \zeta \int_0^\infty L_a(B^{x,y}) \, dW_\zeta(a) \right) \right], \quad u \in \mathbb{R}
$$

tends to 0 almost surely (in (4.31), the expectation is taken with respect to $W_\zeta$ and the randomness in the result is coming only from $B^{x,y}$). Indeed, the convergence in distribution of (4.28) is equivalent to the pointwise
convergence of the characteristic functions

\[(4.32)\]
\[
\mathbb{E}\left[ \exp \left( irF(N^{-1/3}(N - X_{x,y;N,T_N})) + iu \sum_{h \in N^{-1/3}(Z \geq 0 + 1/2)} L_h(X_{x,y;N,T_N}) \frac{\zeta(|N - N^{1/3}h|)}{N^{1/6}} \right) \right] \to \mathbb{E}\left[ \exp \left( irF(B_{x,y}) + iu \int_0^\infty L_a(B_{x,y}) dW_\zeta(a) \right) \right], \quad (r, u) \in \mathbb{R}^2
\]

for all bounded continuous functionals \(F\) on the space of continuous functions on \([0, T]\) endowed with the topology of uniform convergence. The latter convergence follows directly from the Dominated Convergence Theorem, (4.3), and the almost sure convergence to 0 of the difference between (4.30) and (4.31).

The rest of the proof is devoted to showing that the difference between (4.30) and (4.31) tends to 0 almost surely in the limit \(N \to \infty\). Given \(B_{x,y}\), the random variable \(s_\zeta \int_0^\infty L_a(B_{x,y}) dW(a)\) is simply a normal random variable with mean zero and variance \(s_\zeta^2 \int_0^\infty L_a(B_{x,y})^2 da\); and given \(X_{x,y;N,T_N}\), the summands in \(\sum_{h \in N^{-1/3}(Z \geq 0 + 1/2)} L_h(X_{x,y;N,T_N}) \frac{\zeta(|N - N^{1/3}h|)}{N^{1/6}}\) are independent. Therefore, the desired convergence will be a consequence of the Central Limit Theorem in the form of the upper bound of [BR, Theorem 8.4], provided we can prove the following three almost sure convergences as \(N \to \infty\):

\[(4.33)\]
\[
\sum_{h \in N^{-1/3}(Z \geq 0 + 1/2)} \mathbb{E}_\zeta \left[ L_h(X_{x,y;N,T_N}) \frac{\zeta(|N - N^{1/3}h|)}{N^{1/6}} \right] \to 0,
\]

\[(4.34)\]
\[
\sum_{h \in N^{-1/3}(Z \geq 0 + 1/2)} \mathbb{E}_\zeta \left[ \left( L_h(X_{x,y;N,T_N}) \frac{\zeta(|N - N^{1/3}h|)}{N^{1/6}} \right)^2 \right] \to \int_0^\infty \left[ L_a(B_{x,y}) \right]^2 da,
\]

\[(4.35)\]
\[
\sum_{h \in N^{-1/3}(Z \geq 0 + 1/2)} \mathbb{E}_\zeta \left[ \left( L_h(X_{x,y;N,T_N}) \frac{\zeta(|N - N^{1/3}h|)}{N^{1/6}} \right)^3 \right] \to 0.
\]

As before, \(\mathbb{E}_\zeta\) denotes the expectation with respect to the \(\zeta(m), m \in \mathbb{N}\). The convergences (4.33) and (4.35) pin down the limiting mean and variance,
whereas the convergence (4.35) is the well-known Lyapunov condition for the Central Limit Theorem.

The coupling of Proposition 4.1 reveals that, with probability one, the \( L_h(X_{x,y}^{N,T_N}) \) are uniformly bounded in \( h \in \mathbb{R}, N \in \mathbb{N} \) and vanish for all \( h \) large enough, so that (4.33) follows from (4.20). Similarly, (4.35) follows from (4.22). To obtain (4.35), we combine the simple inequality \( |r_1^2 - r_2^2| \leq 2 \max(r_1, r_2) |r_1 - r_2|, r_1, r_2 > 0 \) with Proposition 4.1 to conclude that

\[
\begin{align*}
\sum_{h \in N^{-1/3}(Z \geq 0 + 1/2)} & \mathbb{E}\left[\left(L_h(X_{x,y}^{N,T_N}) \xi \left(\frac{|N - N^{1/3}h|}{N^{1/6}}\right)\right)^2\right] \\
- \sum_{h \in N^{-1/3}(Z \geq 0 + 1/2)} & L_h(B^{x,y})^2 \mathbb{E}\left[\xi \left(\frac{|N - N^{1/3}h|}{N^{1/6}}\right)^2\right] \\
\leq & 2 \max_{h \in N^{-1/3}(Z \geq 0 + 1/2)} \left( L_h(X_{x,y}^{N,T_N}), L_h(B^{x,y}) \right) C N^{-1/16} \\
& \cdot \frac{1}{N^{1/3}} \sum_{N^{-1/3}(Z \geq 0 + 1/2) \exists h \leq \max(a_x,x,y)} \mathbb{E}\left[\xi \left(\frac{|N - N^{1/3}h|}{N^{1/6}}\right)^2\right].
\end{align*}
\]

The latter expression tends to 0 almost surely in the limit \( N \to \infty \), since \( h \mapsto L_h(X_{x,y}^{N,T_N}) \) and \( X_{x,y}^{N,T_N} \) are uniformly bounded in \( N \in \mathbb{N} \) (Proposition 4.1) and (4.21) holds. It remains to observe the almost sure convergence

\[
\sum_{h \in N^{-1/3}(Z \geq 0 + 1/2)} \frac{(L_h(B^{x,y}))^2}{N^{1/3}} \mathbb{E}\left[\xi \left(\frac{|N - N^{1/3}h|}{N^{1/6}}\right)^2\right] \to s_2^2 \int_0^\infty (L_a(B^{x,y}))^2 \, da
\]

as \( N \to \infty \), which follows from (4.21) and the uniform continuity of \( a \mapsto L_a(B^{x,y})^2 \).

Next, we present an extension of Proposition 4.4 which allows the endpoints \( x, y \) to be random. Given probability measures \( \lambda, \mu \) on \( [0, \infty) \) and \( \tilde{T} \in N^{-2/3} \mathbb{N} \), we write \( X^{\lambda,\mu;N,\tilde{T}} \) for the random walk bridge whose endpoints \( x, y \) are chosen independently according to the images of \( \lambda, \mu \) under the map \( z \mapsto [N - N^{1/3}z] \) and which makes \( \tilde{T} N^{2/3} \) steps of size \( \pm 1 \) if \( \tilde{T} N^{2/3} \) has the same parity as \( [N - N^{1/3}y] - [N - N^{1/3}x] \) and \( \tilde{T} N^{2/3} - 1 \) steps of size \( \pm 1 \) otherwise. For \( x, y \) for which there are no bridges of the type described (because the endpoints are too far apart), we instead let \( X^{\lambda,\mu;N,\tilde{T}} \) be a straight line connecting \( x \) to \( y \) in time \( \tilde{T} N^{2/3} \). Similarly, we write \( B^{\lambda,\mu} \).
for a Brownian bridge whose endpoints \(x, y\) are selected independently according to \(\lambda, \mu\), respectively. We further extend the setup of Proposition 4.4 by allowing for multiple bridges, considering local times at both (scaled) integer and half-integer points, and adding a second sequence \(\hat{\zeta}(m), m \in \mathbb{N}\).

**Proposition 4.5.** Fix an \(R \in \mathbb{N}\), probability measures \(\lambda_1, \lambda_2, \ldots, \lambda_R, \mu_1, \mu_2, \ldots, \mu_R\) on \([0, \infty)\), and \(T_N, N \in \mathbb{N}\) such that \(\sup_N |T_N - T|N^{2/3} < \infty\) for some \(T > 0\) and \(T_NN^{2/3} \in \mathbb{N}, N \in \mathbb{N}\). For each \(N \in \mathbb{N}\), let \(X^{\lambda_1, \mu_1; N, T_N}, \ldots, X^{\lambda_R, \mu_R; N, T_N}\) be independent random walk bridges as described above. Then, for any two independent sequences \(\zeta(m), m \in \mathbb{N}\) and \(\hat{\zeta}(m), m \in \mathbb{N}\) satisfying the assumptions (4.20), (4.21), and (4.22), the random vector

\[
\left( N^{-1/3}(N - X^{\lambda_r, \mu_r; N, T_N}), \sum_{N^{-1/3}Z \geq h \leq N^{-1/3}(N-1)} L_h(X^{\lambda_r, \mu_r; N, T_N}) \frac{\zeta([N - N^{1/3}h])}{N^{1/6}}, \sum_{N^{-1/3}Z \geq h \leq N^{-1/3}(N-1)} L_h(X^{\lambda_r, \mu_r; N, T_N}) \frac{\hat{\zeta}([N - N^{1/3}h])}{N^{1/6}} \right)_{r=1}^R
\]

converges in the limit \(N \to \infty\) in distribution to

\[
\left( B^{\lambda_r, \mu_r}, s_\zeta \int_0^\infty L_a(B^{\lambda_r, \mu_r}) dW_\zeta(a), s_{\hat{\zeta}} \int_0^\infty L_a(B^{\lambda_r, \mu_r}) dW_{\hat{\zeta}}(a) \right)_{r=1}^R,
\]

where \(B^{\lambda_1, \mu_1}, B^{\lambda_2, \mu_2}, \ldots, B^{\lambda_R, \mu_R}\) are independent Brownian bridges on \([0, T]\) as described above, and \(W_\zeta, W_{\hat{\zeta}}\) are independent standard Brownian motions. In addition, the following convergences in distribution with respect to the Skorokhod topology occur jointly with the convergence of (4.36) to (4.37):

\[
\frac{1}{s_\zeta N^{1/6}} \sum_{m = N - [aN^{1/3}]}^N \zeta(m) \to W_\zeta(a), \quad N \to \infty,
\]

\[
\frac{1}{s_{\hat{\zeta}} N^{1/6}} \sum_{m = N - [aN^{1/3}]}^N \hat{\zeta}(m) \to W_{\hat{\zeta}}(a), \quad N \to \infty.
\]

**Proof.** For \(R = 1\), the replacement of deterministic endpoints of Proposition 4.4 by random ones can be dealt with by simply integrating with respect to \(\lambda_1\) and \(\mu_1\). Note that, since convergence in distribution amounts
to convergence of expectations of bounded continuous functionals, we can use the Dominated Convergence Theorem to justify the convergence of the integrals of such. The sum over (scaled) integers in (4.36) can be analyzed in the same way as the sum over (scaled) half-integers, as Proposition 4.1 does not distinguish between integers and half-integers. For \( R > 1 \), one can repeat the proof of Proposition 4.4, replacing the Central Limit Theorem invoked there by its multidimensional version. The same Central Limit Theorem yields the additional convergences (4.38), (4.39) in the sense of convergence of finite-dimensional distributions, and the tightness result needed to upgrade the latter to convergence of processes is standard (see e.g. [Bi, Problem 8.4 and proof of Theorem 8.1]).

4.2. Leading order terms in Theorem 2.1. We fix a \( T > 0 \), an interval \( A \subseteq \mathbb{R}_{\geq 0} \), and functions \( f, g \in \mathcal{S} \). Moreover, for \( N \in \mathbb{N} \) and \( \tilde{T} > 0 \) such that \( \tilde{T}N^{2/3} \in \mathbb{N} \) has the same parity as \( \lfloor (N - N^{1/3}x) - (N - N^{1/3}y) \rfloor \), we let

\[
\Xi(x; y; N, \tilde{T}) := \frac{N^{1/3}}{2^{1/3}} \left( \frac{\tilde{T}N^{2/3}}{2} \right) \cdot \left( \sum_{j=0}^{\lfloor N^{2/3} \rfloor} \Xi(x; y; N, (\lfloor T N^{2/3} \rfloor - j - \varepsilon_{j,x,y}, N - N^{1/3}y)) \cdot \mathbb{E} \left[ 1_{\{ \forall t : X(t) \leq N \}} \right] \right)
\]

Note that \( \Xi(x; y; N, \tilde{T}) \) gives the (normalized) number of possible trajectories of \( X^{x,y;N,T} \). For each \( N \in \mathbb{N} \), we further define the random variables \( Sc(N) \) (for “scalar product”) and \( Tr(N) \) (for “trace”) by

\[
(4.40) \quad Sc(N) = \frac{1}{2} \int_{0}^{N^{2/3}} \int_{0}^{N^{2/3}} f(x) g(y) \cdot \sum_{j=0}^{\lfloor T N^{2/3} \rfloor} \Xi(x; y; N, (\lfloor T N^{2/3} \rfloor - j - \varepsilon_{j,x,y}, N - N^{1/3}y)) \cdot \mathbb{E} \left[ 1_{\{ \forall t : X(t) \leq N \}} \right] \cdot \prod_{i=1}^{\lfloor T N^{2/3} \rfloor - j - \varepsilon_{j,x,y}} \frac{\sqrt{X(i N^{2/3}) \wedge X((i-1) N^{2/3})}}{\sqrt{N}} \cdot \left( 1 + \frac{\xi(X(i N^{2/3}) \wedge X((i-1) N^{2/3}))}{\sqrt{X(i N^{2/3}) \wedge X((i-1) N^{2/3})}} \right) \cdot \frac{1}{(2 \sqrt{N})^{j}} \sum_{0 \leq i_{1} \leq \cdots \leq i_{j} \leq \lfloor T N^{2/3} \rfloor - j - \varepsilon_{j,x,y}} \prod_{j' = 1}^{j} a(X(i_{j'} N^{2/3})) \right) \]
$\text{(4.41)}$

$$\text{Tr}(N) = \frac{1}{2} \int_0^{N^{2/3}} \sum_{j=0}^{\left\lfloor TN^{2/3}/2 \right\rfloor} \left( \Xi(x, x; N, \left(\left\lfloor TN^{2/3}/3 \right\rfloor - j - \varepsilon_{j,x,x} \right) N^{-2/3}) \right.$$ 

$$\cdot \mathbb{E}_X \left[ \mathbf{1}_{\forall t: X(t) \leq N} \prod_{i=1}^{\left\lfloor TN^{2/3}/3 \right\rfloor - j - \varepsilon_{j,x,x}} \sqrt{X(iN^{2/3}) \land X((i-1)N^{-2/3})} \right.$$ 

$$\left. \cdot \left(1 + \frac{\Xi(X(iN^{-2/3}) \land X((i-1)N^{-2/3}))}{\sqrt{X(iN^{-2/3}) \land X((i-1)N^{-2/3})}} \right) \right] dx,$$

where $\varepsilon_{j,x,y} \in \{0, 1\}$ is such that $\left\lfloor TN^{2/3}/3 \right\rfloor - j - \varepsilon_{j,x,y}$ is even, and $X$ stands for $X^{x,y; N, ([TN^{2/3}/3] - j - \varepsilon_{j,x,y}) N^{-2/3}}$ in (4.40) and for $X^{x,x; N, ([TN^{2/3}/3] - j - \varepsilon_{j,x,x}) N^{-2/3}}$ in (4.41). The discussion of Section 3 shows $\text{Sc}(N) = (\pi_N f)' \mathcal{M}(T, N)(\pi_N g)$ and $\text{Tr}(N) = \text{Trace}(\mathcal{M}(T, N))$ in the notation of Theorem 2.1. Consequently, Theorem 2.1 can be rephrased as follows.

**Theorem 4.2.** Under Assumption 2.1 and as $N \to \infty$, one has the following convergences for all fixed $T > 0$, $A \subset \mathbb{R}_{\geq 0}$, and $f, g \in S$:

$\text{(4.42)}$

$$\text{Sc}(N) \to \frac{1}{\sqrt{2\pi T}} \int_0^\infty \int_0^\infty f(x) g(y) \exp \left( -\frac{(x - y)^2}{2T} \right) \mathbb{E}_{B^{x,y}} \left[ \mathbf{1}_{\forall t: B^{x,y}(t) \geq 0} \right.$$ 

$$\cdot \exp \left( -\frac{1}{2} \int_0^T B^{x,y}(t) dt + \frac{1}{\sqrt{\beta}} \int_0^\infty L_a(B^{x,y}) dW(a) \right) \right] dx \, dy,$$

$\text{(4.43)}$

$$\text{Tr}(N) \to \frac{1}{\sqrt{2\pi T}} \int_0^\infty \mathbb{E}_{B^{x,x}} \left[ \mathbf{1}_{\forall t: B^{x,x}(t) \geq 0} \right.$$ 

$$\cdot \exp \left( -\frac{1}{2} \int_0^T B^{x,x}(t) dt + \frac{1}{\sqrt{\beta}} \int_0^\infty L_a(B^{x,x}) dW(a) \right) \right] dx,$$

and

$\text{(4.44)}$

$$\sqrt{\beta} N^{-1/6} \sum_{m=N - \lfloor N^{1/3} \rfloor}^N \left( \xi(m) + \frac{a(m)}{2} \right) \to W(a).$$
The convergences (4.42) and (4.43) hold in distribution and in the sense of moments, and the same apply jointly to any finite collection of \(T\)'s, \(f\)'s and \(g\)'s. The convergence in (4.44) is in distribution with respect to the Skorokhod topology and takes place jointly with both distributional convergences (4.42), (4.43) (also for finitely many \(T\)'s, \(f\)'s and \(g\)'s).

The proof of Theorem 4.2 is divided into two parts. First, we identify the leading order terms in \(S(N)\) and \(\text{Tr}(N)\) and compute their limits in Proposition 4.6. Then, we analyze the corresponding remainder terms and prove that they vanish asymptotically in Lemmas 4.6, 4.7, and 4.8. In Section 4.3, we explain how these results lead to Theorem 4.2.

We start by defining \(S^{(j)}(N; K, R, R)\) and \(\text{Tr}^{(j)}(N; K, R, R)\) which will turn out to be the leading order contributions to the \(j\)-th terms in \(S(N)\) and \(\text{Tr}(N)\), respectively. For any \(K \in [0, \infty), R \in [-\infty, 0], R \in [0, \infty)\) (we allow infinite values for \(R, R\), set

\[
S^{(j)}(N; K, R, R) := \frac{1}{2} \int_0^K \int_0^K f(x) g(y) \Xi(x, y; N, T_N) \mathbb{E}_X \left[ 1_{\{\forall t: X(t) \leq N}\right]
\]

\[
\text{Tr}^{(j)}(N; K, R, R) := \frac{1}{2} \int_0^K \int_0^K f(x) g(y) \Xi(x, y; N, T_N) \mathbb{E}_X \left[ 1_{\{\forall t: X(t) \leq N}\right]
\]

where \(X\) is a shorthand for \(X_{x,y;N,[\lfloor TN^{2/3}\rfloor - j}^{\lfloor TN^{2/3}\rfloor - j} \in (4.45)\) and for \(X_{x,x;N,[\lfloor TN^{2/3}\rfloor - j}^{\lfloor TN^{2/3}\rfloor - j} \in (4.46)\); \(R \vee \wedge R\) is an abbreviation for...
max(R, \min(\cdot, \overline{R})); and \( T_N \) is given by \( \left(\left\lfloor \frac{T_N^{2/3}}{2} \right\rfloor - j - \varepsilon_{j,x,y}\right)N^{-2/3} \) in (4.45) and by \( \left(\left\lfloor \frac{T_N^{2/3}}{2} \right\rfloor - j - \varepsilon_{j,x,x}\right)N^{-2/3} \) in (4.46). The formulas for \( T_N \) are not important for the arguments below: we only use that sup\(_N \) \( |T_N - T|N^{2/3} < \infty \) for every fixed \( j \) in Proposition 4.6 and that sup\(_N \) \( T_N < \infty \) in Lemmas 4.6, 4.7, and 4.8.

**Proposition 4.6.** In the situation of Theorem 4.2 the following convergences hold as \( N \to \infty \) for any finite collection of \( j \)'s and any fixed \( K \in [0, \infty) \), \( R \in [-\infty, 0] \), \( \overline{R} \in [0, \infty] \) (the modes of convergence are the same as in Theorem 4.2):

(4.47) 

\[
\text{Sc}^{(j)}(N; K, R, \overline{R}) \to \frac{1}{\sqrt{2\pi T}} \int_0^K \int_0^K f(x) g(y) \exp\left(-\frac{(x-y)^2}{2T}\right)
\cdot \mathbb{E}_{B^{x,y}} \left[ \mathbf{1}_{\{\forall t: B^{x,y}(t) \geq 0\}} \right] R \wedge \left( \exp\left(-\frac{1}{2} \int_0^T B^{x,y}(t) dt + s_{\xi} \int_0^\infty L_a(B^{x,y}) dW_\xi(a)\right) \cdot \left(\frac{s_{\xi} \int_0^\infty L_a(B^{x,y}) dW_\xi(a)}{2^j j!}\right)^j \right] dx dy,
\]

(4.48) 

\[
\text{Tr}^{(j)}(N; K, R, \overline{R}) \to \frac{1}{\sqrt{2\pi T}} \int_0^K \mathbb{E}_{B^{x,x}} \left[ \mathbf{1}_{\{\forall t: B^{x,x}(t) \geq 0\}} \right]
\cdot \left(\frac{s_{\xi} \int_0^\infty L_a(B^{x,x}) dW_\xi(a)}{2^j j!}\right)^j \right] dx,
\]

(4.49) 

\[
s_{\xi} N^{-1/6} \sum_{h=N-[aN^{1/3}]}^N \xi(h) \to W_\xi(a), \quad s_{\xi} N^{-1/6} \sum_{h=N-[aN^{1/3}]}^N a(h) \to W_a(a).
\]

We prove Proposition 4.6 in a series of lemmas. In all of their proofs we only consider \( \text{Sc}^{(j)}(N; K, R, \overline{R}) \), since the arguments for \( \text{Tr}^{(j)}(N; K, R, \overline{R}) \) are exactly the same.

**Lemma 4.2.** Let \( T_N, N \in \mathbb{N} \) be such that sup\(_N \) \( |T_N - T|N^{2/3} < \infty \) and \( T_N N^{2/3} \in \mathbb{N}, N \in \mathbb{N} \). Then, uniformly in \( x, y \) in any compact set and such
that \([N - N^{1/3}x] - [N - N^{1/3}y]\) has the same parity as \(T_N N^{2/3}\), it holds
\[
(4.50) \quad \Xi(x, y; N, T_N) \to \sqrt{\frac{2}{\pi T}} e^{-(x-y)^2/(2T)}, \quad N \to \infty.
\]

In addition, there exists a \(C > 0\) such that
\[
(4.51) \quad \Xi(x, y; N, \tilde{T}) \leq C e^{-(x-y)^2/(CT)}
\]
for all \(x, y \in \mathbb{R}\), \(N \in \mathbb{N}\), and \(\tilde{T} > 0\) with \(\tilde{T} N^{2/3} \in \mathbb{N}\) being of the same parity as \([N - N^{1/3}x] - [N - N^{1/3}y]\).

**Proof.** The first statement is a special case of the de Moivre-Laplace Theorem in the form of [Fe, Section VII.3, Theorem 1]. To obtain the second statement we distinguish between the cases \((x - y)^2/\tilde{T} \leq \frac{4}{3} \log N\) and \((x - y)^2/\tilde{T} > \frac{4}{3} \log N\). In the first case, the bound (4.51) follows directly from [Fe, Section VII.3, Theorem 1, upper bound in (3.14)]. In the second case and for \(x, y, N, \tilde{T}\) such that \(\Xi(x, y; N, \tilde{T}) > 0\), we apply the non-asymptotic upper bound from the proof of Cramér’s Theorem (see e.g. [DZ, Remark (c) after Theorem 2.2.3]) to get
\[
(4.52) \quad \Xi(x, y; N, \tilde{T}) \leq 2 \left( -\tilde{T} N^{2/3} \Lambda^* \left( \frac{1}{2} + \frac{[N - N^{1/3}x] - [N - N^{1/3}y]}{2T N^{2/3}} \right) \right)
\]
with \(\Lambda^*(z) := \log 2 + z \log z + (1 - z) \log(1 - z)\). It is easy to check \(\Lambda^*(1/2) = (\Lambda^*)'(1/2) = 0\) and \((\Lambda^*)''(z) \geq 4\), which together imply \(\Lambda^*(z) \geq 2(z - 1/2)^2\). Inserting the latter bound into (4.52) gives (4.51).

**Lemma 4.3.** Proposition 4.6 holds for \(K, \overline{R} \in [0, \infty)\), \(\overline{R} \in (-\infty, 0]\).

**Proof.** Without loss of generality we may assume that
\[
f \geq 0, \quad g \geq 0, \quad \int_0^K f(x) \, dx = \int_0^K g(y) \, dy = 1,
\]
since otherwise we can decompose \(f, g\) into their positive and negative parts and normalize the latter appropriately. Further, we let \(\lambda, \mu\) be the probability distributions on \([0, \infty)\) with densities \(f 1_{[0,K]}, g 1_{[0,K]}\), respectively. In addition, for every \(N \in \mathbb{N}\) and \(R \in \mathbb{N}\), we introduce the independent copies \(X_r^N\), \(r = 1, 2, \ldots, R\) of the random walk bridge \(X^\lambda,\mu; N, T_N\) (with \(T_N\) defined in the paragraph preceding Proposition 4.6). Then, thanks to Fubini’s
Theorem, the $R$-th moment of the random variable $S_{c^{(j)}}(N, K, R, \bar{R})$ can be expressed as

\[(4.53) \quad \mathbb{E} \left[ \prod_{r=1}^{R} \Xi(X_r^N(0), X_r^N(T_N); N, T_N) \mathbb{1}_{\{\forall t: X_r^N(t) \leq N\}} \right] \]

\[R \vee \left( \prod_{i=1}^{T_N^{N^{2/3}}} \frac{\sqrt{X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3})}}{\sqrt{N}} \right) \cdot \left( 1 + \frac{\xi(X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3}))}{\sqrt{X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3})}} \right)^j \left[ \frac{\sum_{i' = 0}^{T_N^{N^{2/3}}} a(X_r^N(i'N^{-2/3}))}{j! (2\sqrt{N})^j} \right] \cdot \bar{R} \]

In order to determine the limit of the latter expectation, we first analyze the random variable inside the expectation. Applying Proposition 4.5 to the random walk bridges $X_1^N, X_2^N, \ldots, X_R^N$ and writing $B_1, B_2, \ldots, B_R$ for the Brownian bridges arising in the limit we find

\[(4.54) \quad T_N^{N^{2/3}} \prod_{i=1}^{\frac{T_N^{N^{2/3}}}{N^{1/3}}} \frac{\sqrt{X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3})}}{\sqrt{N}} \]

\[= \exp \left( -\frac{1}{2N^{2/3}} \sum_{i=0}^{T_N^{N^{2/3}}} N^{-1/3} \left( N - X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3}) \right) + o(1) \right) \]

\[= \exp \left( -\frac{1}{2} \int_0^T B_r(t) \, dt + o(1) \right), \quad r = 1, 2, \ldots, R. \]

Next, we employ the uniform convergence of $N^{-1/3}(N - X_r^N), r = 1, \ldots, R$ (that is, Proposition 4.5) to obtain

\[(4.55) \quad \frac{\xi(X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3}))}{\sqrt{X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3})}} \frac{\xi(X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3}))}{\sqrt{N}} \cdot (1 + O(N^{-2/3})) \]

for all $r = 1, 2, \ldots, R$. In addition, we note that there exists a real random variable $C_\xi > 0$ such that, with probability one,

\[(4.56) \quad \max_{1 \leq m \leq N} \xi(m) \leq C_\xi \log N, \quad N \in \mathbb{N}. \]
Indeed, for a non-random $C \in \mathbb{R}$, the probability $\mathbb{P}(\max_{1 \leq m \leq N} \xi(m) > C \log N)$ can be written in terms of the tail distribution functions of the $\xi(m)$’s which, in turn, can be estimated using (4.24) and Assumption 2.1 (a). A simple application of the Borel-Cantelli Lemma then gives (4.56). Putting together (4.55), (4.56), and the elementary inequalities $e^{z-z^2} \leq 1 + z \leq e^z$ valid for all $z$’s close enough to 0 we conclude that, for each $r = 1, 2, \ldots, R$, the product

$$\prod_{i=1}^{TNN^{2/3}} \left( 1 + \frac{\xi(X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3}))}{\sqrt{X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3})}} \right)$$

behaves asymptotically as

$$\exp \left( \sum_{i=1}^{TNN^{2/3}} \frac{\xi(X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3}))}{\sqrt{N}} \right),$$

with an asymptotic multiplicative error term of at most

$$\exp \left( \sum_{i=1}^{TNN^{2/3}} \frac{\xi(X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3}))^2}{N} \right).$$

Moreover, an estimate on the fourth moment of the exponent in the latter exponential via Assumption 2.1 (c) and the Borel-Cantelli Lemma reveal the almost sure convergence of that exponent to 0. Consequently, the expression in (4.59) tends to 1 almost surely. Applying Proposition 4.5 to the exponent in (4.58) and combining the result with (4.60) we end up with the asymptotic

$$\exp \left( -\frac{1}{2} \int_0^T B_r(t) \, dt + s_\xi \int_0^\infty L_\alpha(B_r) \, dW_\xi(a) + o(1) \right)$$

for the second line in (4.53), for any $r = 1, 2, \ldots, R$.

Next, we apply Lemma 4.2 to $\Xi(X_r^N(0), X_r^N(T_N); N, T_N)$ in the first line of (4.53), use Proposition 4.5 for the third line of (4.53), and combine the results with (4.60) to find that the random variable inside the expectation
in (4.53) converges in distribution to

\[
\left(\prod_{r=1}^{R} \sqrt{\frac{2}{\pi T}} e^{-(B_r(0)-B_r(T))^2/(2T)} \mathbf{1}_{\{\forall t: B_r(t) \geq 0\}}\right)
\]

\[
R \lor \exp\left(-\frac{1}{2} \int_{0}^{T} B_r(t) \, dt + s_{\xi} \int_{0}^{\infty} L_a(B_r) \, dW_{\xi}(a)\right)
\]

\[
\cdot \left(s_{a} \int_{0}^{\infty} L_a(B_r) \, dW_{a}(a)\right)^{j}\wedge R.
\]

(4.61)

Since the random variables in consideration are uniformly bounded, the expectation in (4.53) converges to the expectation of the random variable in (4.61). By Fubini’s Theorem, the latter is precisely the \(R\)-th moment of the limit in (4.47). Thanks to the boundedness of the random variables involved the convergence of moments also yields the convergence in distribution.

The joint convergence for several \(T\)'s, \(f\)'s and \(g\)'s can be established in exactly the same way, by considering joint moments. Finally, the convergences in (4.49) are direct consequences of (4.38), (4.39) in Proposition 4.5, and the joint convergence with (4.47) can be deduced by taking joint moments with bounded continuous functionals of the prelimit expressions in (4.49).

Lemma 4.4. The convergences in Proposition 4.6 hold in the sense of moments for any \(K \in [0, \infty), \, R \in [-\infty, 0], \, \overline{R} \in [0, \infty]\).

Proof. Our proof for the convergence in distribution of the random variable inside the expectation in (4.53) to the one in (4.61) remains valid when one of \(R, \, \overline{R}\) or both of them are infinite. It therefore remains to show the convergence of the corresponding expectations. To this end, it suffices to establish the uniform integrability of the prelimit random variables which, in turn, would follow from the uniform boundedness of their second moments.

Clearly, for any \(R \in [-\infty, 0], \, \overline{R} \in [0, \infty],\) the second moment of the
random variable inside the expectation in (4.53) is bounded above by

\[
E \left[ \prod_{r=1}^{R} \Xi(X_r^N(0), X_r^N(T_N); N, T_N)^2 \right] 
\cdot \prod_{i=1}^{T_NN^{2/3}} \left( 1 + \frac{\xi(X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3}))}{\sqrt{X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3})}} \right) 
\cdot \left( \sum_{j'=0}^{T_NN^{2/3}} \frac{a(X_r^N(i'N^{-2/3}))^{2j}}{(j!)^2 (2\sqrt{N})^{2j}} \right) 
\]  

(4.62)

In view of Lemma 4.2, we can bound the factors \( \Xi(X_r^N(0), X_r^N(T_N); N, T_N)^2, r = 1, 2, \ldots, R \) by a uniform constant. Moreover, we can estimate the expectation with respect to the \( \xi \)'s of the second product in the first line of (4.62) by applying

\[
X_r^N(iN^{-2/3}) \wedge X_r^N((i-1)N^{-2/3}) \geq |N - N^{1/3}K| - T_NN^{2/3} \geq N/2
\]

to the denominators for all large enough \( N \) and then using (4.25). Finally, to the quantity in the second line of (4.62) we apply the chain of elementary inequalities

\[
\left( \frac{|z|^j}{j!} \right)^2 \leq e^{2|z|} \leq e^{2z} + e^{-2z}, \quad z \in \mathbb{R}, \quad j \in \mathbb{N} \cup \{0\}
\]

and then bound the expectation with respect to the \( a \)'s by means of (4.24).

All in all, we end up with the estimate

\[
C \left[ \exp \left( C \sum_{h \in N^{-1/3}(2\mathbb{Z} + 1/2)} \left( |E[\xi(N - N^{1/3}h - 1/2)]| \sum_{r=1}^{R} \frac{L_h(X_r^N)}{N^{1/6}} \right) \right. 
\left. + \sum_{r=1}^{R} \frac{L_h(X_r^N)^2}{N^{1/3}} + \sum_{r=1}^{R} \frac{L_h(X_r^N)^{\gamma'}}{N^{\gamma'/6}} \right) + C \sum_{h \in N^{-1/3}\mathbb{Z}} \left( |E[a(N - N^{1/3}h)]| \right. 
\left. \cdot \sum_{r=1}^{R} \frac{L_h(X_r^N)^2}{N^{1/6}} + \sum_{r=1}^{R} \frac{L_h(X_r^N)^2}{N^{1/3}} + \sum_{r=1}^{R} \frac{L_h(X_r^N)^{\gamma'}}{N^{\gamma'/6}} \right) \right],
\]

(4.63)

where \( C > 0 \) is a uniform constant and \( 2 < \gamma' < 3 \) is as in Lemma 4.1.

Finally, we recall from Assumption 2.1 that \( |E[\xi(m)]| = o(m^{-1/3}) \) and \( |E(a(m))| = o(m^{-1/3}) \) and from above that the bridges \( X_r^N, r = 1, 2, \ldots, R \)
do not reach $N/2$ for all large enough $N$. Consequently,

$$
\sum_{h \in \mathbb{N}^{1/3}(2+1/2)} |E[\xi(N - N^{1/3}h - 1/2)]| \frac{\sum_{r=1}^{R} L_h(X_r^N)}{N^{1/6}} = o\left(\frac{N^{-1/3} N^{1/3}}{N^{1/6}}\right),
$$

$$
\sum_{h \in \mathbb{N}^{-1/3}(2)} |E[a(N - N^{1/3}h)]| \frac{\sum_{r=1}^{R} L_h(X_r^N)}{N^{1/6}} = o\left(\frac{N^{-1/3} N^{1/3}}{N^{1/6}}\right),
$$

where the error terms are non-random and tend to 0 in the limit $N \to \infty$.

The remaining part of the expression in (4.63) can be controlled by applying the Cauchy-Schwarz inequality and then (4.5) (recall Remark 4.1).

**Lemma 4.5.** The convergences in Proposition 4.6 hold in distribution for any $K \in [0, \infty)$, $\underline{R} \in [-\infty, 0]$, $\overline{R} \in [0, \infty]$.

**Remark 4.3.** Note that, for infinite $\underline{R}$, $\overline{R}$, one should expect the moments of the limits in (4.47), (4.48) to grow very fast, since the latter include exponentials of random variables with Gaussian tails. Therefore, a priori, the just established convergence of moments does not imply the convergence in distribution.

**Proof of Lemma 4.5.** For finite $\underline{R}$, $\overline{R}$, the lemma is a direct consequence of Lemma 4.4 and the boundedness of the limits in (4.47), (4.48). We turn to the case that $\underline{R}$ is finite and $\overline{R}$ is infinite. As before, we only consider $S_{c}(j)(N; K, \overline{R}, \infty)$ and functions $f \geq 0$, $g \geq 0$ (otherwise we can write $f$, $g$ as the differences of their positive and negative parts and use the joint convergence in distribution of the associated scalar products). The convergence of moments shows that the random variables $S_{c}(j)(N; K, \underline{R}, \infty)$, $N \in \mathbb{N}$ form a tight sequence, so it suffices to identify the limit points of the latter with the random variable in (4.47). Let $S_{c}(j)(\infty; K, \overline{R}, \infty)$ be such a limit point.

For each $N \in \mathbb{N}$ and $\overline{R} \in [0, \infty)$, the random variable $S_{c}(j)(N; K, \underline{R}, \infty)$ stochastically dominates $S_{c}(j)(N; K, \overline{R}, \overline{R})$. Consequently, the limit point $S_{c}(j)(\infty; K, \overline{R}, \infty)$ must stochastically dominate the limit in distribution $\lim_{N \to \infty} S_{c}(j)(N; K, \underline{R}, \overline{R})$ for every $\overline{R} \in [0, \infty)$. The latter is given by the expression in (4.47) and, by the Monotone Convergence Theorem, tends in the limit $\overline{R} \uparrow \infty$ to the corresponding expression with $\overline{R} = \infty$. We conclude that the limit point $S_{c}(j)(\infty; K, \underline{R}, \infty)$ and the expression in (4.47) with $\overline{R} = \infty$ are two non-negative random variables with equal moments such that the first of them stochastically dominates the second. Clearly, such random variables must have the same distribution.
Similarly, the case \( R = -\infty \) can be dealt with by using the stochastic domination as \( R \) varies. The same argument also applies to any finite collection of \( j \)'s, \( T \)'s, and non-negative \( f \)'s, \( g \)'s and gives the joint convergence with (4.49) as well.

So far, we have established Proposition 4.6, which identifies the leading order contributions in the limits of Theorem 4.2. It remains to control the associated remainder terms. To this end, for each \( N \in \mathbb{N} \) and \( K \in [0, \infty) \), we define

\[
\bar{S}_{c}^{(j)}(N; K) = S_{c}^{(j)}(N; N^{2/3}, -\infty, \infty) - S_{c}^{(j)}(N; K, -\infty, \infty),
\]

\[
\bar{T}_{r}^{(j)}(N; K) = T_{r}^{(j)}(N; N^{2/3}, -\infty, \infty) - T_{r}^{(j)}(N; K, -\infty, \infty).
\]

**Lemma 4.6.** There exist positive constants \( C(R, K), R \in \mathbb{N}, K \in [0, \infty) \) (possibly depending on \( f, g \), but not on \( N \)) such that

\[
\mathbb{E} \left[ \left| S_{c}^{(j)}(N; K) \right|^{R} \right] \leq \frac{C(R, K)}{2^{R}}, \quad \mathbb{E} \left[ \left| T_{r}^{(j)}(N; K) \right|^{R} \right] \leq \frac{C(R, K)}{2^{R}}
\]

for all \( N \in \mathbb{N} \), and \( \lim_{K \to \infty} C(R, K) = 0, R \in \mathbb{N} \).

**Proof.** We only give the proof for \( \bar{S}_{c}^{(j)}(N; K) \), since the argument for \( \bar{T}_{r}^{(j)}(N; K) \) is very similar. With \( \mathcal{R}_{N,K} := [0, N^{2/3}]^{2} \setminus [0, K]^{2} \) and the notation introduced in the proof of Lemma 4.3, the \( R \)-th absolute moment of \( \bar{S}_{c}^{(j)}(N; K) \) is bounded above by

\[
\mathbb{E} \left[ \int_{(\mathcal{R}_{N,K})^{R}} \prod_{r=1}^{R} \left( |f(x_{r})||g(y_{r})| \Xi(x_{r}, y_{r}; N, T_{N}) \right. \right. \\
\left. \left. \cdot \mathbb{E}_{X_{N}} \left[ \prod_{i=1}^{T_{N}N^{2/3}} \frac{\sqrt{X_{r}^{N}(iN^{-2/3})} \wedge X_{r}^{N}((i - 1)N^{-2/3})}{\sqrt{N}} \right. \right. \\
\left. \left. \cdot \left| 1 + \frac{\xi(X_{r}^{N}(iN^{-2/3}) \wedge X((i - 1)N^{-2/3}))}{\sqrt{X_{r}^{N}(iN^{-2/3})} \wedge X^{N}((i - 1)N^{-2/3})} \right| \\
\left. \left. \cdot \left| \sum_{j'=0}^{T_{N}N^{2/3}} a(X_{r}^{N}(j'N^{-2/3})) \right|^{j} \right] dx_{r} dy_{r} \right] \right] \right]
\]

(4.64)

Relying on Fubini’s Theorem, we can first take all expectations in (4.64) and only then integrate over \((\mathcal{R}_{N,K})^{R}\). Moreover, for fixed \( x_{r}, y_{r}, r = 1, 2, \ldots, R, \)
we can use Hölder’s inequality to bound the expectations inside the integral over \((\mathcal{R}_{N,K})^R\) by the product of the \(R\)-th roots of the expectations

\[
\mathbb{E}
\left[
|f(x_r)|^R|g(y_r)|^R\mathbb{E}(x_r,y_r;N,T_N)^R \prod_{i=1}^{T_N N^2} \left( X_r^N \left( iN^{-\frac{2}{3}} \right)^\wedge X_r^N \left( (i-1)N^{-\frac{2}{3}} \right)^\wedge \right) \frac{R}{2} \right]
\]

\[
\cdot \left[ 1 + \xi \left( \frac{X_r^N \left( iN^{-2/3} \right)^\wedge X_r^N \left( (i-1)N^{-2/3} \right)^\wedge }{\sqrt{X_r^N \left( iN^{-2/3} \right)^\wedge X_r^N \left( (i-1)N^{-2/3} \right)^\wedge}} \right) \right]^{R} \sum_{j=0}^{T_N^N 3^3} a \left( X_r^N \left( iN^{-2/3} \right)^\wedge \right) \left( j^{R} \right) \left( 2 \sqrt{N} \right)^{1/2},
\]

\(r = 1, 2, \ldots, R.\)

Next, we recall that \(f(x) = O(\exp(x^{1-\delta})), g(x) = O(\exp(x^{1-\delta}))\) as \(x \to \infty\) for some \(\delta > 0\) by assumption. With that \(\delta\) and any fixed \(\epsilon \in (0, \frac{2\delta}{3})\), we first consider the case that \(x_r, y_r\) in (4.65) are both at most \(N^{2/3-\epsilon}\). In this case, we estimate \(\mathbb{E}(x_r,y_r;N,T_N)\) using the inequality (4.51) of Lemma 4.2, bound the expectation with respect to the \(\xi\)'s and \(a\)'s as in the derivation of (4.63) in the proof of Lemma 4.4, and employ Assumption 2.1 (a). All in all, we obtain the following upper bound on the expectation in (4.65):

\[
\frac{C}{2^{7R}} |f(x_r)|^R |g(y_r)|^R e^{-\frac{b}{2} (x_r-y_r)^2} \mathbb{E}
\left[
\exp \left( \frac{-R}{2N} \sum_{i=1}^{T_N N^2} \left( N - X_r^N \left( iN^{-\frac{2}{3}} \right) \right) \right)
\right]
\]

\[
+ C \sum_{h \in N^{-1/3}(\mathbb{Z}+1/2)} \left( N^{-1/3} \frac{R L_h(X_r^N)}{N^{1/6}} + \frac{R^2 L_h(X_r^N)^2}{N^{1/3}} + \frac{R^2 L_h(X_r^N)^2}{N^{1/3}} \right)
\]

\[
+ C \sum_{h \in N^{-1/3} \mathbb{Z}} \left( N^{-1/3} \frac{R L_h(X_r^N)}{N^{1/6}} + \frac{R^2 L_h(X_r^N)^2}{N^{1/3}} + \frac{R^2 L_h(X_r^N)^2}{N^{1/3}} \right)
\]

where \(C > 0\) is a uniform constant and \(2 \leq \gamma' < 3\) is the same as in Lemma 4.1. An application of the Cauchy-Schwarz inequality to the latter expectation results further in the two factors

\[
\mathbb{E}
\left[
\exp \left( \frac{-R}{N} \sum_{i=1}^{T_N N^2/3} \left( N - X_r^N \left( iN^{-2/3} \right) \right) \right) \right]^{1/2},
\]
\begin{align}
\mathbb{E} \left[ \exp \left( 2C \sum_{h \in N^{-1/3}(Z+1)/2} \left( \frac{RL_h(X_r^N)}{N^{1/2}} + \frac{R^2L_h(X_r^N)^2}{N^{1/3}} + \frac{R^{\gamma'}L_h(X_r^N)^{\gamma'}}{N^\gamma/6} \right) \right) \right] \\
+ 2C \sum_{h \in N^{-1/3}Z} \left( \frac{RL_h(X_r^N)}{N^{1/2}} + \frac{R^2L_h(X_r^N)^2}{N^{1/3}} + \frac{R^{\gamma'}L_h(X_r^N)^{\gamma'}}{N^\gamma/6} \right) \right]^{1/2}.
\end{align}

To estimate the expression in (4.67) further we assume first that \(x_r \leq y_r\). In this case, the random walk bridge \(X_r^N\) can be sampled as follows: sample a random walk bridge from \(N\) to \(N\) in \(T_NN^{2/3} - \lfloor N - N^{1/3}x_r \rfloor + \lfloor N - N^{1/3}y_r \rfloor\) steps of size \(\pm 1\); next, shift the resulting bridge down by \(N - \lfloor N - N^{1/3}x_r \rfloor\); finally, insert \(\lfloor N - N^{1/3}x_r \rfloor - \lfloor N - N^{1/3}y_r \rfloor\) additional down steps of size \(-1\) uniformly at random. Combining the observation that the latter insertion is only increasing the value of \(\sum_{i=1}^{T_NN^{2/3}} (N - X_r^N(iN^{-2/3}))\) with Proposition 4.2 for the random walk bridge connecting \(N\) to \(N\) we obtain the bound

\[
\mathbb{E} \left[ \exp \left( - \frac{R}{N} \sum_{i=1}^{T_NN^{2/3}} (N - X_r^N(iN^{-2/3})) \right) \right]^{1/2} \leq \tilde{C}e^{-RT_Nx_r/2},
\]

where \(\tilde{C} > 0\) is a constant depending only on \(R\). A similar argument in the case \(x_r > y_r\) leads to the same upper bound, only with \(x_r\) replaced by \(y_r\).

We turn to the expression in (4.68). Our goal is to give bounds on the exponential moments of the six random variables

\begin{align}
&\sum_{h \in N^{-1/3}(Z+1)/2} \frac{L_h(X_r^N)}{N^{1/2}}, \sum_{h \in N^{-1/3}(Z+1)/2} \frac{L_h(X_r^N)^2}{N^{1/3}}, \sum_{h \in N^{-1/3}(Z+1)/2} \frac{L_h(X_r^N)^{\gamma'}}{N^{\gamma'/6}}, \\
&\sum_{h \in N^{-1/3}Z} \frac{L_h(X_r^N)}{N^{1/2}}, \sum_{h \in N^{-1/3}Z} \frac{L_h(X_r^N)^2}{N^{1/3}}, \sum_{h \in N^{-1/3}Z} \frac{L_h(X_r^N)^{\gamma'}}{N^{\gamma'/6}},
\end{align}

which can be then combined by means of Hölder’s inequality. The first and fourth random variables simply equal to \(T_NN^{-1/6}\) and \(T_NN^{-1/6} + N^{-5/6}\), respectively. For the other four random variables in (4.69) we use the estimate (4.19) (recalling also Remark 4.1 and the elementary inequality (4.15))
to obtain
\[
\max \left( \sum_{h \in N^{-1/3}(Z+1/2)} \frac{L_h(X_r^N)^p}{N^{1/3}}, \sum_{h \in N^{-1/3}Z} \frac{L_h(X_r^N)^p}{N^{1/3}} \right) \leq C \left( M(N, T_N)^{p-1} + |x_r - y_r|^{p-1} + 1 \right),
\]

where \( p \in \{2, \gamma'\} \), \( C > 0 \) is a uniform constant, and \( N^{1/3}M(N, T_N) \) has the same law as the difference between the maximum and the minimum of \( X_r^N \) (see the explanation following (4.19)). The arguing as in the proof of Proposition 4.2, we conclude that \( N^{1/3}M(N, T_N) \) is stochastically dominated by the sum of \( |x_r - y_r| \) and the difference between the maximum and the minimum of a simple symmetric random walk going from 0 to 0 in \( T_N N^{2/3} \) steps of size \( \pm 1 \). At this point, the bound (4.7) shows that
\[
\mathbb{E} \left[ \exp \left( \theta \sum_{h \in N^{-1/3}(Z+1/2)} \frac{L_h(X_r^N)^p}{N^{1/3}} \right) \right] \vee \mathbb{E} \left[ \exp \left( \theta \sum_{h \in N^{-1/3}Z} \frac{L_h(X_r^N)^p}{N^{1/3}} \right) \right] \leq \tilde{C} e^{C|x_r-y_r|^{p-1}},
\]

where \( \theta > 0 \), \( p \in \{2, \gamma'\} \), and \( \tilde{C} > 0 \) is a constant depending only on \( \theta \).

Putting everything together we get the following estimate on the expression in (4.66):
\[
\frac{\tilde{C}}{2^{1/R}} |f(x_r)|^R |g(y_r)|^R \cdot \exp \left( -\frac{R}{C} (x_r - y_r)^2 - \frac{R T_N}{2} \min(x_r, y_r) + \tilde{C}|x_r - y_r| + \tilde{C}|x_r - y_r|^{\gamma'-1} \right),
\]

where \( \tilde{C} > 0 \) is a constant depending only on \( R \), and \( C > 0 \) is a uniform constant. Since \( f(x) = O(\exp(x^{1-\delta})) \), \( g(x) = O(\exp(x^{1-\delta})) \) as \( x \to \infty \), and \( 2 < \gamma' < 3 \), the integral of the \( R \)-th root of the latter expression (and, hence, also of the expression in (4.65)) over \( \{(x_r, y_r) \in \mathcal{R}_{N,K} : x_r, y_r \leq N^{2/3-\epsilon} \} \) admits an upper bound of the form \( \frac{C(R, K)}{2^R} \) with \( \lim_{K \to \infty} C(R, K) = 0 \) for any fixed \( R \).

To finish the proof it remains to treat the case of at least one of \( x_r, y_r \) is larger than \( N^{2/3-\epsilon} \). The additional technical difficulty in this case is that the quantities \( \sqrt{X_r^N(\lfloor iN^{-2/3} \rfloor \wedge X_r^N(\lfloor i-1N^{-2/3} \rfloor)} \) can be anywhere between 1
and \( \sqrt{N - N^{1-\epsilon}} + T_N N^{2/3} \leq \sqrt{N - N^{1-\epsilon}/2} \) for all \( N \) sufficiently large. To address this, we bound the factors involving \( X_r^N(iN^{-2/3}) \land X_r^N((i-1)N^{-2/3}) \) in (4.65) as follows:

\[
N^{-R/2} \left| \sqrt{X_r^N(iN^{-2/3}) \land X_r^N((i-1)N^{-2/3})} \right|^R + \xi(X_r^N(iN^{-2/3}) \land X_r^N((i-1)N^{-2/3})) \leq N^{-R/2} \left( \sqrt{N - N^{1-\epsilon}/2} \right) \left| \xi(X_r^N(iN^{-2/3}) \land X_r^N((i-1)N^{-2/3})) \right|^R \]

\[
= (1 - N^{-\epsilon}/2)^{R/2} \left( 1 + \frac{\left| \xi(X_r^N(iN^{-2/3}) \land X_r^N((i-1)N^{-2/3})) \right|^R}{\sqrt{N - N^{1-\epsilon}/2}} \right).
\]

Inserting the latter bound into (4.65) and proceeding as in the derivation of (4.66) (only replacing all \( \xi \)'s by their absolute values) we obtain an estimate on the expression in (4.65) of the form

\[
(4.71) \quad \frac{C}{2j^R} |f(x_r)|^R |g(y_r)|^R \exp(- \frac{R}{C} (x_r - y_r)^2 - \frac{RT_N}{4} N^{2/3-\epsilon})
\]

\[
E \left[ \exp \left( C \sum_{h \in N^{-1/3}(Z+1/2)} \left( \frac{R L_h(X_r^N)}{N^{1/6}} + \frac{R^2 L_h(X_r^N)^2}{N^{1/3}} + \frac{R^\gamma L_h(X_r^N)}{N^{\gamma/6}} \right) \right) + C \sum_{h \in N^{-1/3}Z} \left( \frac{R L_h(X_r^N)}{N^{1/6}} + \frac{R^2 L_h(X_r^N)^2}{N^{1/3}} + \frac{R^\gamma L_h(X_r^N)}{N^{\gamma/6}} \right) \right],
\]

where \( C > 0 \) is a uniform constant and \( 2 \leq \gamma' < 3 \) is the same as in Lemma 4.1. Repeating the argument leading to (4.70) we arrive at the upper bound

\[
(4.72) \quad \frac{\bar{C}}{2j^R} |f(x_r)|^R |g(y_r)|^R \cdot \exp \left( - \frac{R}{C} (x_r - y_r)^2 - \frac{RT_N}{4} N^{2/3-\epsilon} + \bar{C} \left( T_N N^{1/6} + |x_r - y_r| + |x_r - y_r|^{\gamma-1} \right) \right)
\]

with the constant \( C \) of (4.71) and a constant \( \bar{C} > 0 \) depending only on \( R \). Since \( f(x) = O(\exp(x^{1-\delta})) \), \( g(x) = O(\exp(x^{1-\delta})) \) as \( x \to \infty \), and \( 2 < \gamma' < 3 \), the term \( \exp \left( - \frac{R}{C} (x_r - y_r)^2 - \frac{RT_N}{4} N^{2/3-\epsilon} \right) \) dominates on the region of integration \( \{ (x_r, y_r) \in \mathcal{R}_{N,K} : x_r > N^{2/3-\epsilon} \text{ or } y_r > N^{2/3-\epsilon} \} \). The area of the latter is of the order \( N^{4/3} \), so that the desired estimate readily follows. ☐
Remark 4.4. Lemma 4.6 shows that the differences between the integrals in (4.45), (4.46) with \( R = -\infty, \overline{R} = \infty \) and a fixed \( K \) and those with \( R = -\infty, \overline{R} = \infty \) and \( K = N^{2/3} \) are bounded uniformly in \( N \in \mathbb{N} \) and tend to 0 in the limit \( K \to \infty \) in the sense of moments. This statement is also true for the sums of such differences over \( j = 0, 1, \ldots \) (which give rise to exponentials), since the bounds of Lemma 4.6 decay exponentially in \( j \).

Next, we present an extension of Lemma 4.6 which can be shown in the same way.

Lemma 4.7. Fix an \( N \in \mathbb{N} \) and let \( \Upsilon \) be a random variable given by a deterministic function of the random walk bridge \( X \) and the sequence of \( a \)'s. For each \( K \in [0, \infty) \), define \( \mathbb{S}^c(j)(N; K; \Upsilon) \) as the modification of \( \mathbb{S}^c(j)(N; K) \) obtained by inserting \( \Upsilon \) as an additional factor into the expectation in (4.45). Suppose that the \( (2R) \)-th moment of \( \Upsilon \) is bounded by \( C_1 < \infty \). Then, there exist positive constants \( C(R, K), K \in [0, \infty) \) (possibly depending on \( f, g \), but not on \( N, \Upsilon \)) such that

\[
\mathbb{E}\left[ \left| \mathbb{S}^c(j)(N; K; \Upsilon) \right|^R \right] \leq \frac{C(R, K)}{2^{jR}} C_1^{1/2}, \quad \mathbb{E}\left[ \left| \mathbb{Tr}^c(j)(N; K; \Upsilon) \right|^R \right] \leq \frac{C(R, K)}{2^{jR}} C_1^{1/2}
\]

for all \( N \in \mathbb{N} \), and \( \lim_{K \to \infty} C(R, K) = 0 \).

As a last ingredient for the proof of Theorem 4.2 we need to control the error in replacing the terms involving \( a \)'s in the fourth lines of (4.40), (4.41) by the terms involving \( a \)'s in the third lines of (4.45), (4.46). To this end, we consider the complete homogeneous symmetric functions and power sums given respectively by

\[
h(j; N) := \sum_{0 \leq i_1 \leq \cdots \leq i_j \leq T_N N^{2/3}} \prod_{j' = 1}^{j} a(X(i_{j'} N^{-2/3})),
\]

\[
p(j; N) := \sum_{i' = 0}^{T_N N^{2/3}} a(X(i' N^{-2/3}))^j.
\]

The \( h(j; N) \)'s can be expressed in terms of the \( p(j; N) \)'s according to the Newton identities. The latter can be written as (see e.g. [Mac, Chapter 1, Section 2]):

\[
h(j; N) = [z^j] \exp \left( \sum_{j' = 1}^{\infty} \frac{p(j'; N)}{j'} z^{j'} \right),
\]
where \([z^j]\) stands for the coefficient of \(z^j\) in the series expansion of what follows. We note further that (4.73) implies

\[
(4.74) \quad \frac{h(j; N)}{(2\sqrt{N})^j} = \sum_{l=0}^{j} \frac{p(1; N)^l}{l!} \left( [z^{j-l}] \exp \left( \sum_{j'=2}^{\infty} \frac{p(j'; N)}{(2\sqrt{N})^{j'} z^{j'}} \right) \right).
\]

The \(l = j\) term in (4.74) is precisely the one appearing in the third lines of (4.45), (4.46). The next lemma shows that the other terms become negligible as \(N \to \infty\).

**Lemma 4.8.** Under Assumption 2.1 and for each \(R = 1, 2, \ldots\), there exist positive constants \(\tilde{C}, \varepsilon\) such that

\[
(4.75) \quad \mathbb{E} \left[ \left( [z^j] \exp \left( \sum_{j'=2}^{\infty} \frac{|p(j'; N)|}{(2\sqrt{N})^{j'} z^{j'}} \right) \right)^R \right] \leq (\tilde{C}N^{-\varepsilon})^{lR}
\]

for all \(l = 1, 2, \ldots, T_N N^{2/3}\) and \(N \in \mathbb{N}\).

**Proof.** We define \(\Gamma_j = \sup_{0 \leq i_1 \leq \cdots \leq i_j} \mathbb{E} \left[ \prod_{j'=1}^{j} |a(i_{j'})| \right] = \sup_{i \in \mathbb{N}} \mathbb{E} [ |a(i)|^j ]\), where the second equality is due to Hölder’s inequality. By Assumption 2.1, \(\Gamma_j \leq C^j j^{-\gamma}\) with universal constants \(C > 0\) and \(0 < \gamma < 3/4\). We also write \(k\) for \(T_N N^{2/3} + 1\). Now, expanding the random variable inside the expectation in (4.75) into a sum of monomials in the \(|a(i X(j'N^{-2/3}))|\)'s, bounding the expectations of the latter by \(\Gamma_{lR}\), and then collecting the terms back we obtain the following upper bound on the left-hand side of (4.75):

\[
(4.76) \quad \frac{1}{(2\sqrt{N})^{lR}} \Gamma_{lR} \left( [z^l] \exp \left( \sum_{j'=2}^{\infty} \frac{k}{j'} z^{j'} \right) \right)^R.
\]

Using \(l \leq k\) we deduce further

\[
[z^l] \exp \left( \sum_{j'=2}^{\infty} \frac{k}{j'} z^{j'} \right) = [z^l] \left( \sum_{t'=0}^{[l/2]} \left( \sum_{j'=2}^{\infty} \frac{k}{j'} z^{j'} \right)^{t'} \right) \leq \sum_{t'=0}^{[l/2]} \left( \sum_{j'=2}^{\infty} \frac{k}{j'} \right)^{t'} \leq \sum_{t'=0}^{[l/2]} \left( \frac{k \log l}{l!} \right)^{t'},
\]

where \(C > 0\) is a uniform constant. Putting everything together we find that the left-hand side of (4.75) is at most

\[
\tilde{C} l^{R} \frac{1}{(2\sqrt{N})^{lR}} \left( N^{\frac{2}{3}} \log l \right)^{[l/2] R} \leq \left( \frac{\tilde{C} l^{2\gamma - 1} N^{\frac{2}{3}} \log l}{4N} \right)^{lR/2} \leq \left( \frac{\tilde{C} N^{\frac{2\gamma}{3}} \log N^{\frac{2}{3}}}{4N} \right)^{lR/2},
\]
where \( \tilde{C} \) is a constant depending only on \( R, \gamma \), and \( \sup_N T_N \) that varies from expression to expression. The lemma now follows from \( \gamma < 3/4 \) (see Assumption 2.1).

4.3. \textit{Proof of Theorem 2.1.} As discussed in Subsection 4.2, to prove Theorem 2.1 it suffices to establish Theorem 4.2. In the following, we only give the proof of the latter for \( \text{Sc}(N) \), since the same proof applies to \( \text{Tr}(N) \) as well. To start with, we note

\begin{equation}
\text{Sc}(N) = \sum_{j=0}^{\lceil T_N^{2/3} \rceil} \text{Sc}^{(j)}(N; K, -\infty, \infty) + \sum_{j=0}^{\lceil T_N^{2/3} \rceil} \sum_{l=0}^{j-1} U(N; j, l),
\end{equation}

where

\begin{equation}
U(N; j, l) := \frac{1}{2} \int_0^\infty \int_0^\infty f(x) g(y) \Xi(x, y; N, T_N) \mathbb{E}_x \left[ 1_{\{\forall t: X(t) \leq N\}} \cdot \exp \left( \frac{1}{2} \int_0^T B^{x,y}(t) \, dt + \sqrt{s_2^2 + s_1^2/4} \int_0^\infty \lambda(a) (B^{x,y})(dW(a)) \right) \right] dx dy.
\end{equation}

Hereby, with a slight abuse of notation we have allowed the value of \( T_N \) to change from term to term with \( j, l \). However, this is not important, since the results of the previous subsection apply to all occurring values of \( T_N \).

Now, we take the limits \( N \to \infty \), \( K \to \infty \) (in this particular order) of the right-hand side in (4.77). The limits as \( N \to \infty \) of the summands in the first sum in (4.77) have been identified in Proposition 4.6, so that by invoking the moment bounds of Lemma 4.6 with \( K = 0 \) we conclude that their sum converges as \( N \to \infty \) to

\begin{equation}
\frac{1}{\sqrt{2\pi T}} \int_0^K \int_0^K f(x) g(y) \exp \left( -\frac{(x-y)^2}{2T} \right) \mathbb{E}_{B^{x,y}} \left[ 1_{\{B^{x,y}(t) \geq 0\}} \cdot \exp \left( -\frac{1}{2} \int_0^T B^{x,y}(t) \, dt + \sqrt{s_2^2 + s_1^2/4} \int_0^\infty \lambda(a) (B^{x,y})(dW(a)) \right) \right] dx dy
\end{equation}
in the sense of moments and in law, where $W = \frac{1}{\sqrt{s^2 + s_0^2 / 4}}(s\xi W_\xi + s_0 W_{a})$.

In view of Remark 4.4, the $K \to \infty$ limit of the expression in (4.79) in the sense of moments and in distribution is given by the same expression with $K$ replaced by $\infty$. The latter is precisely the limit in (4.42) (recall Assumption 2.1 (b)).

Next, for every fixed $R \in \mathbb{N}$, we combine Lemma 4.6 with the triangle inequality for the $L_R$-norm to conclude that the $R$-th moment of the second sum in (4.77) can be bounded above by a constant $C(R,K)$ uniformly in $N \in \mathbb{N}$, which further satisfies $\lim_{K \to \infty} C(R,K) = 0$. Consequently, the second sum in (4.77) vanishes in the double limit $N \to \infty$, $K \to \infty$ in the sense of moments and in distribution.

To control the third sum in (4.77) we apply Lemma 4.7 for $U(N; j, l)$ and a fixed $R \in \mathbb{N}$ (note that in the case at hand the bound on the $R$-th moment of $\Upsilon$ required in Lemma 4.7 is precisely the content of Lemma 4.8) to get

$$\mathbb{E}[U(N; j, l)^R] \leq \frac{\tilde{C}_1}{2^R}(\tilde{C}_2 N^{-\epsilon})^{(j-l)^R}, \quad j, l \in \mathbb{N}, j \geq l,$$

where the positive constants $\tilde{C}_1$, $\tilde{C}_2$, and $\epsilon$ may depend on $R$. Combining this with the triangle inequality for the $L_R$-norm we deduce that the $R$-th moment of the third sum in (4.77) tends to 0 in the limit $N \to \infty$. Since $R \in \mathbb{N}$ was arbitrary, the third sum in (4.77) must vanish as $N \to \infty$ both in the sense of moments and in distribution. $\square$

**Remark 4.5.** Note that the terms in (4.41) with even $j$ (odd $j$ resp.) arise when we take even (odd resp.) powers of the matrix $\frac{M_N}{2\sqrt{N}}$. Since Proposition 4.6 gives the joint asymptotics of such terms for any finite collection of $j$’s, we can separate the even and the odd powers for the traces in Theorem 2.1. By doing so, we obtain the following results. Let $T_N$, $N \in \mathbb{N}$ and $\tilde{T}_N$, $N \in \mathbb{N}$ be two sequences of positive numbers such that $T_N N^{2/3}$, $N \in \mathbb{N}$ are even integers and $\tilde{T}_N N^{2/3}$, $N \in \mathbb{N}$ are odd integers. Suppose further that $\sup_N |T_N - T| N^{2/3} < \infty$ and $\sup_N |\tilde{T}_N - T| N^{2/3} < \infty$. Then, under the
same assumptions and in the same sense as in Theorem 2.1 we have

\begin{equation}
\lim_{N \to \infty} \text{Trace} \left( \frac{1}{2} \left( \frac{M_N}{2\sqrt{N}} \right)^{T_N N^{2/3}} \right) = \frac{1}{\sqrt{2\pi T}} \int_0^\infty \mathbb{E}_{B_{x,x}} \left[ \mathbf{1}_{\{\forall t: B_{x,y}(t) \geq 0\}} \cdot \exp \left( -\frac{1}{2} \int_0^T B_{x,y}(t) \, dt + s_\xi \int_0^\infty L_a(B_{x,y}) \, dW_\xi(a) \right) \right. \\
\left. \cdot \sum_{j \text{ even}} \left( s_a \int_0^\infty L_a(B_{x,y}) \, dW_a(a) \right)^j / 2^j j! \right] \, dx.
\end{equation}

Similarly,

\begin{equation}
\lim_{N \to \infty} \text{Trace} \left( \frac{1}{2} \left( \frac{M_N}{2\sqrt{N}} \right)^{\tilde{T}_N N^{2/3}} \right) = \frac{1}{\sqrt{2\pi T}} \int_0^\infty \mathbb{E}_{B_{x,x}} \left[ \mathbf{1}_{\{\forall t: B_{x,y}(t) \geq 0\}} \cdot \exp \left( -\frac{1}{2} \int_0^T B_{x,y}(t) \, dt + s_\xi \int_0^\infty L_a(B_{x,y}) \, dW_\xi(a) \right) \\
\cdot \sum_{j \text{ odd}} \left( s_a \int_0^\infty L_a(B_{x,y}) \, dW_a(a) \right)^j / 2^j j! \right] \, dx.
\end{equation}

Here, $W_\xi$ and $W_a$ are independent standard Brownian motions as in Proposition 4.6. Let us emphasize, that we claim convergence only for the traces, but not for the operators themselves, as the latter is more delicate.

5. **Properties of the stochastic Airy semigroup I.** In this section, we study the properties of operators $\mathcal{U}(T)$, $T > 0$ in more detail. The present section contains the statements that we prove directly from the definition of $\mathcal{U}(T)$, $T > 0$, while in Sections 6, 7 we prove the remaining properties by relying on the asymptotic results of Section 4.

**Lemma 5.1.** For each $T > 0$, $\mathcal{U}(T)$ is a Hilbert-Schmidt operator on $L^2(\mathbb{R}_{\geq 0})$ with probability one.

**Proof.** Fix a $T > 0$. We need to prove that the integral kernel $K(x, y; T)$ of $\mathcal{U}(T)$ satisfies

\begin{equation}
\int_{\mathbb{R}_{\geq 0}} \int_{\mathbb{R}_{\geq 0}} K(x, y; T)^2 \, dx \, dy < \infty
\end{equation}
with probability one. To this end, we will show that the expectation of the latter double integral is finite. Moving the square inside the expectation in the definition of \(K(x, y; T)^2\), dropping the indicator function therein, applying Fubini’s Theorem to take the expectation with respect to \(W\), and observing that the latter expectation boils down to the exponential moment of a Gaussian random variable, we obtain the following upper bound on the expectation of (5.1):

\[
\int_{\mathbb{R}^2} e^{-\frac{(x-y)^2}{2T}} \mathbb{E}_{B^{x,y}} \left[ \exp \left( -\int_0^T B^{x,y}(t) dt + \frac{2}{\beta} \int_0^\infty L_a(B^{x,y})^2 da \right) \right] \, dx \, dy.
\]

Next, we note that \(B^{x,y}(t) - (1 - \frac{t}{T}) x - \frac{t}{T} y, \, t \in [0, T]\) is a copy of \(B^{0,0}\), as well as \((1 - \frac{t}{T}) x + \frac{t}{T} y \geq \min(x, y)\). These and the Cauchy-Schwarz inequality allow to estimate the integrand in (5.2) by the product of \(e^{-\frac{(x-y)^2}{2T}} - \min(x, y)\) with

\[
\mathbb{E}_{B^{0,0}} \left[ \exp \left( -2 \int_0^T B^{0,0}(t) dt \right) \right]^{1/2} \mathbb{E}_{B^{x,y}} \left[ \exp \left( \frac{4}{\beta} \int_0^\infty L_a(B^{x,y})^2 da \right) \right]^{1/2}.
\]

Further, it is well-known that the first expectation in (5.3) is given by a finite constant \(C\), see e.g. [CSY, proof of Theorem 3.1, final display] for a significantly stronger statement. For the second expectation in (5.3), we recall from the proof of Proposition 4.4 that \(\int_0^\infty L_a(B^{x,y})^2 da\) is the limit in distribution of \(N^{-1/3} \sum_{h \in N^{-1/3}(\mathbb{Z}_{\geq 0} + 1/2)} L_h(X^{x,y}; N, T)^2\), \(N \in \mathbb{N}\). The latter are stochastically dominated by \(8T(N^{-1/3}J_{TN^{2/3}} + N^{-1/3} \bar{J}_{TN^{2/3}} + 2|x-y| + 2N^{-1/3})\), \(N \in \mathbb{N}\), respectively, where \(J_{TN^{2/3}}\), \(\bar{J}_{TN^{2/3}}\) are the maxima of two independent simple random walks with \(TN^{2/3}\) steps of size \(\pm 1\) (see (4.19) and the paragraph following it). Passing to the limit \(N \to \infty\) we conclude that \(\int_0^\infty L_a(B^{x,y})^2 da\) is stochastically dominated by \(8T(J + \bar{J} + 2|x-y|)\), where \(J, \bar{J}\) are the maxima of two independent standard Brownian motions on \([0, T]\). All in all, the expression in (5.2) is bounded above by

\[
\frac{C^{1/2}}{2\pi T} \int_{\mathbb{R}^2} e^{-\frac{(x-y)^2}{2T} - \min(x, y)} \mathbb{E} \left[ \exp \left( \frac{32T}{\beta} (J + \bar{J} + 2|x-y|) \right) \right]^{1/2} \, dx \, dy.
\]

It remains to note the integrability of \(e^{-\frac{(x-y)^2}{2T} - \min(x, y) + \frac{32T}{\beta} |x-y|}\) over \((\mathbb{R}_{\geq 0})^2\).

Lemma 5.1 shows that the operators \(\mathcal{U}(T)\) are well-defined, and we can now prove Propositions 2.2, 2.3, and 2.4.
Proof of Proposition 2.3. We need to show that the event
\[ \{ \forall f \in L^2(\mathbb{R}_0) : \mathcal{U}(T_1) \mathcal{U}(T_2)f = \mathcal{U}(T_1 + T_2)f \} \]
has probability one for any \( T_1, T_2 \geq 0 \). Moreover, according to Lemma 5.1, the operators \( \mathcal{U}(T_1), \mathcal{U}(T_2), \mathcal{U}(T_1 + T_2) \) are continuous with probability one, so that in the latter event we may replace \( L^2(\mathbb{R}_0) \) by a countable dense subset. Consequently, it suffices to prove that \( \mathcal{U}(T_1) \mathcal{U}(T_2)f = \mathcal{U}(T_1 + T_2)f \) almost surely for a fixed \( f \in L^2(\mathbb{R}_0) \). In addition, we may assume that \( f \geq 0 \), since otherwise we can decompose \( f \) into its positive and negative parts. In this case, Fubini’s Theorem reveals that it is enough to show that almost surely
\[ \forall x, y \in \mathbb{R}_0 : \int_{\mathbb{R}_0} K(x, z; T_1) K(z, y; T_2) \, dz = K(x, y; T_1 + T_2). \]  
(5.4)

Further, elementary manipulations allow to rewrite the latter integral as
\[ \frac{1}{\sqrt{2\pi(T_1 + T_2)}} \int_{\mathbb{R}} \left( \frac{T_1 + T_2}{2\pi T_1 T_2} \right)^{1/2} \cdot \exp \left( - \left( z - \frac{T_1}{T_1 + T_2} y - \frac{T_2}{T_1 + T_2} x \right)^2 / \left( 2 \frac{T_1 T_2}{T_1 + T_2} \right) \right) \cdot \mathbb{E}_{B^x,y} \left[ \mathbf{1}_{\{ \forall t : B^x,z(t) \geq 0, \forall t : B^{z,y}(t) \geq 0 \}} \exp \left( - \frac{(x - y)^2}{2(T_1 + T_2)} - \frac{1}{2} \int_0^{T_1} B^{z,z}(t) \, dt \right. \right. \right. 
- \frac{1}{2} \int_0^{T_2} B^{y,y}(t) \, dt 
\left. \left. \left. + \frac{1}{\sqrt{2\pi}} \int_0^{\infty} (L_u(B^{x,z}) + L_u(B^{z,y})) \, dW(u) \right) \right] \right) \, dz. \]  
(5.5)

We now make the following observation: the process obtained by sampling a point \( z \) according to the normal distribution with mean \( \frac{T_1}{T_1 + T_2} y + \frac{T_2}{T_1 + T_2} x \) and variance \( \frac{T_1 T_2}{T_1 + T_2} \) and then concatenating a standard Brownian bridge connecting \( x \) to \( z \) in time \( T_1 \) with a conditionally independent (given \( z \)) standard Brownian bridge connecting \( z \) to \( y \) in time \( T_2 \) is a standard Brownian bridge connecting \( x \) to \( y \) in time \( T_1 + T_2 \). As a result, we end up with \( K(x, y; T_1 + T_2) \).

Proof of Proposition 2.2. The almost sure symmetry of \( \mathcal{U}(T) \) amounts to showing that the event
\[ \left\{ \forall f, g \in L^2(\mathbb{R}_0) : \int_{\mathbb{R}_0} (\mathcal{U}(T)f)(x)g(x) \, dx = \int_{\mathbb{R}_0} f(x)(\mathcal{U}(T)g)(x) \, dx \right\} \]
has probability one. Thanks to the almost sure continuity of the operator $\mathcal{U}(T)$ (Lemma 5.1) it is further sufficient to consider $f, g$ from a countable dense subset of $L^2(\mathbb{R}_{\geq 0})$. Hence, the symmetry property of $\mathcal{U}(T)$ reduces to the almost sure equality

$$\int_{\mathbb{R}_{\geq 0}} (\mathcal{U}(T)f)(x)g(x) \, dx = \int_{\mathbb{R}_{\geq 0}} f(x)(\mathcal{U}(T)g)(x) \, dx$$

for fixed $f, g \in L^2(\mathbb{R}_{\geq 0})$. In addition, we may assume $f \geq 0$, $g \geq 0$, since otherwise we can decompose $f$, $g$ into their positive and negative parts. For such functions, we may use Fubini’s Theorem to reduce the statement further to: almost surely,

$$\forall x, y \in \mathbb{R}_{\geq 0} : \quad K(x, y; T) = K(y, x; T).$$

The latter follows from the definition of the kernel $K(\cdot, \cdot; T)$ and the fact that the time reversal of a standard Brownian bridge connecting $x$ to $y$ in time $T$ is a standard Brownian bridge connecting $y$ to $x$ in time $T$.

At this point, the almost sure non-negativity of $\mathcal{U}(T)$ is a direct consequence of the almost sure identity $\mathcal{U}(T) = \mathcal{U}(T/2)\mathcal{U}(T/2)$ (Proposition 2.3) and the almost sure symmetry of $\mathcal{U}(T/2)$.

So far, we have established that $\mathcal{U}(T)$ is a symmetric positive Hilbert-Schmidt operator with probability one. In particular, the Spectral Theorem for symmetric compact operators reveals that $L^2(\mathbb{R}_{\geq 0})$ almost surely admits an orthonormal basis comprised of eigenfunctions of $\mathcal{U}(T)$ with the corresponding nonnegative eigenvalues $e^1(T) \geq e^2(T) \geq \cdots$. By definition, $\mathcal{U}(T)$ is trace class iff $\sum_{i=1}^{\infty} e^i(T) < \infty$, and in this case

$$\text{Trace}(\mathcal{U}(T)) = \sum_{i=1}^{\infty} e^i(T).$$

Moreover, $\mathcal{U}(T)\mathcal{U}(T/2) = \mathcal{U}(T/2)\mathcal{U}(T)$ and [La, Chapter 28, Theorem 7] show that $L^2(\mathbb{R}_{\geq 0})$ almost surely admits an orthonormal basis comprised of common eigenfunctions of $\mathcal{U}(T)$ and $\mathcal{U}(T/2)$. Consequently, $\sum_{i=1}^{\infty} e^i(T)$ can be rewritten as $\sum_{i=1}^{\infty} e^i(T/2)^2$. The latter expression gives the square of the Hilbert-Schmidt norm of $\mathcal{U}(T/2)$ (see [La, Chapter 30, Exercise 11]) and can be therefore rewritten further as

$$\int_{\mathbb{R}_{\geq 0}} \int_{\mathbb{R}_{\geq 0}} K(x, y; T/2)^2 \, dx \, dy$$
The latter expression is finite with probability one by Lemma 5.1, so that $U(T)$ is trace class. Finally, an application of the semigroup equation (5.4) to
\[
\int_{\mathbb{R}_+} \int_{\mathbb{R}_+} K(x,y;T/2)^2 \, dx \, dy = \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} K(y,x;T/2) K(x,y;T/2) \, dx \, dy
\]
gives the trace formula (2.5). 

\[\text{Proof of Proposition 2.4.}\] We will show the stronger statement that, for each even integer $p \geq 2$, it holds
\[
\lim_{t \to T} \mathbb{E}\left[\|U(T)f - U(t)f\|^p\right] = 0.
\]
With the notation $\|U(t)\|$ for the spectral norm (i.e. the largest eigenvalue) of $U(t)$ we can use the Cauchy-Schwarz inequality to find
\[
\mathbb{E}\|U(T)f - U(t)f\|^p \leq \mathbb{E}\|U(T \wedge t)\|^{2p} \mathbb{E}\|U(|T-t|) f - f\|^p \leq \mathbb{E}\left[\text{Trace}(U(2p(t \wedge T)))\right]^{1/2} \mathbb{E}\left[\|U(|T-t|) f - f\|^{2p}\right]^{1/2}.
\]
The reduction of the trace to a Hilbert-Schmidt norm as in the proof of Proposition 2.2 and the arguments in the proof of Lemma 5.1 show that the quantity $\mathbb{E}\left[\text{Trace}(U(2p \min(t,T)))\right]$ can be bounded uniformly for all $t$ in a neighborhood of a fixed $T > 0$. Consequently, we only need to show (5.8) for $T = 0$.

Write $G(T)$ for the integral operator with kernel
\[
K^G(x,y;T) = \frac{1}{\sqrt{2\pi T}} \exp\left(-\frac{(x-y)^2}{2T}\right) \cdot \mathbb{E}_{B^{x,y}} \left[1_{\{\forall t: B^{x,y}(t) \geq 0\}} \exp\left(-\frac{1}{2} \int_0^T B^{x,y}(t) \, dt\right)\right].
\]
As $T \to 0$, the operators $G(T)$ converge strongly to $U(0)$ (= the identity operator), see e.g. [Mc, Section 2, Step 6]. Therefore, it is enough to prove
\[
\lim_{T \to 0} \mathbb{E}\left[\|U(T)f - G(T)f\|^p\right] = 0.
\]
or, in other words, the convergence to 0 as $T \to 0$ of

$$(5.10)$$

$$
\mathbb{E}\left[\int_{R \geq 0} \int_{R \geq 0} \frac{1}{\sqrt{2\pi T}} e^{-\frac{(x-y)^2}{2T}} \mathbb{E}_{B^{x,y}} \left[1_{\{\forall t: B^{x,y}(t) \geq 0\}} \exp\left(-\frac{1}{2} \int_0^T B^{x,y}(t) \, dt\right) \right.ight.
\left.\left. \exp\left(\frac{1}{\sqrt{\beta}} \int_0^\infty L_a(B^{x,y}) \, dW(a)\right) - 1\right] f(y) \, dy \right]^2 \, dx^{p/2}\right].
$$

Next, we apply the elementary inequality $|e^S - 1| \leq |S| e^{|S|}$, $S \in \mathbb{R}$ with

$$S := \frac{1}{\sqrt{\beta}} \int_0^\infty L_a(B^{x,y}) \, dW(a)$$

to estimate the expression in (5.10) by

$$(5.11)$$

$$
\mathbb{E}\left[\int_{R \geq 0} \int_{R \geq 0} \frac{1}{\sqrt{2\pi T}} \exp\left(-\frac{(x-y)^2}{2T}\right) \mathbb{E}_{B^{x,y}} \left[1_{\{\forall t: B^{x,y}(t) \geq 0\}} \exp\left(-\frac{1}{2} \int_0^T B^{x,y}(t) \, dt\right) |S| e^{|S|} \right] f(y) \, dy \right]^2 \, dx^{p/2}\right].
$$

Moreover, writing the square of the inner integral and then the $p/2$ power of the outer integral as products of integrals in independent variables and applying Fubini’s Theorem together with Hölder’s inequality we end up with the bound

$$(5.12)$$

$$
\left(\int_{R \geq 0} \left(\int_{R \geq 0} \frac{1}{\sqrt{2\pi T}} \exp\left(-\frac{(x-y)^2}{2T}\right) \mathbb{E}_{B^{x,y}} \left[1_{\{\forall t: B^{x,y}(t) \geq 0\}} \cdot \exp\left(-\frac{1}{2} \int_0^T B^{x,y}(t) \, dt\right) \mathbb{E}_{W} \left[|S|^p e^{p|S|}\right]^{1/p} \right] f(y) \, dy \right)^2 \, dx^{p/2}\right).
$$

Dropping the indicator function and using the Cauchy-Schwarz inequality we obtain the further estimate

$$(5.13)$$

$$
\left(\int_{R \geq 0} \left(\int_{R \geq 0} \frac{1}{\sqrt{2\pi T}} \exp\left(-\frac{(x-y)^2}{2T}\right) |f(y)| \right) \mathbb{E}_{B^{x,y}} \left[\mathbb{E}_{W} \left[|S|^p e^{p|S|}\right]^{2/p} \right]^{1/2} \, dy \right)^2 \, dx^{p/2}\right).
$$
Now, the same argument as in the proof of Lemma 5.1 shows that the first expectation with respect to $B^{x,y}$ is bounded by a uniform constant for all $x, y \in \mathbb{R}_{\geq 0}$ and $T \in (0,1]$. To control the second expectation with respect to $B^{x,y}$ we combine the inequality $|S|^p \leq p! e^{|S|}$, the representation

$$B^{x,y}(t) = \sqrt{T} \hat{B}^{x/\sqrt{T},y/\sqrt{T}}(t/T), \quad t \in [0,T]$$

with a standard Brownian bridge $\hat{B}^{x/\sqrt{T},y/\sqrt{T}}$ connecting $x/\sqrt{T}$ to $y/\sqrt{T}$ in time 1, the fact that for a given trajectory of $\hat{B}^{x/\sqrt{T},y/\sqrt{T}}$ the random variable $S$ has the normal distribution with mean 0 and variance

$$\frac{T^{3/2}}{\beta} \int_{0}^{\infty} L_a(\hat{B}^{x/\sqrt{T},y/\sqrt{T}})^2 \, da,$$

and a bound on the integral of the squared local times as in the proof of Lemma 5.1 to obtain an estimate of the form

$$\mathbb{E}_{B^{x,y}} \left[ \mathbb{E}_W \left[ |S|^p e^{|S|} \right]^{2/p} \right]^{1/2} \leq C T^{3/2} e^{C |x-y|/\sqrt{T}}.$$

Here, $C < \infty$ is a constant depending only on $p$.

All in all, we end up with the following bound on the expression in (5.10):

$$CT^p \left( \int_{\mathbb{R}_{\geq 0}} \left( \int_{\mathbb{R}_{\geq 0}} \exp \left( -\frac{(x-y)^2}{2T} + C \frac{|x-y|}{\sqrt{T}} \right) |f(y)| \, dy \right)^2 \, dx \right)^{p/2}.$$

By Young’s inequality for convolution the latter is at most

$$CT^p \|f\|^p \left( \int_{\mathbb{R}} \exp \left( -\frac{x^2}{2T} + C \frac{|x|}{\sqrt{T}} \right) \, dx \right)^p \leq C T^{3p/2} \|f\|^p,$$

which finishes the proof.

6. **Convergence of extreme eigenvalues.** The aim of this section is to obtain Corollary 2.1 from Theorem 2.1. Such proofs are standard in the literature on the moments method for random matrices, see e.g. [Sos], [So1, Section 5], [So2]. Nevertheless, we give a sketch of the proof for the sake of completeness. In addition, it yields Proposition 2.5. We start with the following statement.
Lemma 6.1. The convergence in distribution

\[ \sum_{i=1}^{N} e^{T\lambda_{N}^{i}/2} \rightarrow_{N \to \infty} \text{Trace}(U(T)) \]

holds jointly for any finitely many \( T \)’s.

Proof. We write \( \mu_{N}^{i,1} \geq \mu_{N}^{i,2} \geq \cdots \) and \( \mu_{N}^{i,-1} \leq \mu_{N}^{i,-2} \leq \cdots \) for the positive and the negative eigenvalues of \( M_{N} \), respectively. In addition, we define their rescaled versions

\[ \lambda_{N}^{i,1} = N^{1/6}(\mu_{N}^{i,1} - 2\sqrt{N}) \quad \text{and} \quad \lambda_{N}^{i,-1} = -N^{1/6}(\mu_{N}^{i,-1} + 2\sqrt{N}), \quad i = 1, 2, \ldots \]

Clearly,

\[ \text{Trace}(M(T, N)) = \frac{1}{2} \sum_{i} \left( 1 + \frac{\lambda_{N}^{i,1}}{2N^{2/3}} \right)^{[T^{2/3}] - 1} + \frac{(-1)^{[T^{2/3}]}}{2} \sum_{i} \left( 1 + \frac{\lambda_{N}^{i,-1}}{2N^{2/3}} \right)^{[T^{2/3}] - 1}. \]

From Theorem 2.1 we know that both sides of (6.2) converge in distribution to the right-hand side of (6.1) in the limit \( N \to \infty \). Consequently, it suffices to show the convergence to 0 in probability as \( N \to \infty \) of the difference between the right-hand side of (6.2) and

\[ \sum_{i=1}^{N} e^{T\lambda_{N}^{i}/2} = \frac{1}{2} \sum_{i=1}^{N} e^{T\lambda_{N}^{i}/2} + \frac{1}{2} \sum_{i=1}^{N} e^{T\lambda_{N}^{i}/2} + \frac{(-1)^{[T^{2/3}]}}{2} \sum_{i=1}^{N} e^{T\lambda_{N}^{i}/2} \]

\[ + \frac{(-1)^{[T^{2/3}]}}{2} \sum_{i=1}^{N} e^{T\lambda_{N}^{i}/2}. \]

To analyze the difference between the right-hand sides of (6.2) and (6.3) we take \( \varepsilon = 1/100 \) and distinguish between four types of (rescaled) eigenvalues:

1. “bulk eigenvalues”: \( \lambda_{N}^{i,1} \)'s and \( \lambda_{N}^{i,-1} \)'s which are less or equal to \( -N^{\varepsilon} \),
2. “outliers”: \( \lambda_{N}^{i,1} \)'s and \( \lambda_{N}^{i,-1} \)'s which are greater or equal to \( N^{\varepsilon} \),
3. “right edge eigenvalues”: \( \lambda_{N}^{i,1} \)'s in \( (-N^{\varepsilon}, N^{\varepsilon}) \),
4. “left edge eigenvalues”: $\lambda_{N}^{\pm} \in (-N^\varepsilon, N^\varepsilon)$.

The contribution of the bulk eigenvalues to the right-hand side of (6.3) becomes negligible in the limit $N \to \infty$, since there are at most $N$ of them and each contributes at most $e^{-TN^\varepsilon/2}$. Due to the elementary inequality $1 + a \leq e^a$, $a \in \mathbb{R}$, the same is true for the right-hand side of (6.2).

Next, we show that with probability tending to 1 as $N \to \infty$ there are no outliers. To this end, we consider a sequence $T_N$, $N \in \mathbb{N}$ of positive numbers such that $T_N N^{2/3}$, $N \in \mathbb{N}$ are even integers and sup$_N |T_N - T| N^{2/3} < \infty$. Then,

$$\text{Trace}( (M_N T_N N^{2/3}) ) = \sum_i \left( 1 + \frac{\lambda_i^{\pm}}{2N^{2/3}} \right) T_N N^{2/3} + \sum_i \left( 1 + \frac{\lambda_i^{-}}{2N^{2/3}} \right) T_N N^{2/3}.$$

Hence, if there is an outlier, then

$$\text{(6.4)} \quad \text{Trace}( (M_N T_N N^{2/3}) ) \geq \left( 1 + \frac{N^\varepsilon}{2N^{2/3}} \right) T_N N^{2/3}.$$

According to Remark 4.5, the left-hand side of (6.4) converges in distribution as $N \to \infty$. On the other hand, the right-hand side of (6.4) becomes arbitrarily large in the same limit. Consequently, the probability that the inequality (6.4) takes place tends to 0 as $N \to \infty$.

Finally, to the summands involving the edge eigenvalues we can apply the approximations

$$\left( 1 + \frac{\lambda_i^{\pm}}{2N^{2/3}} \right) T_N^{N^{2/3}} \approx e^{T \lambda_i^{\pm} N^{2/3}/2}, \quad \left( 1 + \frac{\lambda_i^{-}}{2N^{2/3}} \right) T_N^{N^{2/3}} \approx e^{T \lambda_i^{-} N^{2/3}/2}$$

with additive errors of at most

$$\left( e^{N^{-2/3+2\epsilon}/2} - 1 \right) \left( 1 + \frac{\lambda_i^{\pm}}{2N^{2/3}} \right) T_N^{N^{2/3}}, \quad \left( e^{N^{-2/3+2\epsilon}/2} - 1 \right) \left( 1 + \frac{\lambda_i^{\pm}}{2N^{2/3}} \right) T_N^{N^{2/3}} - 1,$$

respectively. It remains to show that the sums of the latter errors over all the edge eigenvalues tend to 0 in probability. To this end, it suffices to prove that the expressions

$$\left( e^{N^{-2/3+2\epsilon}/2} - 1 \right) \sum_{i=1}^N \left( 1 + \frac{\lambda_i^{\pm}}{2N^{2/3}} \right) T_N^{N^{2/3}} - \epsilon, \quad \epsilon \in \{0, 1\}$$

converge to 0 in probability, since the contributions of the non-edge eigenvalues to them have been shown to be negligible before. The latter convergences are direct consequences of Remark 4.5.
We can now deduce Corollary 2.1 and Proposition 2.5. According to Proposition 2.2, for each \( T > 0 \), \( \mathcal{U}(T) \) is a symmetric trace class operator with probability one. In particular, \( \mathcal{U}(T) \) is compact (see e.g. [La, Section 30.8, Exercise 11 (h), (g)]), and therefore its spectrum is discrete. Moreover, the almost sure commutativity of operators \( \mathcal{U}(T), T > 0 \) shows that there exists an orthonormal basis \( v^1, v^2, \ldots \) of \( L^2(\mathbb{R}_{\geq 0}) \) consisting of eigenfunctions common to all \( \mathcal{U}(T), T \in (0, \infty) \cap \mathbb{Q} \) (see e.g. [La, Chapter 28, Theorem 7]). Next, we order the eigenvectors in such a way that the corresponding eigenvalues of \( \mathcal{U}(1) \) satisfy \( e^1 \geq e^2 \geq \cdots \), note that all of the latter are non-negative (\( \mathcal{U}(1) \) is a non-negative operator), and define \( \eta^1 \geq \eta^2 \geq \cdots \) by

\[
\eta^i = 2 \log e^i, \quad i \in \mathbb{N}.
\]

The semigroup property shows further that \( \mathcal{U}(T)v^i = \exp(T\eta^i/2)v^i, \quad i \in \mathbb{N} \)
for all \( T \in (0, \infty) \cap \mathbb{Q} \) and, in particular, \( \text{Trace}(\mathcal{U}(T)) = \sum_{i=1}^{\infty} \exp(T\eta^i/2) \).

We remark that a priori Proposition 2.2 allows some of the eigenvalues \( e^i \) of \( \mathcal{U}(1) \) to vanish. However, if that were the case, all of the operators \( \mathcal{U}(T), T \in (0, \infty) \cap \mathbb{Q} \) would evaluate to 0 on the corresponding eigenvectors, contradicting the continuity of the semigroup at \( T = 0 \) established in Proposition 2.4.

At this point, Lemma 6.1 implies the convergences

\[
\sum_{i=1}^{N} e^{T\lambda_N^i/2} \rightarrow_{N \to \infty} \sum_{i=1}^{\infty} e^{T\eta^i/2}
\]

in distribution, jointly for any finitely many \( T \)'s in \( (0, \infty) \cap \mathbb{Q} \). Applying the Skorokhod Representation Theorem in the form of [Dud, Theorem 3.5.1] we find a new probability space, on which the convergence of (6.5) holds almost surely for all \( T \in (0, \infty) \cap \mathbb{Q} \). Then, the one-to-one property of Laplace transforms implies that, for all \( i \in \mathbb{N} \), we must have the almost sure convergence \( \lim_{N \to \infty} \lambda^i = \eta^i \), see e.g. [So1, Section 5] for more details. This proves (2.10). Finally, Proposition 2.5 for irrational \( T > 0 \) follows from the continuity of the semigroup (Proposition 2.5), which then implies \( \text{Trace}(\mathcal{U}(T)) = \sum_{i=1}^{\infty} \exp(T\eta^i/2) \) and (6.5) via Lemma 6.1 as before.

7. Properties of the Stochastic Airy semigroup II.

Proof of Corollary 2.2. Note that the matrix \( M_N \) can be interpreted as an operator on \( L^2(\mathbb{R}_{\geq 0}) \): for a function \( f \in L^2(\mathbb{R}_{\geq 0}) \), one can define the action of \( M_N \) on \( f \) by interpreting the \( N \)-dimensional vector \( M_N(\pi_N f) \) as the piecewise constant function on \([0, N^{-1/3}), \ldots, [N^{2/3} - N^{-1/3}, N^{2/3})\)
whose values are given by the $N^{1/6}$ multiples of the entries of $M_N(\pi_Nf)$. The main result of [RRV] (see also [KRV]) provides a coupling of the matrices $M_N, N \in \mathbb{N}$ (viewed as operators on $L^2(\mathbb{R}_{\geq 0})$) such that their scaled largest eigenvalues and the corresponding eigenfunctions converge to those of $-\frac{1}{2}SAO_\beta$ almost surely. Simultaneously, the Brownian motion $W$ arises via the limit transition as in (2.7).

It is not hard to see that under the coupling of [RRV] the largest eigenvalues and the corresponding eigenfunctions of the matrices $M(T, \mathbb{R}_{\geq 0}, N), N \in \mathbb{N}$ (viewed as operators on $L^2(\mathbb{R}_{\geq 0})$) converge to those of $e^{-\frac{T}{2}SAO_\beta}$ almost surely. Indeed, for the convergence of eigenfunctions it suffices to observe that the eigenvectors of each $M(T, \mathbb{R}_{\geq 0}, N)$ are the same as those of the corresponding matrix $M_N$, and the eigenfunctions of $e^{-\frac{T}{2}SAO_\beta}$ are the same as those of $-\frac{1}{2}SAO_\beta$. On the other hand, for the convergence of eigenvalues we can use the same approximation of the normalized high powers of eigenvalues by the exponentials of their scaled versions as in the proof of Lemma 6.1.

Moreover, the almost sure convergence of the eigenvalues of $-\frac{1}{2}SAO_\beta$ to $-\infty$ ([RRV, Proposition 3.5]) implies the almost sure strong convergence of the matrices $M(T, \mathbb{R}_{\geq 0}, N), N \in \mathbb{N}$ (viewed as operators on $L^2(\mathbb{R}_{\geq 0})$) to $e^{-\frac{T}{2}SAO_\beta}$. Since strong convergence implies weak convergence, by comparing with Theorem 2.1 we conclude that the finite-dimensional distributions of the families $\int_{\mathbb{R}_{\geq 0}} f(x) (e^{-\frac{T}{2}SAO_\beta}g)(x) \, dx, f, g \in L^2(\mathbb{R}_{\geq 0})$ and $\int_{\mathbb{R}_{\geq 0}} f(x) (U(T)g)(x) \, dx, f, g \in L^2(\mathbb{R}_{\geq 0})$ coincide, as well as their joint distributions with the Brownian motions $W$ in the definitions of $SAO_\beta$ and $U(T),$ respectively.

In other words, the laws of the pairs $(W, e^{-\frac{T}{2}SAO_\beta})$ and $(W, U(T))$ are the same, where the second component is endowed with the Borel $\sigma$-algebra associated with the weak operator topology. Putting together the measurability of both $e^{-\frac{T}{2}SAO_\beta}$ and $U(T)$ with respect to the $\sigma$-algebra generated by $W$ with [K, Theorem 5.3] we conclude that there is a unique up to null sets of $W$ deterministic functional $F$ such that $(W, F(W))$ has the same law as each of the pairs $(W, e^{-\frac{T}{2}SAO_\beta})$ and $(W, U(T)).$ Consequently, if we choose the Brownian motions $W$ in the respective definitions of $SAO_\beta$ and $U(T)$ to be the same, the almost sure identities $e^{-\frac{T}{2}SAO_\beta} = F(W) = U(T)$ will hold.

We conclude the section with the proof of Proposition 2.7 and Corollary
2.3. Proof of Proposition 2.7 and Corollary 2.3. Fix a $T > 0$. From Corollary 2.2 we know that the expectation $\mathbb{E} \left[ \sum_{i=1}^{\infty} e^{T \eta_i^2} \right]$ is given by $\mathbb{E} \left[ \text{Trace}(U(T)) \right]$ which, in turn, can be computed to $\mathbb{E} \left[ \int_{\mathbb{R}_{\geq 0}} K(x, x; T) \, dx \right]$ thanks to the trace formula (2.5). To simplify the latter expectation we apply Fubini’s Theorem and take the expectation with respect to $W$ first using Novikov’s condition (see e.g. [KS, Proposition 3.5.12]) to obtain

$$\frac{1}{\sqrt{2\pi T}} \int_{\mathbb{R}_{\geq 0}} \mathbb{E}_B \left[ \mathbf{1}_{\{ \forall t: B_{x,x}(t) \geq 0 \}} \right]$$

$$\cdot \exp \left( -\frac{1}{2} \int_{0}^{T} B_{x,x}(t) \, dt + \frac{1}{2\beta} \int_{-\infty}^{\infty} L_a(B_{x,x})^2 \, da \right) \, dx.$$  

Next, we note that $B_{0,0} := B_{x,x} - x$ is a standard Brownian bridge connecting 0 to 0 in time $T$, in terms of which the latter expression reads

$$\frac{1}{\sqrt{2\pi T}} \int_{\mathbb{R}_{\geq 0}} \mathbb{E}_B \left[ \mathbf{1}_{\{ \forall t: x \geq -B_{0,0}(t) \}} \right]$$

$$\cdot \exp \left( -\frac{1}{2} \int_{0}^{T} (B_{0,0}(t)+x) \, dt + \frac{1}{2\beta} \int_{-\infty}^{\infty} L_a(B_{0,0})^2 \, da \right) \, dx.$$  

At this point, we rewrite the event $\{ \forall t: x \geq -B_{0,0}(t) \}$ as $\{ x \geq -\min(B_{0,0}) \}$ and compute the integral with respect to $x$ before taking the expectation:

$$\sqrt{\frac{T}{\pi}} \cdot \mathbb{E}_B \left[ \exp \left( -\frac{1}{2} \int_{0}^{T} (B_{0,0}(t) - \min(B_{0,0})) \, dt + \frac{1}{2\beta} \int_{-\infty}^{\infty} L_a(B_{0,0})^2 \, da \right) \right].$$

Lastly, consider the Vervaat transform $V(B_{0,0})(t) := B_{0,0}(t+t^*) \mod T - \min(B_{0,0})$, $t \in [0, T]$, where $t^*$ is the almost surely unique time at which $B_{0,0}$ attains its global minimum $\min(B_{0,0})$. By Vervaat’s Theorem ([Ver, Theorem 1]), $V(B_{0,0})$ is a standard Brownian excursion on $[0, T]$, so that $\mathbf{e}(t) := T^{-1/2}V(B_{0,0})(Tt)$, $t \in [0, 1]$ is a standard Brownian excursion on $[0, 1]$. The quantity of (7.1) can be now reexpressed in terms of $\mathbf{e}$ as

$$\sqrt{\frac{T}{\pi}} \cdot \mathbb{E}_B \left[ \exp \left( -\frac{T^{3/2}}{2} \int_{0}^{1} \mathbf{e}(t) \, dt + \frac{T^{3/2}}{2\beta} \int_{0}^{\infty} (l_y)^2 \, dy \right) \right],$$

where each $l_y$ is the total local time of $\mathbf{e}$ at level $y$. Proposition 2.7 readily follows.
In addition, for $\beta = 2$, we can equate the results of Propositions 2.7 and 2.6 to obtain

$$
\mathbb{E}\left[ \exp\left( -\frac{T^{3/2}}{2} \left( \int_0^1 \epsilon(t) \, dt - \frac{1}{2} \int_0^\infty (l_y)^2 \, dy \right) \right) \right] = e^{T^{3/96}}.
$$

Since $T > 0$ was arbitrary, we have identified the moment generating function on the negative half-line of the random variable $\int_0^1 \epsilon(t) \, dt - \frac{1}{2} \int_0^\infty (l_y)^2 \, dy$ with that of a Gaussian random variable of mean $0$ and variance $\frac{1}{12}$. The usual analytic continuation technique via Morera’s Theorem allows to extend such identity to the open left complex half-plane. Corollary 2.3 now follows from the Uniqueness Theorem for moment generating functions (see e.g. [Wi, Chapter VI, Theorem 6a]).

SUPPLEMENTARY MATERIAL

Supplement A: Global asymptotics
(doi: COMPLETED BY THE TYPESETTER). We analyze the asymptotics of global linear statistics of the spectrum of symmetric tridiagonal matrices and prove a Central Limit Theorem for them.

Supplement B: Coupling with Brownian bridge local times
(doi: COMPLETED BY THE TYPESETTER). We construct a coupling with the local times of the Brownian bridge and prove Proposition 4.1.
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