Response Letter

Manuscript: AOAS2110-014
LOCUS: A regularized blind source separation method with low-rank structure for investigating brain connectivity

We thank the Editor, AE and the referees for helpful comments. All the recommendations and questions have been implemented and addressed. We have highlighted the changes in the manuscript in blue. In the following we provide listed responses to the specific comments raised by the Editor, AE and the referees.

Response to Editor

1. Overall, we found the paper interesting and well-motivated. In particularly we appreciated the contraction of the proposed method, the optimization function on the connectivity element of the low-rank structure connectivity matrix. However, the paper needs to provide more detailed interpretations of the proposed model for researchers who are not experts in the ICA. ICA has already been applied as a dimension reduction model for the connectivity matrix. Another layer of a low-rank structure for the ICA source signal needs more scientific interpretation.

Response: Thank you for the helpful comments for our manuscript. Following the recommendation, we have added more detailed interpretations of the proposed LOCUS model (page 6 and page 13 in the revised paper) and also included detailed scientific interpretations for the low-rank structure of the source signal to facilitate understanding by the general readers. For example, we have added that “The connectivity traits reflect various neural circuits underlying the observed overall brain connectivity. Each neural circuit represents a set of brain connections that tend to occur together including both within module connections as well as between module connections.” And to provide scientific interpretations for the low-rank structure of the source signal, we have “the low-rank structure offers appealing interpretations for neurocircuitry structures. Each of the \( R_\ell \) subspace dimension can potentially reveal an underlying neurophysiological event that contributes to the connectivity trait where \( x^{(r)}_\ell \) captures the activity of \( V \) nodes in the \( r \)th neural event, allowing us to identify key nodes involved in a connectivity trait. The connection between two nodes in the \( \ell \)th trait depends on the similarity in the activity of the nodes across the \( R_\ell \) neural events, i.e. \( S_\ell(u,v) = \sum_{r=1}^{R_\ell} d^{(r)}_\ell x^{(r)}_\ell x^{(r)}_\ell \), which coincides with the definition of brain connectivity in neuroscience (Friston et al. 1993, Friston 2011). The contribution coefficients \( d^{(r)}_\ell \) represents the significance of the \( r \)th neural event in defining the connectivity trait. Therefore, LOCUS reveals underlying neural events and brain nodes contributing to the connectivity trait. The existing ICA methods do not provide such interpretations and insights.”

2. The AE has asked to address the following questions: Can we understand one connectivity trait as one group of simultaneously active regions? How is it related to functionally specialized brain areas? Does each sparse \( S_\ell(u,v) \) correspond to one functional specialized brain region?

Response: The proposed LOCUS model decomposes the observed connectivity data into latent source signals, i.e. connectivity traits. Each connectivity trait \( S_\ell \) represents a set of between-region brain connections that tend to occur together, where \( S_\ell(u,v) \) corresponds to the strength of connection between regions \( u \) and \( v \) in the connectivity trait. A connectivity trait could include connectivity between regions within the same brain functionally specialized area as well as connectivity between regions from different specialized areas when these areas are functionally connected. We have now added the interpretation of the connectivity trait to the revised manuscript (page 6 and 13).

3. The AE has provided additional review comments below: 1. On Page 8, it is unclear why the processing steps are crucial for analyzing the matrix data? 2. A correlation matrix satisfies the conditions of symmetry and positive definite with all positive values. The assumed model for the correlation matrix no longer satisfies the above conditions, so do the processing steps and z-score transformations enable the assumed model to fit the transformed data better? 3. The paper demonstrated better reproducibility...
of the proposed method over competing methods. How to understand those connections identified in the real data analysis? Do all the connections just imply spontaneous co-activation? 4. In the simulation analysis, the connectivity measures in each sparse structure of each source signal have identical values. Does this simulation capture the real data properties, which can have large variations across regions and subjects?

Response: We have now prepared point-by-point responses to all the comments from the AE. Please refer to our following “Response to the Associate Editor” for details.
Response to the Associate Editor

LOCUS: A regularized blind source separation method with low-rank structure for investigating brain connectivity

1. Can we understand one connectivity trait as one group of simultaneously active regions? How is it related to functionally specialized brain areas? Does each sparse $S_l(u, v)$ correspond to one functional specialized brain region?

Response: The proposed LOCUS model decomposes the observed connectivity data into latent source signals, i.e. connectivity traits. Each connectivity trait $S_l$ represents a set of between-region brain connections that tend to occur together, where $S_l(u, v)$ corresponds to the strength of connection between regions $u$ and $v$ in the connectivity trait. A connectivity trait could include connectivity between regions within the same brain functionally specialized area as well as connectivity between regions from different specialized areas when these areas are functionally connected. We have now added the interpretation of the connectivity trait to the revised manuscript (page 6 and 13).

2. On Page 8, it is unclear why the processing steps are crucial for analyzing the matrix data?

Response: The proposed LOCUS method is developed as a blind source separation method for decomposing connectivity matrix data. We adopt several preprocessing steps that are commonly adopted in blind source separation, which includes centering, dimension reduction and whitening. These steps serves several purposes. It facilitates the subsequent decomposition by denoising the original data, reducing the number of parameters to estimate, reducing the computational load and helping avoid overfitting. Furthermore, with the processing steps, the proposed model can be reexpressed on a reduced and sphered space as shown in eq(5) where the mixing matrix is orthogonal. With that, we are able to transform the original optimization function in eq(4) to the equivalent optimization function in eq(7) which is on a reduced space and allows for a more efficient estimating algorithm.

3. A correlation matrix satisfies the conditions of symmetry and positive definite with all positive values. The assumed model for the correlation matrix no longer satisfies the above conditions, so do the processing steps and z-score transformations enable the assumed model to fit the transformed data better?

Response: The proposed LOCUS method is developed to decompose symmetric brain connectivity matrices such as the functional connectivity correlation matrices. As the reviewer pointed out, the original connectivity measures may lie in a restricted range. Therefore, before the decomposition, we first perform proper transformations on the brain connectivity measures in the matrix to transform the connectivity measure to the real line. For example, to decompose functional correlation matrices, we first perform Fisher’s z-transformation on the correlations which ranges between -1 to 1. Next, since the connectivity matrix is symmetric and the diagonal elements represents self-relationship in the network that is typically not of interest, we use a mapping function $L$ to map the connectivity matrix to a vector $y_i$ which consists of the upper triangular elements of the symmetric matrix. The LOCUS model then decomposes $y_i$ into latent connectivity traits without the constraints of the original connectivity matrix data. After obtaining the connectivity traits, we can perform the reverse mapping and back-transformation to obtain reconstructed connectivity matrices that retain the properties of the original connectivity matrices including being symmetric and having values lie in the same range as the original connectivity measures.

4. The paper demonstrated better reproducibility of the proposed method over competing methods. How to understand those connections identified in the real data analysis? Do all the connections just imply spontaneous co-activation?

Response: The connectivity traits identified in the real data could represent various neural circuits underlying the observed overall brain connectivity. Each neural circuit represent a set of brain connections that tend to occur together including both within network connections as well as between network connections. For example, the latent source 2 represents a medial visual network related neural circuit that includes the connections within the medial visual network as well as the connections between medial visual network and other networks such as lateral visual network, executive control and default mode network.
Figure 1. True underlying source signals for two simulation scenarios in the additional simulation studies with varying signal intensities.

Table 1
Simulation results for comparing LOCUS with connICA with 100 simulation runs for Scenario I and II in the additional simulation studies with varying signal intensities. Values presented are mean and standard deviation of correlations between true and estimated: latent sources and loading matrices.

<table>
<thead>
<tr>
<th>Term</th>
<th>N</th>
<th>Setting 1</th>
<th>Setting 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LOCUS</td>
<td>connICA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.964 (0.001)</td>
<td>0.970 (0.002)</td>
</tr>
<tr>
<td>Latent Source Corr. (SD)</td>
<td>50</td>
<td>Low</td>
<td>Mid</td>
</tr>
<tr>
<td></td>
<td></td>
<td>84.4</td>
<td>84.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

5. In the simulation analysis, the connectivity measures in each sparse structure of each source signal have identical values. Does this simulation capture the real data properties, which can have large variations across regions and subjects?

Response: Thank you for the helpful comment. We now consider additional simulation studies with variations in the signal intensity across edges in the latent sources $S$ (Figure 1). As in the original simulation studies, we consider two different sample sizes, three noise levels and two simulation settings/scenarios with different patterns of underlying sources. In Table 1 here, we present the results for LOCUS and connICA in the additional simulation studies. Generally, estimates from LOCUS show better accuracy and smaller variability than those from connICA, which is a similar finding as from the original simulation study in the paper. We have now included the additional simulation studies in the Appendix of the revised paper.
Response to Review 1
AOAS2110-014

LOCUS: A regularized blind source separation method with low-rank structure for investigating brain connectivity

Thank you for your careful reading of our paper and helpful comments. Your feedback has led to an improved submission. Responses to specific points are given below.

1. LOCUS, as it uses penalized squared l2 norm, is more analogous to PCA that explains the variations (i.e. second moment) of the data. I think a direct comparison to the fastICA or connICA, which maximizes the non-Gaussianity measured by the negative entropy, would be questioned. For example, the latent sources from the fastICA are non-Gaussian for identifiability of the mixing matrix. What would be the analogous conditions of the LOCUS?

Response: Thank you for the question. The penalized squared l2 norm in LOCUS objective function derives from the Gaussian assumption of the error term $e_i$ in the probabilistic LOCUS model in eq(1). The objective functions in probabilistic ICA models also involve a similar squared l2 norm component. We do not assume Gaussian distribution for our latent sources $s_{\ell}$. In the objective function, we have a l1-based penalty term for the latent sources. One can show from a Bayesian perspective that this implies a non-Gaussian Laplace distribution is used to model the source signals which allows capturing information from the source signals beyond the second moment.

The reviewer is correct that unlike standard ICA methods, LOCUS doesn’t aim to maximize non-Gaussianity of the source signals. Instead, LOCUS is a blind source separation method that aims to perform low-rank decomposition of brain connectivity data with sparsity regularization to identify underlying connectivity traits. We compare LOCUS to connICA because (1) ICA is one of the most popular blind source separation methods for decomposing neuroimaging data and (2) connICA is the recent development in ICA to decompose brain connectivity data and hence making a highly relevant comparison method for us to consider.

2. Similar to 1, what would be the identifiability conditions of LOCUS? I only see that $||x(r)||_2 = 1$, which is trivial, but it does not guarantee the identifiability of the $A$ and $S$.

Response: As we comment in addressing question 1, the LOCUS model is a probabilistic blind source separation method with a noise term. As other noisy models like the probabilistic ICA, the identifiability properties of such models are more elusive as compared with the classic noiseless ICA (Davies 2004, Eriksson and Koivunen 2004, Kagan et al. 1973), since the source signals can no longer be expressed as a direct function of the unmixing matrix and the data due to the presence of the noise term. As we mention in addressing question 1, LOCUS essentially assumes a Laplace distribution, i.e. non-Gaussian, for the source signals $S$. Following previous work (Davies 2004), this implies that $A$ is identifiable up to a permutation and sign switching as in noiseless models. There is a degree of ambiguity in the full identifiability between the sources $S$ and the noise, which is still an open research question for probabilistic blind source separation methods. We have now added the discussion into the paper (Page 22).

3. Considering that LOCUS is more analogous to PCA, the relatively high reproducibility, especially for Pearson correlation, is 'understandable'. I believe authors should be very clear in using reproducibility scores for validations.

Response: As we comment in addressing question 1, the l2 norm in LOCUS’s objective function derives from the Gaussian assumption for the error term in the model and is similar to the l2 norm in the objective function in probabilistic ICA models. For source signals, our objective function has a l1 norm which implies a non-Gaussian Laplace distribution. When assessing the reproducibility, we use both Pearson correlation as well as Jaccard index to measure the reproducibility of the extracted latent sources across re-sampled datasets. Results from Pearson correlation and Jaccard index show that connectivity traits extracted by LOCUS in general have higher reproducibility as compared to those from connICA, where Jaccard index demonstrates more advantage for LOCUS over connICA than Pearson correlation (Figure 4 in the revised paper). We have explained our reproducibility analysis in detail in the paper for clarity.
4. More information is needed to highlight the results in terms of the reproducibility. I wonder if such 'matching' is useful in highlighting a method's performance. Of course, I admit that comparing performances in this context is not easy, but there are many uncertainties in the authors' approach including (i) matching bootstrapped LS to the original LS, (ii) matching a LS of a method to a LS of another method, and (iii) reliability index that is scaled to make it range between 0 and 1.

Response: Thank you for the comments. Following your suggestion, we have added more information on reproducibility analysis in the revised paper (please see our detailed itemized response below). In the analysis of the PNC study, we evaluate the reproducibility of the extracted latent sources through re-sampling the observed data using bootstrap. Since the latent components are not ordered in the blind source separation, matching bootstrapped LS to the original LS is needed to identify the comparable LS extracted from the bootstrap data with the LS extracted from the original data in order to evaluate the reproducibility of the original LS in the bootstrap samples. This type of matching is often adopted in evaluating reproducibility of results generated from a blind source separation method (Kemmer et al. 2018, Keeratimahat and Nichols 2021, Wu et al. 2021, Amico et al. 2017) or comparing the results generated from different methods (Shi and Guo 2016, Mejia et al. 2019). To evaluate the reproducibility of extracted connectivity traits, we adopt the reliability index proposed by Kemmer et al. (2018). The index was developed to provide scaled and chance-corrected measure to assess the reproducibility of latent sources extracted with blind source separation methods. The scaling of the index to a standard range facilitates the comparison of reproducibility across different latent sources.

a) In Figure 4, the reproducibility index was computed based on bootstrapped data. In each bootstrap, how did you match the LOCUS's bootstrapped LS to the LOCUS's original LS?

Response: We use a greedy matching algorithm to match the LOCUS's bootstrap LS to LOCUS's original LS (Keeratimahat and Nichols 2021, Wu et al. 2021). Specifically, we find the pair of bootstrap LS and original LS with the best correlation coefficient, then remove the best-matched pair from the following matching process, and repeat until all the LS pairs are matched.

b) Similar, how did you match the connICA's bootstrapped LS to its original LS? From my read, it looks like the connICA's LS in a bootstrapped data is matched to the LOCUS's LS from the same bootstrapped data. If so, I don't think it is a reasonable approach.

Response: Thank you for the question. We apologize for the confusion. To evaluate the reproducibility of the connICA results, we use a similar procedure by performing the greedy matching algorithm to match connICA's bootstrapped LS to connICA's original LS. We have clarified this in the revised paper (Page 12 and Page 13).

c) The results are based only on matched LS, and do not fully illustrate the connICA's result alone. It would be helpful if authors could present two separate reproducibility results that include all 30 latent sources from both connICA and LOCUS.

Response: Thank you for the helpful comments. We have now presented additional reproducibility results that include all 30 latent sources from both connICA and LOCUS (see Appendix in the revised paper) which is also presented here in Figure 2. We have included reliability indices based on both Pearson correlation and Jaccard index for all the 30 LSs. As shown in Figure 2, LOCUS generally has higher RI than connICA. The better reproducibility of LOCUS is more clearly demonstrated with the Jaccard index which reflects the reproducibility in identifying the significant edges in each connectivity trait.

5. a) In 2.3.3., authors present tuning parameter selection based on BIC, but it has not been evaluated in the real data analysis. How many latent sources have been identified by BIC? (not 30, which was chosen arbitrarily) Similarly, how was the number of latent sources chosen in simulations?

Response: Thank you for the comment. The proposed BIC criterion is used to select the tuning parameters $\phi$ and $\rho$. In the real data analysis, we selected $\phi = 2$ and $\rho = 0.85$ based on the BIC (Figure 3). The problem of selecting the number of latent sources in blind source separation methods does not have a uniform solution. Often, the number of sources are selected based on a certain objective function and/or the interpretability of the extracted latent sources. For the real data analysis in our
paper, we selected the number of latent sources $q$ in LOCUS based on the reproducibility and interpretability of the extracted sources. Specifically, we considered a range of $q$ values and evaluated the reproducibility of the extracted latent sources at each $q$. As shown in Figure 4, the reproducibility of the extracted sources starts to level off at around $q = 30$. Although the reproducibility still rises slightly with $q > 30$, we notice the interpretability of the extracted sources becomes less ideal when $q$ becomes too large. Overall, $q = 30$ achieves a great balance between the model size, the reproducibility and interpretability, hence selected for the PNC study analysis. We have now added the information on how the tuning parameters and the number of latent sources were chosen in the real data analysis in the revised paper (page 12). The number of latent sources were chosen as $q = 3$ in the simulations. As in previous work on blind source separation methods (Lee et al. 2011, Shi and Guo 2016), the true number of latent sources is chosen in the simulation studies given the focus of the papers are not on evaluating methods for selecting the number of latent components.

![Figure 2](image1.png)

**Figure 2. Reproducibility analysis for all 30 latent sources from LOCUS and connICA.**

b) **Also, it would be helpful if some summary statistics about $R_l$ are presented.**

**Response:** Thank you for the suggestion. We have now included the following summary statistics about $R_l$: “In the PNC study, the mean (SD) of $R_l$ is 8.7(1.6) across the latent sources with the min, median and max being 6, 8 and 12, respectively.” into Page 12.

![Figure 3](image2.png)

**Figure 3. The BIC plot for selecting parameters $\phi$ and $\rho$ in the PNC study analysis.**
c) I also wonder how LOCUS and its tuning parameter selection work when it is assumed to have no latent source (so that data is just a noise).

**Response:** When the observed data is just random noise with no underlying latent sources, we notice it becomes harder for the LOCUS algorithm to converge. After 200 iterations, there are still small perturbations in the estimated parameters. The tuning parameter selection also becomes inconsistent. The estimated latent sources and the parameters are not comparable from run to run. These results are expected since the data are just noise with no consistent underlying structure generated from latent sources.

6. Because LOCUS uses a non-convex objective, I wondered if different initialization of parameters would result in (at least approximately) the same result. On a related note, fastICA also suffers from the stability issues (e.g. initialization) and uses the best result based on a few different initialization. I wondered if this approach has been adopted in this manuscript.

**Response:** For LOCUS estimation, we use initialization based on the connICA result from one random initialization, i.e. we didn’t use the best result from different connICA initializations. To evaluate the reproducibility of the results from LOCUS in the PNC Study with respect to initialization, we have now run LOCUS on the PNC dataset using 50 different initializations. We evaluate the correlations between the LOCUS extracted source signals originally reported in the paper with the matched source signals extracted by LOCUS using each of the 50 initializations. Figure 5 presents the cross-source average correlation between the original results and the results from each of the 50 different initializations. Results show LOCUS results are fairly robust to different initialization, with an average correlation of 0.91 across the 50 runs. We have now added the reproducibility results with respect to initialization in the Appendix of the revised paper.

7. I would suggest to add p values adjusted for multiple comparisons, in addition to the uncorrected p values. Also, authors may include its power to strengthen the argument because they have already used bootstrapping for evaluations.

**Response:** We thank the reviewer for the suggestions. We have added the adjusted p-values based on FDR approach into the paper.
Response to Review 2

LOCUS: A regularized blind source separation method with low-rank structure for investigating brain connectivity

Thank you for your careful reading of our paper and helpful comments. Your feedback has led to an improved submission. Responses to specific points are given below.

1. Algorithmic convergence. One of the main contribution of this method is its computational development because the optimization problem is non-trivial and involves a new type of penalization. In Proposition 1, the authors show that the LOCUS optimization function has the block multi-convexity structure. However, it is not clear to me if this implies the guaranteed algorithm convergence (i.e., convergence of Algorithm 1). If I understand correctly, the multi-convexity does NOT imply convergence of the whole algorithm; thus some additional justification of the algorithmic convergence (e.g., in numerical experiments) would be helpful.

Response: As the reviewer commented, The Proposition 1 in our paper mainly aims to show that our objective function is block multi-convexity with respect to the proposed parameter partition. This theoretical property motivates the proposed Node-Rotation iterative estimation algorithm which exploits the block multi-convexity of the objective function to solve the non-convex optimization problem for learning LOCUS. The reviewer correctly points out that optimization for functions that are block multi-convexity does not necessarily imply convergence of the whole algorithm. In our experiments with both simulation and real imaging data, our proposed estimation algorithm has shown great performance in terms of stability and convergence. We have now included numerical experiments to demonstrate the convergence results of the proposed estimation algorithm. In the simulation study, we considered the same simulation settings as in the main paper and evaluated the convergence rate across 100 simulation runs per setting with the criterion $\|\Theta_{t+1} - \hat{\Theta}_t\|_F / \|\Theta_t\|_F < 0.001$. The LOCUS algorithm converged in all simulation runs within 100 iterations across all the settings. Furthermore, we check the convergence rate of LOCUS in the PNC study using 50 different initialization. The LOCUS algorithm converged within 200 iterations across all the 50 initialization in the real data analysis.

2. Initialization. The proposed algorithm is initialized by an existing method connICA that does not exploit the network structure fully. I am curious if the authors can comment on other possible initialization method and whether the propose method is sensitive (and how sensitive) to initialization.

Response: Thank you for the helpful comments. We have now included results of LOCUS with different initialization. It shows that the proposed algorithm is not sensitive to initialization.
For LOCUS estimation, we use initial values based on the results from connICA using one random initialization, i.e. we didn’t use the best result from different connICA initializations. To evaluate the reproducibility of the results from LOCUS in the PNC Study, we have now run LOCUS on the PNC dataset using 50 different initializations. We evaluate the correlations between the LOCUS extracted source signals originally reported in the paper with the matched source signals extracted by LOCUS using each of the initializations. Figure 5 presents the average correlation across the source signals between the original results and the results from the 50 different initializations. It shows the results from the LOCUS model are fairly robust to different initialization with an average correlation of 0.91 across initializations. We have now added the reproducibility results with respect to initialization in the Appendix of the revised paper.

In addition to connICA, we can also use other methods to generate initial values for LOCUS. For example, one can decompose the connectivity data using the infoMax algorithm or using dictionary learning method to obtain initialization for LOCUS.

3. **Low-rank formulation versus reducing subspace formulation.** There are other subspace learning dimension reduction methods that are more relevant, than the low-rank tensor methods, to the proposed ICA method. The low-rank latent connectivity traits (source signals) in this new connectivity ICA formulation is similar to, or even equivalent to, the subspace regularized decomposition in Wang et al. (2019) and other related works discussed therein. [See Reference: Wang, W., Zhang, X., Li, L. (2019). Common reducing subspace model and network alternation analysis. Biometrics, 75(4), 1109-1120.] It would be helpful to discuss what the advantages are in ICA-type decomposition than dimension reduction subspace type methods.

**Response:** Thank you for the comment and bringing to our attention the relevant references. There are several distinctions between the reduced subspace methods and our LOCUS method. First, LOCUS model main aims to decompose the observed connectivity matrices to identify various latent connectivity traits/components. And we model each of the latent traits using a low-rank structure to reduce the number of parameters. Therefore, the identification and extraction of the different latent connectivity traits/components underlying the observed connectivity is the main target of the LOCUS method. And the low-rank structure is used to improve the accuracy and reliability in the source separation of the connectivity metrics. In comparison, the reduced subspace methods mainly target using reduced subspace to estimate covariance or precision matrices where the main interest is to estimate the connectivity matrices and their group differences. Secondly, in the blind source separation, LOCUS generates subject-specific trait loadings which quantify the prominence or presence of each trait in a subject’s connectivity. These subject-specific trait loadings capture between-subject heterogeneity in each of the connectivity traits and also allow identifying which specific connectivity traits are associated with clinical or demographical variables. These subject-specific trait loadings and connectivity trait specific association analysis are typically not available from the reduced subspace methods. Thirdly, we propose a new angle-based sparsity regularization in the LOCUS low-rank decomposition. This new sparsity regularization is methodologically appealing by directly targeting the connectivity traits in its sparsity control and shows better performance than existing sparsity regularization. Furthermore, our regularization is directly incorporated in the LOCUS optimization function and lead to explicit analytic solutions in the estimation, which increases computational efficiency. In comparison, the reduced subspace model by Wang et al. (2019) uses a two step approach to obtain sparse estimators for the precision matrix by first obtaining an estimator of the covariance matrix and then inverse feeding it into the sparse method of Liu and Luo (2015). We have included theses discussions in the Introduction and Discussion section of the revised paper (page 3, page 4 and page 22).

4. **In the real data analysis, 30 latent sources were extracted. This number 30 seems arbitrarily chosen. It is also quite different from the simulation studies where only 3 latent sources were extracted. It would be appreciated if the authors can provide some practical guidance on how many latent sources should be used.**

**Response:** Thank you for the helpful comments. The problem of selecting the number of latent sources in blind source separation methods does not have a uniform solution. Often, the number of sources is
selected based on a certain objective function and/or the interpretability of the extracted latent sources. We have now clarified in the revised paper (page 12) that in the real data analysis we selected the number of latent sources \( q \) based on the reproducibility and interpretability of the extracted sources. Specifically, we considered a range of values for \( q \) and evaluated the reproducibility of the extracted latent sources at each \( q \). As shown in Figure 6, the reproducibility of the extracted sources starts to level off at around \( q = 30 \). Although the reproducibility still rises slightly with \( q > 30 \), we notice the interpretability of the extracted sources becomes less ideal when \( q \) becomes too large. Overall, \( q = 30 \) achieves a great balance between the model size, the reproducibility and interpretability, hence was selected for the PNC study analysis.

In our simulation studies, we specify \( q = 3 \) which is comparable to the number of sources specified in previous work on blind source separation methods (Beckmann and Smith 2005, Lee et al. 2011, Shi and Guo 2016, Wang and Guo 2019, Mejia et al. 2019). Simulation in these studies typically specifies a small number of components because it doesn’t affect the ability of the simulation studies to demonstrate the performance of the methods and helps make the simulation computation load feasible.

![Figure 6. Boxplot of the reproducibility of the extracted latent sources based on the number of sources specified in the LOCUS model.](image)
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LOCUS: A REGULARIZED BLIND SOURCE SEPARATION METHOD WITH LOW-RANK STRUCTURE FOR INVESTIGATING BRAIN CONNECTIVITY

BY YIKAI WANG1,* AND YING GUO1,†

1Department of Biostatistics&Bioinformatics, Emory University, Atlanta, GA 30322, *ywan566@emory.edu; †yguo2@emory.edu

Network-oriented research has been increasingly popular in many scientific areas. In neuroscience research, imaging-based network connectivity measures have become the key for understanding brain organizations, potentially serving as individual neural fingerprints. There are major challenges in analyzing connectivity matrices including the high dimensionality of brain networks, unknown latent sources underlying the observed connectivity, and the large number of brain connections leading to spurious findings. In this paper, we propose a novel blind source separation method with low-rank structure and uniform sparsity (LOCUS) as a fully data-driven decomposition method for network measures. Compared with the existing method that vectorizes connectivity matrices ignoring brain network topology, LOCUS achieves more efficient and accurate source separation for connectivity matrices using low-rank structure. We propose a novel angle-based uniform sparsity regularization that demonstrates better performance than the existing sparsity controls for low-rank tensor methods. We propose a highly efficient iterative Node-Rotation algorithm that exploits the block multi-convexity of the objective function to solve the non-convex optimization problem for learning LOCUS. We illustrate the advantage of LOCUS through extensive simulation studies. Application of LOCUS to Philadelphia Neurodevelopmental Cohort neuroimaging study reveals biologically insightful connectivity traits which are not found using the existing method.

1. Introduction. In recent years, network-oriented analyses have become an important research field in neuroscience for understanding brain organization and its involvement in neurodevelopment and mental disorders (Bullmore and Sporns, 2009; Deco, Jirsa and McIntosh, 2011; Satterthwaite et al., 2014a; Kemmer et al., 2015; Wang et al., 2016; Wang and Guo, 2019). In neuroimaging studies, network measures are derived from various neuroimaging modalities to reflect functional or structural connections between a set of nodes or brain regions. The network measures are typically encoded as symmetric matrices where the entries represent brain connectivity between pairs of nodes or regions in the brain. For example, derived from functional magnetic resonance imaging (fMRI) or electroencephalogram (EEG), functional connectivity (FC) measures the dependence between temporal dynamics in neural processing of spatially disjoint brain regions (Biswal et al., 1995; Lang et al., 2012; Kemmer et al., 2018; Kundu et al., 2019). Some commonly used FC measures include the Pearson correlation, partial correlation, mutual information and coherence (Smith et al., 2011; Church et al., 2008; Seeley et al., 2009; Wang et al., 2016). Brain connectivity matrices consisted of connectivity measures contain important information to help understand brain organization and its changes due to neurodevelopment, disease progression or treatment (Finn et al., 2015; Amico and Goñi, 2018a).

There are several major challenges in network analysis in neuroimaging studies. First, to fully capture the whole brain organization, connectivity matrices are usually high dimensional (Chung, 2018). Voxel-level brain network based on fMRI data contains tens of thousands of nodes and nearly half a billion edges. To reduce the network dimension, atlas-based brain networks are commonly constructed based on a brain atlas or node system such as the automated anatomical labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002) and

Keywords and phrases: blind source separation, low-rank, matrix factorization, network connectivity, neuroimaging.
FIGURE 1. Illustration of decomposing the brain functional network into various underlying neurocircuitry traits.

the more recent Power’s node system (Power et al., 2011) and Glassier’s atlas (Glasser et al., 2013). Although the number of nodes are reduced dramatically in these atlas-based networks, there are still hundreds of nodes and hundreds of thousands of edges (Chung, 2018; Solo et al., 2018; Wu et al., 2013; Wang et al., 2016). The high dimensionality makes it challenging to reliably estimate brain networks for scientific discoveries. Secondly, the brain connectome is a complex organization encompassing many underlying neural circuits. The observed connectivity matrix, measuring the overall connectivity patterns across the brain, represents aggregated information from various underlying neural circuits (Figure 1). Currently, there is a lack of methods to reliably decompose observed connectivity matrices to recover the underlying neurocircuitry. Neuroscience literature has found that different neural circuits develop at different age and rates during early brain development (Hoff et al., 2013). Studies have also found that demographic- or disease-related alterations in brain network usually occur in certain neural circuits instead of in the whole brain connectome (Mayberg, 2003; Williams, 2016). Without consistent dissection of neural circuits, it is often not clear which neural circuits are primary drivers of neurodevelopmental changes, subpopulation differences and clinical symptoms. Thirdly, given the large number of edges present in the brain networks, there is a high possibility of spurious findings in terms of neurodevelopmental- and disease-related differences in brain connections across the network in neuroscience research.

To address the aforementioned challenges, we aim to develop a statistical blind signal separation framework for decomposing imaging-based brain connectivity data to reveal underlying neural circuits. The research is motivated by Philadelphia Neurodevelopmental Cohort (PNC) study. The PNC study is a large-scale neurodevelopmental study aiming to understand brain maturation and development of cognition (Satterthwaite et al., 2014a) during late childhood and adolescent. The PNC study includes a population-based sample of participants aged 8–21 years in the greater Philadelphia area. Brain imaging were acquired for a subset of the participants. In particular, resting-state fMRI (rs-fMRI) was acquired to study intrinsic brain organization related to spontaneous neural activity. A research goal is to investigate how brain functional connections are altered during neurodevelopment and whether there are major differences in brain organization between sub-populations such as gender groups. Given the complexity of brain organizations and previous finding suggesting different brain networks develop at various age and paces during brain maturation, it is important to obtain reliable dissection of neural circuits in order to investigate varying neurodevelopment in circuits.

Currently, one of the most popular blind source separation methods for decomposing neuroimaging data is independent component analysis (ICA). In neuroscience research, ICA is widely used for dimension reduction, denoising and extraction of latent neural components. ICA has achieved great success in a range of neuroimaging applications (Beckmann and Smith, 2004; Guo, 2011; Contreras et al., 2017; Mejia et al., 2019; Wang and Guo, 2019; Lukemire et al., 2020). However, existing ICA applications have mainly focused on decomposing observed neural activity signals such as the blood oxygen level-dependent (BOLD) series from fMRI or the electrodes signal series from EEG. Brain connectivity data have different properties
as compared to activity data. For example, a connectivity matrix is typically symmetric and its diagonal elements (i.e., self-connections) are often not of interest. Therefore, the relevant information in a connectivity matrix is captured by its lower or upper triangle matrix (Amico et al., 2017). Traditional matrix decomposition approaches such as ICA cannot be directly applied to brain connectivity matrices. Recently, Amico et al. (2017) proposed a connectivity independent component analysis framework (connICA) for brain connectivity data. connICA first vectorizes the connectivity matrices and then utilizes existing ICA algorithms for decomposition. Ignoring the dependence structure across edges in the brain network, connICA method treats each edge independently and has a large number of parameters, which reduces accuracy and reliability in extracting connectivity components. connICA does not include sparsity regularization either, leading to noisy estimates and spurious findings in connectivity analysis. When applying connICA to decompose the resting-state functional connectivity data from PNC study, one obtains highly dense connectivity traits which increase risk of spurious findings. Due to the noisy estimates, connICA generates less reproducible neural circuits and fails to discover several underlying connectivity traits that are associated with individuals’ age and gender (see Section 3). Results of connICA in the PNC study reveal the limitation of the existing blind source separation method for brain connectivity.

In recent years, there have been methods development in using tensor or low-rank factorization for studying network data in neuroimaging analysis (Durante, Dunson and Vogelstein, 2017; Zhou, Li and Zhu, 2013; Sun and Li, 2017; Wang et al., 2017; Eavani et al., 2015). The existing methods mainly focus on using the low-rank structure to reduce the size of the high-dimensional parameters in tensor regressions or to model binary brain networks. Specifically, existing tensor regression methods in brain network analysis (Zhou, Li and Zhu, 2013; Sun and Li, 2017) either treat brain connectivity matrices as a high dimensional predictor or model it as a tensor outcome. The low-rank structure is assumed for the regression parameters to efficiently learn the high-dimensional parameters in regression setting. In some other work, Bayesian methods are developed for binary brain networks obtained by thresholding the observed brain connectivity measures (Durante, Dunson and Vogelstein, 2017; Wang et al., 2017). These papers mainly adopt low-rank factorization in modeling the parameters characterizing the probability mass function of the binary network data. These methods are not designed to conduct fully data-driven decomposition of connectivity data to extract latent connectivity traits corresponding to various neural circuits. Eavani et al. (2015) proposes to approximate brain correlation matrices with a non-negative sum of a set of rank one matrices. Though this method is applicable to connectivity data, the constraint that each of the component has to be a rank one matrix limits its ability to recover neural circuits that often have topological structures and spatial patterns beyond a rank one structure. Other relevant work includes subspace learning dimension reduction methods for brain network analysis (Wang, Zhang and Li, 2019). These methods mainly target using reduced subspace to estimate covariance or precision matrices where the main interest is to estimate the connectivity matrices and their group differences.

In this paper, we present a novel low-rank decomposition of brain connectivity with uniform sparsity (LOCUS) method for decomposing imaging-based brain network measures to identify underlying source signals characterizing connectivity traits. LOCUS is a fully data-driven blind source separation method for decomposing brain connectivity data derived from various network measures. Specifically, LOCUS decomposes subjects’ connectivity data, $Y$, into a linear combination of latent connectivity traits or source signals, \( \{ S^\ell \}_{\ell=1}^q \), weighted by mixing coefficients \( \{ a^\ell \}_{\ell=1}^q \), i.e. \( Y = \sum_{\ell=1}^q a^\ell S^\ell + \text{error} \). Here, each of the connectivity source signals $S^\ell$ represents an underlying neural circuit and the mixing coefficients $a^\ell$ represent subject-specific loadings on the trait. We propose to model the source signals $S^\ell$ using a low-rank structure $X^\ell D^\ell X'^\ell$ where $D^\ell$ is a diagonal matrix. This is well motivated by the observation that brain connectivity matrices often include block-diagonal or banded structure (Figure 2) that can be efficiently captured with a low-rank factorization (Zhou, Li and Zhu, 2013). The low-rank structure leads to a significant reduction in the number of parameters, hence improving accuracy and reliability in the recovery of underlying connectivity traits. Compared to Eavani et al. (2015) which restricts each component matrix to be rank one, we propose an adaptive rank selection approach to flexibly choose the rank for each of the connectivity source signals. The source-specific rank selection allows better accommodation of varying spatial patterns in the
neural circuits across the brain. Moreover, the subject-specific trait loadings generated by LOCUS quantify the prominence or presence of each trait in a subject’s connectivity. These subject-specific trait loadings capture between-subject heterogeneity in each of the connectivity traits and also allow identifying which traits are associated with clinical or demographical variables. The subject-specific trait loadings and connectivity trait-specific association analysis are not available from some other network modeling methods (Wang, Zhang and Li, 2019).

Moreover, to reduce spurious scientific findings, it is necessary to consider appropriate regularization method to achieve the sparsity in the extracted latent source signals, which have low-rank structure. Currently, there are two major approaches of sparsity penalization for low-rank factorization (Raskutti and Yuan, 2015; Wang, Meng and Yuan, 2018): the vector-wise sparsity constraint that aims to achieve element-wise sparsity of the column vectors of $X_\ell$ (Zhou, Li and Zhu, 2013; Eavani et al., 2015; Sun and Li, 2017; Li et al., 2018), and the low-rank matrix constraint that aims to recover a low-rank matrix via regularization on $D_\ell$ such as minimizing the nuclear norm of $S_\ell$ (Chen, Dong and Chan, 2013; Rabusseau and Kadri, 2016; Fan, Gong and Zhu, 2017; Yuan and Zhang, 2016). Both of the existing sparsity controls have limitations for achieving our goal which is to recover parsimonious connectivity traits $S_\ell$. The low rank constraint that aims to achieve low rankness in $S_\ell$ does not necessarily ensure the sparsity in $S_\ell$ (Sun and Li, 2017). The vector-wise sparsity control on $X_\ell$ often generates structured noises in estimating the connectivity traits given that $S_\ell$ depends on the inner products of the vectors.

Since the main interest is the latent sources corresponding to various brain neurocircuitry traits, we propose a more intuitive way of sparsity regularization by directly penalizing on latent sources $S_\ell$ via the low-rank structure $X_\ell D_\ell X_\ell'$. Later in the paper, we will show this is equivalent as angle-based penalization. Through extensive simulation studies, we show this new sparsity method demonstrates more accurate and robust performance in recovering underlying traits than the commonly used sparsity controls. Furthermore, compared with some existing sparsity controls which require numerical methods to solve, our new sparsity penalization allows for explicit analytic solutions to the optimization function in the estimation,
which increases computational efficiency. The learning of LOCUS is formulated as a non-convex optimization problem. We show that the optimization function has a block multi-convex structure (Gorski, Pfeuffer and Klamroth, 2007). We develop an efficient node-rotation algorithm with closed-form solutions at each iteration for estimating the parameters in LOCUS.

In summary, we proposed a novel blind source separation method for decomposing brain connectivity matrix. Our contributions include following. First, LOCUS provides a formal signal separation approach with a low-rank structure for decomposing brain connectivity matrices. The low-rank structure and our adaptive rank selection method leads to considerable reduction in parameters and improved flexibility and accuracy in recovering latent connectivity traits. These advantages allow LOCUS to achieve more efficient and reliable source separation for connectivity metrics. Secondly, we propose a novel sparsity regularization method that aims to control the element-wise or uniform sparsity on the connectivity source matrix reconstructed from the low-rank factorization. Compared with the commonly used sparsity methods that focus on controlling sparsity on the vector or diagonal matrix components in the low-rank factorization, our method aims to control the sparsity in the overall matrix reconstructed from the low-rank structure, which directly targets the output, i.e. connectivity trait, that we are interested in. This new sparsity control has shown highly promising results in the simulation studies and provide a new type of sparsity regularization that can be generally applied in low-rank structure involved models such as tensor regressions or covariance modeling. Thirdly, we establish the block multi-convexity in LOCUS objective function and develop an efficient node-rotation algorithm to break down the original non-convex optimization problem into a series of sub-convex problems with closed-form solutions. The proposed model and the estimation algorithm demonstrate superior performance in recovering the underlying source signals though our extensive simulation studies.

The overall structure of the paper is organized as follows. Section 2 introduces the methodology including model specification and the estimation algorithm. Section 3 applies LOCUS to the PNC rs-fMRI connectivity data to investigate neurodevelopment in neural circuits. Section 4 demonstrate the performance of LOCUS in comparison with other methods via simulation studies. Section 5 is for discussion and conclusion.

2. Methodology.

2.1. Notations and Structure. We define vector norm \( \| \mathbf{x} \|_h = \left( \sum_i |x_i|^h \right)^{1/h} \) with an integer \( h \geq 1 \), and we denote the Frobenius norm of a matrix by \( \| \mathbf{X} \|_F = \left( \sum_{ij} X^2_{ij} \right)^{1/2} \). Suppose we observe brain connectivity data from \( N \) subjects. Let \( \mathbf{Y}_i \) denote a \( V \times V \) symmetric brain connectivity matrix for the \( i \)th (\( i = 1, \ldots, N \)) subject with \( V \) denoting the number of nodes, \( Y_i(u, v) \in \mathcal{R} \) representing the strength of connection between node \( u \) and \( v \) in the brain. \( \mathbf{Y}_i \) is obtained by performing proper transformations on brain connectivity measures. Since the diagonal of \( \mathbf{Y}_i \) which represents self-relationship in the network is typically not of interest, we define a vector \( y_i \) based on the upper triangular elements of \( \mathbf{Y}_i \), i.e. \( y_i = \mathcal{L}(\mathbf{Y}_i) \) where \( \mathcal{L}(\mathbf{Y}_i) = [Y_i(1, 2), Y_i(1, 3), \ldots, Y_i(V - 1, V)]' \). Here, \( \mathcal{L} : \mathcal{R}^{V \times V} \rightarrow \mathcal{R}^p \) with \( p = V(V - 1)/2 \).

2.2. Model. In this section, we introduce the LOCUS framework for decomposing multi-subject connectivity matrices while assuming a low-rank structure for the underlying connectivity traits. We also propose a novel sparsity regularization method that aims to achieve element-wise sparsity on the reconstructed connectivity trait based on the low-rank structure.

2.2.1. The LOCUS Decomposition Model. We propose the following LOCUS model to decompose the multi-subject connectivity matrices to extract latent connectivity sources. Motivated by the observed patterns of brain connectivity traits which often have block-diagonal or banded structure (Figure 2), we model connectivity sources with a low-rank structure which can considerably reduce the number of parameters while capturing the network characteristics. Specifically,
Figure 3. Illustration of LOCUS framework for decomposing subjects' brain functional connectivity (FC) matrices into latent source signal matrices representing various underlying neurocircuitry traits. Each latent source signal matrix is further modeled via a symmetric low-rank factorization.

\begin{equation}
\mathbf{y}_i = \sum_{\ell=1}^{q} a_{i\ell} \mathbf{s}_\ell + \mathbf{e}_i,
\end{equation}

where \( \mathbf{s}_\ell = \mathcal{L}(\mathbf{S}_\ell) \in \mathbb{R}^p \) (\( \ell = 1, \ldots, q \)) is the source signal of the \( \ell \)th connectivity source or trait and we assume independence across the \( q \) traits. A connectivity trait represents a set of between-region brain connections that tend to occur together. \( \{a_{i\ell}\} \) are the mixing coefficients or trait loadings which mixes the traits to generate the observed connectivity, \( \mathbf{e}_i \in \mathbb{R}^p \) is an error independent of the source signals.

The number of latent sources, i.e. \( q \), can be determined using methods such as the Laplace approximation (Minka, 2000) or based on the reproducibility and interpretability of the extracted latent sources. We can also rewrite the LOCUS model in (1) across subjects as,

\begin{equation}
\mathbf{Y} = \mathbf{A}\mathbf{S} + \mathbf{E},
\end{equation}

where \( \mathbf{Y} = [\mathbf{y}_1, \ldots, \mathbf{y}_N]' \in \mathbb{R}^{N \times p} \) is the multi-subject connectivity data, \( \mathbf{S} = [\mathbf{s}_1, \ldots, \mathbf{s}_q]' \in \mathbb{R}^{q \times p} \) is the connectivity traits matrix, \( \mathbf{A} = \{a_{i\ell}\} \in \mathbb{R}^{N \times q} \) is the mixing/loading matrix, and \( \mathbf{E} = [\mathbf{e}_1, \ldots, \mathbf{e}_N]' \in \mathbb{R}^{N \times p} \).

We model the connectivity source signals via a low-rank structure, i.e.

\begin{equation}
\mathbf{s}_\ell = \mathcal{L}(\mathbf{X}_\ell \mathbf{D}_\ell \mathbf{X}_\ell'),
\end{equation}

where \( \mathbf{X}_\ell = [\mathbf{x}_\ell^{(1)}, \ldots, \mathbf{x}_\ell^{(R_\ell)}] \in \mathbb{R}^{V \times R_\ell} \) with \( R_\ell < V \) and each column \( \mathbf{x}_\ell^{(r)} \) (\( r = 1, \ldots, R_\ell \)) is a \( V \times 1 \) vector with unit norm, i.e. \( \|\mathbf{x}_\ell^{(r)}\|_2 = 1 \) for identifiability purpose. \( \mathbf{D}_\ell \) is a diagonal matrix with diagonal elements \( d_\ell = (d_\ell^{(1)}, \ldots, d_\ell^{(R_\ell)}) \). The low-rank structure implies the \( V \) nodes reside in a reduced subspace of \( R_\ell \) dimensions, i.e. \( \mathbf{s}_\ell = \mathcal{L}(\sum_{r=1}^{R_\ell} d_\ell^{(r)} \mathbf{x}_\ell^{(r)} \mathbf{x}_\ell^{(r)'} \) where the \( r \)th column \( \mathbf{x}_\ell^{(r)} \in \mathbb{R}^{V \times 1} \) represents the coordinates of the \( V \) nodes in the \( r \)th dimension and \( d_\ell^{(r)} \) reflects the contribution of the \( r \)th dimension in generating \( \mathbf{s}_\ell \). Each row of \( \mathbf{X}_\ell \), i.e. \( \mathbf{x}_\ell^{(v)'} \) with \( \mathbf{x}_\ell^{(v)} \in \mathbb{R}^{R_\ell \times 1} \), represents the coordinates of the \( v \)th node in the \( R_\ell \) dimensional latent subspace. As shown in Figure 2, the network property and topological structures may vary considerably across different connectivity traits. Therefore, we let the subspace rank \( R_\ell \) to be specific to each latent source to accommodate such differences. Figure 3 illustrates the framework of LOCUS method.

The decomposition part of the LOCUS model in (1) takes a similar form as the probabilistic ICA (Hyvärinen, Karhunen and Oja, 2001; Beckmann and Smith, 2004) which is a classical blind source separation
method. However, there are key distinctions between LOCUS and ICA methods. For example, the existing connectivity ICA methods such as connICA (Amico et al., 2017) simply vectorizes a connectivity matrix and assumes the \( p \) elements in \( s_\ell \) are independent random samples from the same latent variable, ignoring the network topology structure across the brain. In comparison, LOCUS models the source signal using a low-rank structure which is well-motivated by the characteristics of the connectivity metrics. The low-rank structure offers several major advantages. First, it leads to a significant reduction of the number of parameters from a quadratic function of the number of nodes \( V \) to a linear function of \( V \), hence improving reliability in estimation. Furthermore, the low-rank structure offers appealing interpretations for neurocircuitry structures. Each of the \( R_\ell \) subspace dimension can potentially reveal an underlying neurophysiological event that contributes to the connectivity trait where \( x_\ell^{(r)} \) captures the activity of \( V \) nodes in the \( r \)th neural event, allowing us to identify key nodes involved in a connectivity trait. The connection between two nodes in the \( \ell \)th trait depends on the similarity in the activity of the nodes across the \( R_\ell \) neural events, i.e. \( S_\ell(u, v) = \sum_{r=1}^{R_\ell} d_\ell^{(r)} x_\ell^{(r)} x_\ell^{(r) \top} \), which coincides with the definition of brain connectivity in neuroscience (Friston et al., 1993; Friston, 2011). The contribution coefficients \( d_\ell^{(r)} \) represents the significance of the \( r \)th neural event in defining the connectivity trait. Therefore, LOCUS reveals underlying neural events and brain nodes contributing to the connectivity trait. The existing ICA methods do not provide such interpretations and insights.

2.2.2. A novel sparsity regularization. In LOCUS, we model each latent source \( S_\ell \) with a low-rank factorization. To obtain parsimonious results for the connectivity traits, we propose a new sparsity method that aims to achieve element-wise sparsity on the reconstructed connectivity traits based on the low-rank structure. Currently, the commonly adopted sparsity regularization methods in low-rank factorization and tensor decomposition methods fall into two major categories: the vector-wise sparsity constraint or low-rank matrix constraint (Raskutti and Yuan, 2015; Wang, Meng and Yuan, 2018). The vector-wise sparsity methods aim to achieve element-wise sparsity of the column vectors \( \{x_\ell^{(r)}\} \) by minimizing a penalization terms based on the L1 or L2 norms of \( \{x_\ell^{(r)}\} \) (Zhou, Li and Zhu, 2013; Li et al., 2018; Fan and Li, 2001; Zhang et al., 2010; Eavani et al., 2015). The low-rank constraint methods aim to recover a low-rank matrix on \( S_\ell \) such as minimizing the nuclear norm of \( S_\ell \) (Chen, Dong and Chan, 2013; Rabusseau and Kadri, 2016; Fan, Gong and Zhu, 2017; Yuan and Zhang, 2016). In LOCUS, our goal is to recover parsimonious connectivity traits \( S_\ell \). The existing vector-wise sparsity control and low rank constraint methods have certain limitations in achieving this goal. The vector-wise sparsity control, which aims to achieve sparsity in the column vectors \( \{x_\ell^{(r)}\} \), does not necessarily lead to the desired sparsity in the connectivity traits which depends on the dot product between the vectors. The nuclear norm method that aims to achieve low rankness in \( S_\ell \) does not necessarily lead to sparse estimates for the connectivity traits.

To achieve sparsity in the extracted connectivity traits to reduce false positives and improve the robustness of the results, we propose a novel sparsity regularization that aims to achieve element-wise sparsity on the reconstructed connectivity trait matrix based on the low rank structure. i.e. \( s_\ell = \mathcal{L}(X_\ell D_\ell X_\ell^\top) \). The objective function for estimating the LOCUS model with the new sparsity control is defined as follows,

\[
\min_{i=1}^{N} \sum_{\ell=1}^{q} a_{\ell i} \| X_\ell D_\ell X_\ell^\top \|^2_2 + \phi \sum_{\ell=1}^{q} \sum_{u<v} |x_\ell(u)^\top D_\ell x_\ell(v)|,
\]

where \( \phi \) is a tuning parameter for the sparsity term. The penalty term in (4) aims to achieve element-wise or uniform sparsity on the upper triangular elements of the reconstructed connectivity traits, i.e. \( S_\ell(u, v) = x_\ell(u)^\top D_\ell x_\ell(v) \) across all node pairs \( (u, v) \) with \( u < v \). We denote this novel regularization method as L1-based uniform sparsity across connections. Alternative penalization functions such as L2 regularization, SCAD or MCP can also be adopted for our sparsity regularization.

To provide insights on the proposed sparsity method, we note that the penalization term in (4) is essentially an angle-based penalization. Specifically, for the \( \ell \)th latent source, the penalty term aims to minimize the summation of the weighted inner products between latent coordinates vectors between all the node pairs...
in the brain. As the inner product corresponds to the angle between two nodes in the latent subspace, our sparsity penalization is constructed based on the angles between the node pairs in the latent subspace of the source signals. Since our endpoint of interest in LOCUS is the connectivity between the nodes, the proposed sparsity regularization based on the angles, i.e. dependence, between the node pairs is intuitively and theoretically appealing. Additionally, we show in the following that with this proposed sparsity term we can develop an efficient learning algorithm with closed-form solutions in each updating step to optimize the objective function. This is another advantage of the our sparsity regularization compared with some existing sparsity methods that require numerical methods (i.e. gradient method) to solve.

2.3. Estimation. In this section, we present the estimation method for learning the parameters in LOCUS. First, we introduce the data preprocessing step prior to LOCUS. We then present an efficient node-rotation algorithm and show block multi-convexity for the proposed optimization function. We also propose the procedure for tuning parameter selection including an adaptive selection approach for choosing the rotation algorithm and show block multi-convexity for the proposed optimization function. We also propose the procedure for tuning parameter selection including an adaptive selection approach for choosing the source-specific rank parameters.

2.3.1. Preprocessing prior to LOCUS decomposition. Prior to LOCUS decomposition, we take several preprocessing steps that are commonly adopted in blind source separation, which includes centering, dimension reduction and whitening. The preprocessing is generally performed to facilitate the subsequent decomposition by reducing the computational load and avoid overfitting (Hyvärinen, Karhunen and Oja, 2001). Following the preprocessing procedure from previous work (Beckmann and Smith, 2004; Shi and Guo, 2016; Wang and Guo, 2019), we first demean the group connectivity data $\tilde{Y}$ and then perform a dimension reduction and whitening procedure on the demeaned data. That is, $\tilde{Y} = HY$, where $H = (\Lambda_q - \bar{\sigma}_q^2 I)^{-1/2}U_q'$. $U_q$ and $\Lambda_q$ contains the first $q$ eigenvectors and eigenvalues based on singular value decomposition of $Y$. The residual variance, $\bar{\sigma}_q^2$, represents the variability in $Y$ that is not explained by the extracted $q$ latent sources and is estimated by the average of the smallest $N - q$ eigenvalues in $\Lambda_q$. The preprocessed data $\tilde{Y}$ is of dimension $q \times p$ where each column corresponds to one of the $p$ connections in the brain.

With the preprocessing, the model in (2) can be re-expressed on the reduced and sphered space as following:

$$(5) \quad \tilde{Y} = \tilde{A}S + \tilde{E},$$

where $\tilde{A} = HA$ and $\tilde{E} = HE$. Due to the whitening in the preprocessing, the mixing matrix on the reduced space $\tilde{A} = \{\tilde{a}_{i\ell}\} \in \mathbb{R}^{q \times q}$ is orthogonal (Hyvärinen and Oja, 2000; Beckmann and Smith, 2004). Note that the dimension reduction in the preprocessing is performed on the row space of $Y$ which corresponds to the subject domain and does not affect the column space of $Y$ which corresponds to the connectivity domain. The optimization function for LOCUS with the preprocessed data is then

$$(6) \quad \min_{\tilde{A}, \{X_{\ell}, D_{\ell}\}} \sum_{i=1}^q \|\tilde{y}_i - \sum_{\ell=1}^q \tilde{a}_{i\ell} \mathcal{L}(X_{\ell}D_{\ell}X_{\ell}')\|_2^2 + \phi \sum_{\ell=1}^q \sum_{u<v} |x_{\ell}(u)'D_{\ell}x_{\ell}(v)|,$$

where $\tilde{y}_i$ is the transpose of the $i$th row in $\tilde{Y}$ for $i = 1, \ldots, q$.

The following Lemma presents a way to further rewrite the optimization function to facilitate the estimation.

**Lemma 1.** With an orthogonal mixing matrix $\tilde{A}$, the optimization in (6) is equivalent to

$$(7) \quad \min_{\tilde{A}, \{X_{\ell}, D_{\ell}\}} \sum_{\ell=1}^q \|\tilde{Y}'\tilde{a}_{\ell} - \mathcal{L}(X_{\ell}D_{\ell}X_{\ell}')\|_2^2 + \phi \sum_{\ell=1}^q \sum_{u<v} |x_{\ell}(u)'D_{\ell}x_{\ell}(v)|,$$

where $\tilde{a}_{\ell}$ is the $\ell$th column of $\tilde{A}$. 

The proof of the Lemma is presented in Appendix. The rewriting in Lemma 1 is performed on the first term in the optimization function which evaluates the difference between the preprocessed connectivity data and the LOCUS model fit. The rewriting essentially changes the first term from evaluating the difference on the processed data domain in (6) to evaluating the difference on the source signal domain in (7). Since the preprocessed data are whitened and reduced to the same dimension as the source signals, we can show that the difference on these two domains are equivalent (see Appendix for proof of Lemma 1). The change to the source signal domain allows us to develop an efficient updating algorithm on each of the latent sources in the estimation as shown in the following section.

2.3.2. A Node-Rotation Algorithm. We propose an efficient algorithm to solve the optimization problem in (7). Denote $\Theta = [\tilde{A}, \{X_\ell, D_\ell\}]$ as the parameters to learn. We propose the following iterative estimation algorithm which includes three major updating steps. A summary of the algorithm is presented in Algorithm 1.

**Step 1: Updating $X_\ell$.** We propose a novel node-rotation algorithm that updates $X_\ell$ at one of the node $v$ while conditioning on the rest of the nodes and then rotating across the nodes. This algorithm exploits the conditional convexity in $x_\ell(v)$ given the other parameters. Specifically, at the $t$th iteration, we update $\hat{x}_\ell^{(t)}(v), v = 1, \ldots, V$, conditioning on $\tilde{A}, D_\ell$, and $X_\ell(-v)$ estimated from the $t-1$ iteration, where $X_\ell(-v)$ is $X_\ell$ with the $v$th row removed. The updated $\hat{x}_\ell^{(t)}(v)$ is obtained via the following,

$$
\min_{x_\ell(v)} \|\tilde{Y}_{\ell(v)}^t \hat{a}_\ell - \hat{X}_\ell(-v) D_\ell x_\ell(v)\|_2^2 + \phi \sum_{u=1 \atop u \neq v}^V |\hat{x}_\ell(u)^T D_\ell x_\ell(v)|,
$$

where $\tilde{Y}_{\ell(v)}$ is a $q \times (V-1)$ sub-matrix of $\tilde{Y}$ that includes the subset of columns in $\tilde{Y}$ that correspond to connections involving node $v$. A detailed derivation from (7) to (8) is provided in the Appendix. It is straightforward to show that the optimization in (8) is convex.

We propose the following procedure for solving (8). First, we define $b_{\ell(v)} \in \mathbb{R}^{V-1}$ to represent $\hat{X}_\ell(-v) D_\ell x_\ell(v)$. We obtain estimate $\hat{b}_{\ell(v)}$ via the optimization below which is a rewrite of (8),

$$
\min_{b_{\ell(v)} \in \mathbb{R}^{V-1}} \|\tilde{Y}_{\ell(v)}^t \tilde{a}_\ell - b_{\ell(v)}\|_2^2 + \phi \|b_{\ell(v)}\|_1.
$$

Following Fan and Li (2001), we derive the following analytic solution for (9),

$$
\hat{b}_{\ell(v)} = \text{diag}\left(\text{sgn}(\tilde{Y}_{\ell(v)}^t \tilde{a}_\ell)\right) \delta(\tilde{Y}_{\ell(v)}^t \tilde{a}_\ell) - \frac{\phi}{2} 1_{V-1},
$$

where $\text{sgn}$ represents sign function for each element and $\delta$ denotes a rectifier function ($\delta(x) = x$ if $x > 0$ otherwise $0$).

In the next step, we project $\hat{b}_{\ell(v)}$ to the low-rank space spanned by $\hat{X}_\ell(-v) D_\ell$ to obtain the estimate for $x_\ell(v)$, i.e.,

$$
\hat{x}_\ell^{(t)}(v) = \hat{D}_\ell^{-1} (\hat{X}_\ell(-v)^T \hat{X}_\ell(-v))^{-1} \hat{X}_\ell(-v)^T \hat{b}_{\ell(v)}.
$$

The optimization in (9) is to obtain an intermediate estimate $\hat{b}_{\ell(v)}$ which is an estimate of the $\ell$th latent source signal which satisfies the desired element-wise sparsity but does not have the low-rank structure. Then, in (10), we project the intermediate estimate onto the low-rank space to obtain an updated latent subspace coordinate estimate for the $v$th node in the $\ell$th source signal.

After updating $x_\ell(v)$, we rotate to the next node and repeat the procedure described above across nodes $v = 1, \ldots, V$ to obtain updated estimate for $X_\ell$. An advantage of the proposed Node-Rotation algorithm is that it has analytic solutions and does not need gradient-based numerical approximation, which makes it highly efficient and reliable.
Step 2: Updating \( D_{\ell} \). The second step is to update the diagonal matrix \( D_{\ell} \) for \( \ell = 1, \ldots, q \), given the estimate of \( X_\ell \) from the \( \ell \)th iteration and the estimate of \( \hat{A} \) from the \( \ell - 1 \) iteration. We update the estimate of the diagonal of \( D_{\ell} \), i.e. \( d_{\ell} = \text{diag}(D_{\ell}) \) via the following,

\[
\min_{d_{\ell} \in \mathbb{R}^{n_r}} \| \hat{Y}' \hat{a}_{\ell} - \hat{D}_{\ell} d_{\ell} \|_2^2 + \phi \| \hat{Z}_{\ell} d_{\ell} \|_1,
\]

where \( \hat{Z}_{\ell} \in \mathbb{R}^{p \times R_{\ell}} \) with the \( r \)th column of \( \hat{Z}_\ell \) being \( \mathcal{L}(\hat{x}_\ell^{(r)} \hat{x}_\ell^{(r)'} ) \) (\( r = 1, \ldots, R_\ell \)). A similar procedure for solving (8) can be adopted for solving (11).

Step 3: Updating \( \hat{A} \). This step is to update mixing matrix \( \hat{A} \) given the estimates of \( X_\ell \) and \( D_\ell \) from the \( \ell \)th iteration. Specifically,

\[
\tilde{A} = \tilde{Y} \tilde{S}(t)' (\tilde{S}(t)' \tilde{S}(t))^{-1},
\]

where \( \tilde{S}(t) = [\tilde{s}_1^{(t)}, \ldots, \tilde{s}_q^{(t)}]' \) with \( \tilde{s}_\ell = \mathcal{L}(\tilde{X}_\ell^{(t)} \tilde{D}_\ell^{(t)} \tilde{X}_\ell^{(t)'}) \). The solution from (12) is then orthogonalized to obtain the updated mixing matrix.

Algorithm 1: An Iterative Node-Rotation Algorithm for Learning LOCUS

**Initial:** Initialize \( \tilde{A}^{(0)}, \{ \tilde{X}_\ell^{(0)}, \tilde{D}_\ell^{(0)} \} \) based on estimates from existing methods such as connICA.

**repeat**

For \( \ell = 1 \ldots q 

For \( v = 1, \ldots, V 

**Step 1. Update \( x_\ell(v) \):**

\[
\hat{b}_\ell^{(t)} = \text{argmin}_{b \in \mathbb{R}^{v-1}} \| \tilde{Y}_{\{v\}} \hat{a}_{\ell} - b \|_2^2 + \phi \| b \|_1,
\]

\[
\hat{x}_\ell^{(t)}(v) = \hat{D}_\ell^{-1}(\hat{X}_\ell(-v)' \hat{X}_\ell(-v))^{-1} \hat{X}_\ell(-v)' \hat{b}_\ell^{(t)}(v).
\]

End for \( v 

**Step 2. Update \( D_\ell \):**

\[
\hat{d}_\ell^{(t)} = \text{diag}(\hat{D}_\ell^{(t)}) = \text{argmin}_{d_{\ell} \in \mathbb{R}^{n_r}} \| \tilde{Y}' \hat{a}_{\ell} - \hat{Z}_{\ell} d_{\ell} \|_2^2 + \phi \| \hat{Z}_{\ell} d_{\ell} \|_1,
\]

End for \( \ell 

**Step 3. Update \( \hat{A} \):**

\[
\tilde{A}^{(t)} = \tilde{Y} \tilde{S}(t)' (\tilde{S}(t)' \tilde{S}(t))^{-1},
\]

where \( \tilde{S}(t) = [\tilde{s}_1^{(t)}, \ldots, \tilde{s}_q^{(t)}]' \) with \( \tilde{s}_\ell = \mathcal{L}(\tilde{X}_\ell^{(t)} \tilde{D}_\ell^{(t)} \tilde{X}_\ell^{(t)'}) \).

Perform an orthogonal transformation on \( \tilde{A}^{(t)} \)

until \( \| \tilde{A}^{(t)} - \tilde{A}^{(t-1)} \|_F < \epsilon_1 \) and \( \| \tilde{S}(t) - \tilde{S}(t-1) \|_F < \epsilon_2 \)

The proposed iterative estimation algorithm is summarized in Algorithm 1. The LOCUS learning in (6) is non-convex optimization problem. To solve it, we propose the estimation algorithm based on the block
multi-convex structure of the optimization function. A function is block multi-convex if it is convex with respect to each of the individual arguments while holding all others fixed. The formal definition of block multi-convexity (Gorski, Pfeuffer and Klamroth, 2007) is provided below.

**Definition 1 (Block Multi-Convexity).** Define a partition of set \( x = \{x_1, ..., x_p\} \in \mathbb{R}^p \) as a collection of disjoint non-empty subsets \( \{x_1, ..., x_h\} \) of \( x \) with \( 1 \): \( \bigcup_{i=1}^h x_i = x \); 2): \( x_i \subseteq x \) and \( x_i \neq ; 3) \( x_i \cup x_j = \). A function \( f(x_1, ..., x_p) : \mathbb{R}^p \mapsto \mathbb{R} \) is a block multi-convex function if there exists a partition \( \{x_1, ..., x_h\} \) on \( \{x_1, ..., x_p\} \) satisfying that \( f \) is convex with respect to each of the individual \( x_i, i = 1, ..., p \), while holding all others fixed.

In Proposition 1, we show that the LOCUS optimization function has the block multi-convexity structure.

**Proposition 1.** Let \( f(\hat{A}, \{X_\ell, D_\ell\}) \) be the objective function in (6). The function \( f \) is block multi-convex with respect to the partition of \( \mathcal{P} = \{x_1(1), ..., x_1(V), ..., x_q(V), d_1, ..., d_q, A\} \).

The proof of Proposition 1 is presented in the Appendix. Our proposed Node-Rotation iterative estimation algorithm exploits the block multi-convexity of the objective function to solve the non-convex optimization problem for learning LOCUS.

2.3.3. Tuning Parameter Selection. In LOCUS, the rank parameters \( \{R_\ell\}_{\ell=1}^q \) control the dimension of the reduced subspace of the low-rank structure for the latent connectivity sources. Given the difference in the topology and structure across the neurocircuitry traits, it is oversimplified to specify a common rank parameter for all connectivity sources. Therefore, we propose an adaptive selection approach to choose \( \{R_\ell\} \) for the \( q \) latent sources. Specifically, when updating \( \hat{s}_\ell \) (\( \ell = 1, ..., q \)), we denote \( \hat{s}_\ell^* \) to be the latent sources estimated without the low-rank structure assumption, which can be obtained from the intermediate source estimates in (9) which have the desired element-wise sparsity but do not have the low-rank structure. The rank \( R_\ell \) is chosen to achieve a desired level of closeness between the unstructured \( \hat{s}_\ell^* \) and the latent source with the low-rank structure, i.e. \( \hat{s}_\ell = \mathcal{L}(X_\ell D_\ell X_\ell^T) \). Specifically, \( R_\ell \) is selected to be the smallest integer value such that,

\[
\|\hat{s}_\ell - \hat{s}_\ell^*\|_2^2 / \|\hat{s}_\ell^*\|_2^2 \leq 1 - \rho,
\]

where \( \rho \in (0, 1) \) is a proportion parameter controlling the desired level of closeness between the unstructured and low-rank structured latent sources. Once the proportion parameter \( \rho \) is specified, the proposed approach adaptively selects the rank for each of the latent sources. The proposed adaptive selection method not only allows LOCUS to flexibly capture connectivity traits with different topology characteristics but also simplifies the challenging task of selecting \( q \) rank parameters \( \{R_\ell\}_{\ell=1}^q \) to only selecting a single parameter \( \rho \).

With the proposed approach, the tuning parameters for learning the LOCUS model include \( \phi \) and \( \rho \). We propose to select those parameters via a BIC-type criterion that balances between model fitting and model sparsity,

\[
\text{BIC} = -2 \sum_{i=1}^N \log \left( g(y_i; \sum_{\ell=1}^q \hat{a}_{i\ell} \hat{s}_\ell, \hat{\sigma}_\ell^2 I_p) \right) + \log(N) \sum_{\ell=1}^q \|\hat{s}_\ell\|_0
\]

where \( g \) denotes the pdf of a multivariate Gaussian distribution, \( \hat{\sigma}_\ell^2 = \frac{1}{N_p} \sum_j \|y_i - \sum_{\ell=1}^q \hat{a}_{i\ell} \hat{s}_\ell\|_2^2 \). This criterion has been employed in the tuning parameter selection on sparse tensor decomposition (Allen, 2012; Kim, Ollila and Koivunen, 2013; Sun and Li, 2017).

3. Application to rs-fMRI connectivity data from the Philadelphia Neurodevelopmental Cohort (PNC). We applied the proposed method to resting state fMRI (rs-fMRI) data collected in the Philadelphia Neurodevelopmental Cohort (PNC) study.
3.1. PNC Study and Data Description. The PNC is a collaborative project from the Brain Behavior Laboratory at the University of Pennsylvania and the Children’s Hospital of Philadelphia (CHOP), funded by NIMH through the American Recovery and Reinvestment Act of 2009 (Satterthwaite et al., 2014b,a). The PNC study includes a population-based sample of individuals aged 8–21 years selected among those who received medical care at the Children’s Hospital of Philadelphia network in the greater Philadelphia area; the sample is stratified by sex, age and ethnicity. A subset of participants from the PNC were recruited for a multimodality neuroimaging study which included resting-state fMRI (rs-fMRI).

Prior to analysis, we performed quality control on the rs-fMRI including displacement analysis to remove images with excessive motion (Satterthwaite et al., 2014a; Wang et al., 2016). Among the subjects who had rs-fMRI scans, 514 participants’ data met our quality control criterion and were used in the following analysis. Among these subjects, 289 (56%) were female and the mean age was 15.3 years (SD = 3.1).

The rs-fMRI data were processed using standard preprocessing procedure. Specifically, skull stripping was performed on the T1 images to remove extra-cranial material, then the first four volumes of the functional time series were removed to adjust for initial stabilization, leaving 120 volumes for subsequent preprocessing. The anatomical image was registered to the 8th volume of the functional image and subsequently spatially normalized to the MNI standard brain space. These normalization parameters from MNI space were used for the functional images, which were smoothed with a 6 mm FWHM Gaussian kernel. Motion corrections were applied on the functional images. A validated confound regression procedure (Satterthwaite et al., 2015) was performed on each subject’s time series data to remove confounding factors including motions, global effects, white matter (WM) and cerebrospinal fluid (CSF) nuisance signals. Furthermore, motion-related spike regressors were included to bound the observed displacement. Lastly, the functional time series data were band-pass filtered to retain frequencies between 0.01 and 0.1 Hz which is the relevant frequency range for rs-fMRI.

In our paper, we adopt Power’s 264-node brain parcellation system (Power et al., 2011) for connectivity analysis. Each node is a 10 mm diameter sphere in the standard MNI space representing a putative functional area, and the collection of nodes provides good coverage of the whole brain. The nodes are assigned into 10 functional modules that correspond to the major resting state networks (Smith et al., 2009). The functional modules include medial visual network (“Med Vis,”), occipital pole visual network (“OP Vis,”), lateral visual network (“Lat Vis,”), default mode network (“DMN,”), cerebellum (“CB,”), sensorimotor network (“SM,”), auditory network (“Aud.”), executive control network (“EC,”), and right and left frontoparietal networks (“FPR” and “FPL,”). 232 of the 264 nodes that are associated with the resting state networks were used for our connectivity analysis. We extract the fMRI time series from each node and obtain $232 \times 232$ connectivity matrix for each subject by evaluating the pair-wise correlations between the node-specific fMRI series. Fisher’s Z transformation is applied to the correlations to obtain the connectivity data for LOCUS decomposition.

3.2. Connectivity Analysis for PNC Study. We apply the proposed LOCUS method to decompose the preprocessed functional connectivity data from PNC study. We also implement connICA which represents the currently leading method in neuroimaging for decomposing brain connectivity data. For the LOCUS model, we select tuning parameter $\phi = 2$ and $\rho = 0.85$ based on the proposed BIC criterion. The number of latent sources is selected as $q = 30$ based on the reproducibility and interpretability of the extracted sources. The source-specific rank parameters $\{R_\ell\}$ are determined using the proposed adaptive selection approach. Across the latent sources, the mean (SD) of $R_\ell$ is 8.7(1.6) where the min, median and max being 6, 8 and 12, respectively. We evaluate the reproducibility of the 30 latent sources estimated by LOCUS and connICA where the reproducibility of each extracted latent sources is assessed using a reliability index proposed by Kemmer et al. (2018). The index provides a scaled and chance-corrected measure to assess the reproducibility of latent sources extracted with blind source separation methods. Specifically, the reliability index of the $f$th latent source estimates is evaluated based on $B = 200$ replications which correspond to bootstrap samples in the real data analysis:

\[
RI_\ell = \frac{\frac{1}{B} \sum_{b=1}^{B} h(S_\ell, S_\ell^{(b)})}{1 - \frac{1}{Bq} \sum_{b=1}^{B} \sum_{j=1}^{q} h(S_\ell, S_j^{(b)})},
\]

(15)
Reproducibility analysis for 18 matched latent sources from LOCUS and connICA. It is shown that for the matched latent sources LOCUS tends to have significant higher reproducibility compared to connICA approach (p-value: 0.005 for Pearson correlation, < 0.001 for Jaccard Index).

where $S_\ell$ is the estimated latent source extracted by a blind source separation method (i.e. LOCUS or connICA) from the original data, and $\hat{S}_\ell^{(b)}$ is the latent source estimated by the method from the $b$th replicate (i.e. the bootstrap data sample) that is matched with the original $S_\ell$. We use a greedy matching algorithm to match latent sources (Keeratimahat and Nichols, 2021; Wu et al., 2021). Specifically, we find the pair of a bootstrap latent source and an original latent source that has the highest correlation coefficient, then remove the best matched pair from the following matching process, and repeat until all the latent source pairs are matched. In equation (15), $h(\cdot)$ is a measure of similarity between two sources, which can be specified as Pearson correlation (Wang et al., 2016) or Jaccard Index (Real and Vargas, 1996). The reliability index reflects the similarity between the two source signals, removing by-chance similarity between the original source and any source estimates out of the $q$ extracted latent sources. It is further scaled by its maximum possible value so that it typically ranges from 0 to 1, where $RI_\ell = 0$ indicates the $\ell$th latent source is not reproducible across simulation runs after we correct for by-chance correlations and $RI_\ell$ close to 1 indicates that the component is highly reproducible across replication data. For comparison purpose, we match the estimated latent sources from LOCUS and connICA based on their correlations and identify 18 matching sources with correlations of 0.6 and above.

Figure 4 compares the reproducibility of the 18 matched latent sources extracted by LOCUS and connICA using reliability indices based on both Pearson correlation and Jaccard Index. The connectivity traits from LOCUS show significantly higher reproducibility compared with those from connICA (p-value: 0.005 for Pearson correlation, < 0.001 for Jaccard Index). For most of the 18 traits, the LOCUS’s estimates demonstrate about 15% to 50% increase in reliability as compared with those from connICA. The complete reproducibility results for all the 30 latent sources extracted by LOCUS and connICA can be found in the Appendix.

Figure 5 displays six highly reproducible latent sources by LOCUS, which have a reliability index of 0.7 or higher. For comparison purposes, we also display the matched latent sources extracted by connICA. Compared to the noisy estimates by connICA, the latent sources, i.e. connectivity traits, extracted by LOCUS is much sparser and more clearly reveal the key neural connections contributing to each of the connectivity trait. In Figure 6, we visualize the top 1% edges in the six highly reproducible connectivity traits extracted by LOCUS using BrainNet Viewer (Xia, Wang and He, 2013). The connectivity traits reflect various neural circuits underlying the observed overall brain connectivity. Each neural circuit represents a set of brain connections that tend to occur together including both within module connections as well as between module connections. Trait 1 mainly consists of connections involving nodes from the FPR and Aud functional
modules. Trait 2 mainly consists of connections within the Med Vis module and connections between Med Vis and some brain regions including the other visual modules, i.e. Op Vis and Lat Vis., and medial frontal cortex regions in the EC module. Trait 3 is a cerebellum-related connectivity trait including connections within CB and also between CB and the other brain regions. Trait 4 consists of the connections between Op Vis and brain regions. Trait 5 mainly consists of edges connecting Med Vis with sensory and motor modules including SM, CB, Aud and also with anterior cingulate regions in EC. Trait 6 mainly consists of connections among the cognitive functional modules including EC, DMN, FPL and FPR. These connectivity traits are of great interest to understand the brain network separation.

Importantly, LOCUS derived subjects’ loadings for latent source 3, i.e. the cerebellum-related connectivity trait, are found to be significantly associated with subjects’ age ($p = 0.027$, adjusted $p = 0.062$). Our findings coincide with previous results in the neuroscience literature that show age-related changes concentrated in cerebellum during adolescence (Kundu et al., 2018). However, previous results from Kundu et al. (2018) were based on standard ICA decomposition of fMRI BOLD series, whereas our findings are derived from unsupervised brain connectome decomposition. Moreover, the cerebellum connectivity trait recovered by our LOCUS method reveals the connection between cerebellum and other brain functional modules including EC, Aud and Visual, which are not discovered in the previous study. It is worth noting that subjects’ loadings on the corresponding connectivity trait from connICA fail to reveal such association ($p = 0.952$, adjusted $p = 0.982$). The results show that with the advantages provided by the low-rank structure and the novel sparsity regularization, the proposed LOCUS method generates more accurate and parsimonious results in recovering underlying connectivity traits. This not only reduces false positive findings in brain connections but may also lead to more precise estimates of subject trait loadings that help reveal the linkage between brain connectivity traits and demographic and clinical factors.

Most importantly, LOCUS also identifies several reproducible connectivity traits that are not revealed by connICA. Figure 7 shows two latent sources (LS) estimated from LOCUS which have relatively high reproducibility, with reliability of 0.64 (LS7) and 0.55 (LS8), but are not identified by connICA. Figure 8 displays the top 1% edges of these two latent sources. LS7 contains connections involved with the visual networks including connections within Lat Vis and anterior-posterior connections between Lat Vis and EC, FPR and DMN. Analysis of the subjects’ loadings on LS7 shows that this connectivity trait is significantly associated with subject’s gender ($p = 0.005$, adjusted $p = 0.002$). A similar finding related to gender differences in the visual network has been discussed in Ingalhalikar et al. (2014) based on structural connectome data. Our LOCUS results provide new evidence from the functional connectome and also generate new findings revealing potential gender differences in the connections between the visual network and other modules (EC, FPR and DMN). LS8 mainly contains connections involving the EC network including connections within EC and the connections between EC and SM, Op Vis, Aud. The subjects’ loadings of LS8 are significantly associated with their age ($p < 0.0001$, adjusted $p = 0.0001$), indicating neurodevelopment in EC connections.

4. Simulation Study. In this section, we investigate the performance of our model based on simulation studies. We compare the performance of LOCUS with two other source separation methods: connICA (Amico et al., 2017) which is a recently developed connectivity ICA method, and the dictionary learning (“DL”) method (Mairal et al., 2009) which is a popular sparse decomposition method. Moreover, to evaluate the performance of the proposed angle-based sparsity regularization, we compare LOCUS with the two commonly used penalization approaches, i.e. vector-wise L1 penalty (“LOC-VecL1”) and the nuclear norm penalty (“LOC-Nuclear”). Specifically, the vector-wise L1 regularization aims to achieve sparsity in the vectors in the low-rank structure and the penalizing term is based on $\sum_{t=1}^{q} \| X_t \|_1$. The nuclear norm penalization aims to achieve low-rankness in the source signals and the penalizing term is based on $\sum_{t=1}^{q} \| S_t \|_*$. As with LOCUS, the BIC criteria was used to select the tuning parameters for these existing sparsity regularization.

4.1. Synthetic Data. We specified $V = 50$, $q = 3$ and two sample sizes, $N = 50, 100$. We considered two simulation scenarios in terms of the underlying source signals. In scenario I, motivated by connectivity
Figure 5. Six matched latent sources, i.e. connectivity traits, estimated by LOCUS and connICA with high reproducibility. The six connectivity traits estimated by LOCUS have a reproducibility higher than 0.7.
traits extracted from real imaging data (Figure 2), we generated three latent connectivity source signals with the diagonal block shape, crossing shape and off-diagonal block shape as shown in Figure 9 (A). These patterns are commonly observed in neuroimaging connectivity (Amico et al., 2017; Amico and Goñi, 2018b) and hence serve as a realistic scenario for brain imaging applications. In scenario II, we considered three latent source signals with diagonal triangle shape, off-diagonal circle shape and long-range hollow
Figure 8. Visualization of the top 1% brain connections of the two LOCUS extracted latent sources that are not identified by connICA (blue are negative connections, red are positive connections).

Figure 9. True underlying source signals for the two simulation scenarios.

square shape shown in Figure 9 (B). These shapes were shown to be several particularly challenging patterns to capture with the low-rank structure (Zhou, Li and Zhu, 2013). Therefore, scenario II allows us to evaluate the robustness of the performance of the proposed LOCUS model under challenging scenarios that deviate from the low-rank assumption. The mixing coefficients were also sampled from estimates from
real imaging data. Furthermore, we added zero mean Gaussian noises to the mixture of signals where the variance was specified based on signal-to-noise ratio observed from real data. Specifically, we considered three variance settings with $\sigma^2 = 1, 3^2, 6^2$, corresponding to low, medium and high variance levels, respectively. In summary, we have $2 \times 2 \times 3 = 12$ simulation settings with various combinations of sample sizes, source signal patterns and variance levels and for each setting we generated 100 simulation runs to capture the variations in performance. In addition, we considered simulation settings where there are variations in the signal intensity across edges in the latent sources. Please refer to the Appendix for the additional simulation studies.

### 4.2. Evaluation Metrics

Following previous work (Beckmann and Smith, 2005; Guo, 2011; Wang and Guo, 2019), we evaluate the performance of each method based on the correlations between the truth and the model-based estimates on the source signals and mixing coefficients. We further examine the standard deviation of the correlations across 100 simulation runs to evaluate the robustness of the methods. Results are summarized in Tables 1 and 2. Furthermore, to illustrate the accuracy of the methods in recovering the patterns in the latent sources, we randomly selected 4 simulation runs to display the estimated source signals for the high variance setting (Figures 10 and 11).

We evaluate the reproducibility of the latent sources extracted by each of the methods across the simulation runs using the reliability index in equation (15) where the replications correspond to the simulation runs with $B = 100$, $S_\ell$ is the true latent source, and $\hat{S}_\ell^{(b)}$ is the latent source estimated from the $b$th simulation run that is matched with $S_\ell$. Figure 12 displays the average reproducibility of the latent sources estimated via different methods under various simulation settings.

### 4.3. Simulation Results
Simulation results for comparing LOCUS with other methods with 100 simulation runs for Scenario II. Values presented are mean and standard deviation of correlations between true and estimated latent sources and loading matrices.

<table>
<thead>
<tr>
<th>Term</th>
<th>N</th>
<th>Var.</th>
<th>LOCUS</th>
<th>ConnICA</th>
<th>DL</th>
<th>LOC-VecL1</th>
<th>LOC-Nuclear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latent Source Corr. (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>50</td>
<td></td>
<td>0.961 (0.001)</td>
<td>0.943 (0.046)</td>
<td>0.931 (0.001)</td>
<td>0.831 (0.012)</td>
<td>0.944 (0.001)</td>
</tr>
<tr>
<td>Mid</td>
<td>50</td>
<td></td>
<td>0.954 (0.014)</td>
<td>0.870 (0.035)</td>
<td>0.832 (0.026)</td>
<td>0.741 (0.052)</td>
<td>0.869 (0.005)</td>
</tr>
<tr>
<td>High</td>
<td>50</td>
<td></td>
<td>0.811 (0.036)</td>
<td>0.699 (0.030)</td>
<td>0.620 (0.023)</td>
<td>0.688 (0.039)</td>
<td>0.683 (0.019)</td>
</tr>
<tr>
<td>Low</td>
<td>100</td>
<td></td>
<td>0.962 (0.001)</td>
<td>0.949 (0.048)</td>
<td>0.836 (0.003)</td>
<td>0.835 (0.008)</td>
<td>0.950 (0.001)</td>
</tr>
<tr>
<td>Mid</td>
<td>100</td>
<td></td>
<td>0.960 (0.002)</td>
<td>0.905 (0.048)</td>
<td>0.819 (0.011)</td>
<td>0.798 (0.035)</td>
<td>0.911 (0.001)</td>
</tr>
<tr>
<td>High</td>
<td>100</td>
<td></td>
<td>0.939 (0.015)</td>
<td>0.801 (0.044)</td>
<td>0.685 (0.011)</td>
<td>0.694 (0.035)</td>
<td>0.800 (0.008)</td>
</tr>
<tr>
<td>Loading Matrix Corr. (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>50</td>
<td></td>
<td>0.996 (0.001)</td>
<td>0.964 (0.041)</td>
<td>0.899 (0.001)</td>
<td>0.911 (0.007)</td>
<td>0.942 (0.001)</td>
</tr>
<tr>
<td>Mid</td>
<td>50</td>
<td></td>
<td>0.992 (0.018)</td>
<td>0.943 (0.037)</td>
<td>0.880 (0.028)</td>
<td>0.887 (0.059)</td>
<td>0.947 (0.004)</td>
</tr>
<tr>
<td>High</td>
<td>50</td>
<td></td>
<td>0.899 (0.041)</td>
<td>0.903 (0.045)</td>
<td>0.773 (0.033)</td>
<td>0.865 (0.058)</td>
<td>0.875 (0.027)</td>
</tr>
<tr>
<td>Low</td>
<td>100</td>
<td></td>
<td>0.998 (0.001)</td>
<td>0.958 (0.048)</td>
<td>0.801 (0.004)</td>
<td>0.901 (0.005)</td>
<td>0.919 (0.001)</td>
</tr>
<tr>
<td>Mid</td>
<td>100</td>
<td></td>
<td>0.996 (0.001)</td>
<td>0.949 (0.049)</td>
<td>0.820 (0.014)</td>
<td>0.870 (0.073)</td>
<td>0.924 (0.003)</td>
</tr>
<tr>
<td>High</td>
<td>100</td>
<td></td>
<td>0.967 (0.030)</td>
<td>0.934 (0.050)</td>
<td>0.761 (0.026)</td>
<td>0.818 (0.050)</td>
<td>0.914 (0.008)</td>
</tr>
</tbody>
</table>

**Figure 10.** Estimated latent signals of 4 randomly selected simulation runs in Scenario I with high level variance across all methods.
4.3.1. **LOCUS vs. the existing separation methods.** Based on the results in Tables 1 and 2, the proposed LOCUS method provides more accurate estimates for the latent sources and mixing coefficients or subject-specific loadings compared with the existing connICA and dictionary learning method. The correlation standard deviation of LOCUS is generally lower than that of connICA and dictionary learning, indicating the results from LOCUS have better stability. Figures 10 and 11 show that LOCUS produces more accurate results in recovering the underlying connectivity traits in both scenario I and II. In comparison, connICA generates considerably noisier estimates and shows cross-talking between some of its extracted traits. Dictionary learning has less accurate estimates than LOCUS in the activated region of the latent sources and also more false positive findings in the de-activated regions. Compared with LOCUS, the estimated latent sources of dictionary learning are noisy even with L1 penalty. This is because it does not model the sources with the low-rank structure as LOCUS does, which leads to considerably larger number of parameters to estimate and noisy results. Furthermore, latent sources extracted by the proposed LOCUS method consistently demonstrate higher reproducibility than those estimated by connICA and dictionary learning across all simulation settings (Figure 12 shows). For example, in Scenario I, with sample size $N = 100$ and high variance level, the correlation-based reliability index remains as high as 0.94 for LOCUS’s estimates, while the reliability is only 0.52 and 0.71 for connICA and dictionary learning.

4.3.2. **The novel sparsity regularization vs. the existing sparsity methods.** Results in Tables 1 and 2 show the proposed novel sparse regularization of LOCUS leads to more accurate estimates for the latent sources and subject-specific loadings compared with the existing vector-wise L1 regularization and the nuclear norm sparsity control. Figures 10 and 11 show that the proposed sparsity regularization produces more accurate and precise results in recovering the underlying connectivity traits in both scenario I and II. In comparison, the vector-wise sparsity leads to structured errors in estimating the latent sources and fails to detect the true patterns for some of the connectivity traits. The unsatisfactory performance is because the vector-wise sparsity aims to achieve element-wise sparsity in the vectors $\{X_\ell\}$. In doing so, it often results in structured inaccuracy in estimating the latent sources which are inner products of the vectors. The nuclear norm sparsity method accurately recovers the activated regions in Scenario I where the latent sources have

![Figure 11. Estimated latent signals of 4 randomly selected simulation runs in Scenario II with high level variance across all methods.](image)
Figure 12. Reproducibility results on latent sources for both scenarios. The first row represents the averaged adjusted Pearson correlation between true and estimated latent sources, while the second row represents for adjusted jaccard index.

low-rank structure. However, its estimates are more noisy as compared with those of LOCUS and have more false positive signals in the non-activated regions. This is because nuclear norm sparsity aims to achieve low-rankness in the estimated latent sources and does not necessarily lead to element-wise sparsity in the sources. For scenario II where the patterns are challenging to capture for the low-rankness structure, the performance of nuclear norm sparsity is less satisfactory, showing cross-talking between the estimated sources. Finally, latent sources estimated based on proposed LOCUS sparsity regularization consistently demonstrate better reproducibility than those estimated with the vector-wise L1 penalty and nuclear norm penalty across all simulation settings (Figure 12).

5. Discussion. In this paper, we propose a novel signal separation framework designed for decomposing imaging-based brain connectivity matrices to reveal underlying connectivity traits. The proposed LOCUS method has several key innovations. Motivated by the observed characteristics in connectivity data, LOCUS uses a low-rank structure to significant reduce the number of parameters and improve accuracy and precision, leading to more efficient and reliable source separation for connectivity metrics. Moreover, we propose a novel angle-based sparsity regularization for the low-rank decomposition. This regularization is methodologically appealing by directly targeting the connectivity traits in its sparsity control, hence showing better performance than existing sparsity regularization methods. Furthermore, unlike many existing sparsity regularization which require numerical methods to solve, our new sparsity penalization lead to explicit analytic solutions to the optimization function in the estimation, which increases computational efficiency. Furthermore, our sparsity regularization is directly incorporated in the LOCUS optimization function. This is advantageous as compared with the two step approach in some other network models (Wang, Zhang and Li, 2019) where a non-sparse estimator for the connectivity matrix is first obtained and then fed it into an existing sparse method to obtain a sparse estimator. We show that the optimization function of LOCUS has the block multi-convex structure and propose a novel node-rotation algorithm for learning the LOCUS model. We conduct extensive simulation studies with data generated from various types of underlying source signals. The proposed LOCUS method demonstrates superior performance than the existing methods in both the simulation studies and the real data application. The sparsity penalization term in the current paper is based on the L1 regularization. The proposed method and algorithm can be readily extended to alternative types of regularization such as L2, MCP and SCAD. Furthermore, the proposed LOCUS is applicable to various types of connectivity measures such as structural connectivity from DTI or functional
connectivity measured by mutual information. Finally, the proposed angled-based sparsity regularization can be generally applied to tensor-decomposition methods that involve the low-rank structure, providing a useful new alternative to the existing sparsity penalization methods. An R package will be released on publicly available websites such as The Comprehensive R Archive Network (CRAN) and Neuroconductor to facilitate the implementation of the LOCUS method.

As noted in a paper, LOCUS is a probabilistic blind source separation method. As with other noisy models such as the probabilistic ICA, the identifiability properties of such models are more elusive as compared with the classic noiseless models (Davies, 2004; Eriksson and Koivunen, 2004; Kagan et al., 1973). This is because the source signals can no longer be expressed as a direct function of the unmixing matrix and the data due to the presence of the noise term. Following previous work (Davies, 2004), we can show that the mixing matrix \( \mathbf{A} \) in the LOCUS model is identifiable up to a permutation and sign switching as in noiseless models. There is a degree of ambiguity in the full identifiability between the sources \( \mathbf{S} \) and the noise, which is still an open research question for probabilistic blind source separation methods.

APPENDIX A: PROOF OF Lemma 1:

Denote \( \mathcal{L}(\mathbf{X}_\ell \mathbf{D}_\ell \mathbf{X}_\ell') \) as \( s_\ell \), and given the orthogonality on \( \mathbf{A} \), we have

\[
\sum_{\ell=1}^{q} \left\| \tilde{y}_\ell - \sum_{\ell=1}^{q} \tilde{a}_{i\ell} \mathcal{L}(\mathbf{X}_\ell \mathbf{D}_\ell \mathbf{X}_\ell') \right\|^2_2 = \sum_{\ell=1}^{q} \left\| \tilde{y}_\ell - \sum_{\ell=1}^{q} \tilde{a}_{i\ell} s_\ell \right\|^2_2 = \| \tilde{Y} - \mathbf{A} \tilde{S} \|^2_F = \| \mathbf{A}^\prime \tilde{Y} - \mathbf{S} \|^2_F
\]

\[
= \left\| \tilde{Y}' \mathbf{a}_1, ..., \tilde{Y}' \mathbf{a}_q \right\| - \left[ s_1, ..., s_q \right] \|^2_F = \sum_{\ell=1}^{q} \left\| \tilde{Y}' \tilde{a}_\ell - s_\ell \right\|^2_2
\]

where \( \tilde{a}_\ell \) is the \( \ell \)th column of \( \mathbf{A} \). This finished the proof of Lemma 1.

APPENDIX B: DERIVATION OF THE UPDATE FOR \( x_\ell(v) \) IN THE NODE-ROTATION ALGORITHM:

To see the linkage between (7) and (8), we first transfer (7) into the following edge-wise form:

\[
\left\| \tilde{Y}' \tilde{a}_\ell - \mathcal{L}(\mathbf{X}_\ell \mathbf{D}_\ell \mathbf{X}_\ell') \right\|^2_2 + \phi \sum_{u \neq v} | x_\ell(u)' \mathbf{D}_\ell x_\ell(v) |
\]

\[
= \sum_{u \neq v} \left( \tilde{a}_\ell \tilde{Y}(u, v) - x_\ell(u)' \mathbf{D}_\ell x_\ell(v) \right)^2 + \phi \sum_{u \neq v} | x_\ell(u)' \mathbf{D}_\ell x_\ell(v) |
\]

which contains \( V(V - 1)/2 \) terms. To update \( x_\ell(v) \) while conditioning on others, we only need the terms involving \( x_\ell(v) \) which contains \( V - 1 \) terms:

\[
f(x_\ell(v)) = \sum_{u=1}^{V} \left( \tilde{a}_\ell \tilde{Y}(u, v) - x_\ell(u)' \mathbf{D}_\ell x_\ell(v) \right)^2 + \phi \sum_{u=1}^{V} | x_\ell(u)' \mathbf{D}_\ell x_\ell(v) |
\]

\[
= \left\| \tilde{Y}'_v \tilde{a}_\ell - \mathbf{X}_\ell(-v) \mathbf{D}_\ell x_\ell(v) \right\|^2_2 + \phi \sum_{u=1}^{V} | x_\ell(u)' \mathbf{D}_\ell x_\ell(v) |
\]

which is same as (8).
APPENDIX C: PROOF OF PROPOSITION 1. BLOCK MULTI-CONVEXITY:

It is straightforward to show the following proof of block multi-convexity applies to both the LOCUS model (2) on the original data as well as the model (5) on the preprocessed data. We will use the notations from the original data model in the following.

Let \( f(\cdot) \) be the objective function in (6). We define the parameter partition of \( \mathcal{P} = \{x_1(1), ..., x_1(V), \ldots, x_q(V), d_1, ..., d_q, A\} \), where \( x_\ell(v)(v = 1, \ldots, V) \) is the \( v \)-th element of \( X_\ell(\ell = 1, \ldots, q) \) and \( d_\ell = \text{diag}(D_\ell) \). We show that the function \( f \) is convex with respect to each individual argument in \( \mathcal{P} \) while holding the others fixed.

First, we show the convexity of \( f \) w.r.t. \( x_\ell(v) \) given the other terms. We rewrite the function \( f \) as follows,

\[
f = \sum_{i} \sum_{u<v} \left( y_i(u,v) - \sum_{\ell=1}^q a_{i\ell} x_\ell(u)' D_\ell x_\ell(v) \right)^2 + \phi \sum_{\ell=1}^q \sum_{u<v} |x_\ell(u)' D_\ell x_\ell(v)|
\]

\[
= \sum_{i} \sum_{u=v} V \left( y_i(u,v) - a_{i\ell} x_\ell(u)' D_\ell x_\ell(v) - \sum_{h \neq \ell} a_{ih} x_h(u)' D_h x_h(v) \right)^2 + \phi \sum_{u=v} V |x_\ell(u)' D_\ell x_\ell(v)| + c
\]

(16)  \[
= \sum_{i} \left( \sum_{u=v} V y_i(u,v) - a_{i\ell} X_\ell(-v)' D_\ell x_\ell(v) \right)^2 + \phi \|X_\ell(-v)' D_\ell x_\ell(v)\|_1 + c,
\]

where \( y_i(u,v) \) is the element in \( y_i \) that corresponds to the edge connecting node \( u \) and \( v \), \( y_i^{(0)} = y_i(u,v) - \sum_{h \neq \ell} a_{ih} x_h(u)' D_h x_h(v) \) and \( c \) is a constant which doesn’t involve \( x_\ell(v) \).

From (16), we can derive the Hessian matrix of \( x_\ell(v) \) to be \( 2 \sum_{i=1}^N a_{i\ell}^2 D_\ell^2 X_\ell(-v)' X_\ell(-v) D_\ell \), which is positive semi-definite. This proves the convexity of \( f \) w.r.t. \( x_\ell(v) \) while fixing the other terms.

Next, to show that \( f \) is convex w.r.t. \( d_\ell \) while fixing the other terms, we note that \( x_\ell(u)' D_\ell x_\ell(v) = (x_\ell(u) \odot x_\ell(v))'/d_\ell \), where \( \odot \) denotes Hadamard product. We can readily derive the Hessian matrix for \( d_\ell \) which can also be shown as positive semi-definite. Lastly, for \( A \), when fixing the other terms, the function \( f \) in terms of \( A \) is the least square problem and hence the convexity of \( f \) w.r.t. \( A \) readily follows.

APPENDIX D: ADDITIONAL RESULTS FOR PNC STUDY:

This section contains additional results from the PNC study. Figure 13 shows the distribution of Pearson and Jaccard based reproducibility measures for all the 30 latent sources extracted by LOCUS and connICA. As shown in the figure, LOCUS generally has higher RI than connICA. The better reproducibility of LOCUS is more clearly demonstrated with the Jaccard index which reflects the reproducibility in identifying the significant edges in each connectivity trait. We also evaluate the reproducibility of the results from LOCUS in the PNC Study with respect to initialization. We run LOCUS on the PNC dataset using 50 different initializations, and evaluate the correlations between the LOCUS extracted source signals originally reported in the paper with the matched source signals extracted by LOCUS using each of the 50 initializations. Figure 14 presents the cross-source average correlation between the original results and the results from each of the 50 different initializations. LOCUS results are fairly robust to different initialization with an average correlation of 0.91 across the 50 runs.

APPENDIX E: THE CONVERGENCE OF THE LOCUS ALGORITHM

We conducted simulation and real data studies to evaluate the convergence rate of the LOCUS algorithm across various scenarios. First, in the simulation study, we considered the same simulation settings as in Section 4 and evaluated the convergence rate across 100 simulation runs per setting with the criterion \( \|\tilde{\Theta}_{t+1} - \tilde{\Theta}_t\|_F / \|\tilde{\Theta}_t\|_F < 0.001 \). The LOCUS algorithm converged in all simulation runs within 100 iterations across all the settings. Furthermore, we check the convergence rate of LOCUS in the PNC study using 50 different initialization. The LOCUS algorithm converged within 200 iterations across all the 50 initializations.
Figure 13. Reproducibility analysis for all 30 latent sources from LOCUS and connICA.

Figure 14. Reproducibility of the LOCUS extracted latent sources in PNC Study with respect to initialization. Values presented are the cross-source average correlation between the original LOCUS results reported in the paper and the LOCUS results from each of the 50 different initializations.

APPENDIX F: ADDITIONAL SIMULATION STUDIES WITH VARYING SIGNAL INTENSITY FOR THE LATENT SOURCES

This section contains additional simulation results where there are variations in the signal intensity across edges in the latent sources $S$ (Figure 15). Table 3 presents the results from LOCUS and connICA. Generally, estimates from LOCUS show better accuracy and smaller variability than those from connICA, which is a similar finding as from the original simulation studies in the paper.
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Figure 15. True underlying source signals for two simulation scenarios in the additional simulation studies with varying signal intensities.

Table 3
Simulation results for comparing LOCUS with connICA with 100 simulation runs for Scenario I and II in the additional simulation studies with varying signal intensities. Values presented are mean and standard deviation of correlations between true and estimated latent sources and loading matrices.

<table>
<thead>
<tr>
<th>Term</th>
<th>N</th>
<th>Var.</th>
<th>Setting 1</th>
<th>Setting 2</th>
<th>Setting 1</th>
<th>Setting 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>LOCUS</td>
<td>ConnICA</td>
<td>LOCUS</td>
<td>ConnICA</td>
</tr>
<tr>
<td>Latent Source Corr. (SD)</td>
<td>50</td>
<td>Low</td>
<td>0.964 (0.001)</td>
<td>0.970 (0.002)</td>
<td>0.960 (0.001)</td>
<td>0.951 (0.003)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mid</td>
<td>0.948 (0.004)</td>
<td>0.893 (0.014)</td>
<td>0.937 (0.002)</td>
<td>0.889 (0.005)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>0.846 (0.012)</td>
<td>0.716 (0.043)</td>
<td>0.831 (0.008)</td>
<td>0.736 (0.011)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>Low</td>
<td>0.973 (0.001)</td>
<td>0.974 (0.018)</td>
<td>0.960 (0.001)</td>
<td>0.956 (0.021)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mid</td>
<td>0.964 (0.030)</td>
<td>0.939 (0.002)</td>
<td>0.955 (0.009)</td>
<td>0.920 (0.028)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>0.929 (0.017)</td>
<td>0.837 (0.018)</td>
<td>0.909 (0.003)</td>
<td>0.828 (0.007)</td>
</tr>
<tr>
<td>Latent Matrix Corr. (SD)</td>
<td>50</td>
<td>Low</td>
<td>0.999 (0.002)</td>
<td>0.976 (0.002)</td>
<td>0.998 (0.001)</td>
<td>0.964 (0.002)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mid</td>
<td>0.996 (0.001)</td>
<td>0.970 (0.014)</td>
<td>0.996 (0.009)</td>
<td>0.966 (0.004)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>0.972 (0.010)</td>
<td>0.917 (0.043)</td>
<td>0.956 (0.009)</td>
<td>0.945 (0.013)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>Low</td>
<td>0.999 (0.001)</td>
<td>0.972 (0.017)</td>
<td>0.999 (0.001)</td>
<td>0.949 (0.018)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mid</td>
<td>0.994 (0.017)</td>
<td>0.972 (0.003)</td>
<td>0.997 (0.001)</td>
<td>0.944 (0.018)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>0.984 (0.012)</td>
<td>0.954 (0.017)</td>
<td>0.982 (0.002)</td>
<td>0.938 (0.008)</td>
</tr>
</tbody>
</table>
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