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Air pollution is a major global public health risk factor. Among all air pollutants, PM$_{2.5}$ is especially harmful. It has been well demonstrated that chronic exposure to PM$_{2.5}$ can cause many health problems, including asthma, lung cancer and cardiovascular diseases. To tackle problems caused by air pollution, governments have put a huge amount of resources to improve air quality and reduce the impact of air pollution on public health. In this effort, it is extremely important to develop an air pollution surveillance system to constantly monitor the air quality over time, and give a signal promptly once the air quality is found to deteriorate so that a timely government intervention can be implemented. To monitor a sequential process, a major statistical tool is the statistical process control (SPC) chart. However, traditional SPC charts are based on the assumptions that process observations at different time points are independent and identically distributed. These assumptions are rarely valid in environmental data because seasonality and serial correlation are common in such data. To overcome this difficulty, we suggest a new control chart in this paper, which can properly accommodate dynamic temporal pattern and serial correlation in a sequential process. Thus, it can be used for effective air pollution surveillance. This method is demonstrated by an application to monitor the daily average PM$_{2.5}$ levels in Beijing, and shown to be effective and reliable in detecting the increase of PM$_{2.5}$ levels.

1. Introduction. Air pollution is a major global public health risk factor, especially in countries such as China, India and other low- and middle-income countries (Health Effects Institute 2019). Among all air pollutants, fine particle masses with aerodynamic diameters ≤ 2.5µm (i.e., PM$_{2.5}$) are especially harmful, since they are small enough to penetrate deep into our respiratory tract and lung, and consequently damage lung function and the human respiratory system (Boogaard et al. 2019, Cohen et al. 2017, Xing et al. 2016). It has been confirmed that chronic exposure to PM$_{2.5}$ can cause many health problems, including asthma, lung cancer, accelerated atherosclerosis, and cardiovascular diseases (e.g., Pope et al. 2004, Wu et al. 2018). Therefore, PM$_{2.5}$ pollution has attracted attention of many governments, and much financial and human resource has been spent for improving air quality. In this effort, early detection of severe air pollution is especially important, because it can help governments to figure out the pollution source and take proper and timely measures to prevent and/or control the pollution. To this end, some pollution surveillance systems have been developed to monitor pollution levels in different regions. For instance, the municipal government of Beijing in China developed a four-level, color-coded (i.e., blue, yellow, orange and red) pollution alert system in 2013 for collecting and monitoring the PM$_{2.5}$ data of the city, where the four colors denoted the four different levels of the PM$_{2.5}$ pollution with “blue” denoting the lowest level and “red” denoting the highest level. The city government issued the first “orange” alert on 11/30/2015 and the first “red” alert on 12/05/2015 due to extreme air pollution in 2015. To reduce air pollution and minimize its impact on public health, the city government implemented several preventive measures, including closing some factories.
and schools, halting certain construction sites, and urging city residents to minimize outdoor activities. To demonstrate the air pollution in 2015, Figure 1 presents two pictures of a region around the Beijing National Stadium taken on 11/23/2015 and 11/30/2015, i.e., before and after the first “orange” alert on 11/30/2015. From the pictures, it can be seen that heavy smog were lingering over the Beijing National Stadium and the surrounding area on 11/30/2015 and the air quality was much better one week before.
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**Figure 1.** Pictures of a region around the Beijing National Stadium on 11/23/2015 (left panel) and 11/30/2015 (right panel).

Environmental data often have complicated structure, including complex data distributions, serial correlation, seasonality and other dynamic patterns, and more. Therefore, it is challenging to analyze them properly. In the atmospheric environment literature, there are some existing methods on quantitative assessment of air quality (Liang et al. 2015, 2016, Seaman 2000). For instance, Liang et al. (2015) used the local kernel smoothing procedure to assess PM$_{2.5}$ pollution in Beijing during the years 2010-2014. These existing methods, however, are retrospective and cannot effectively monitor the air quality sequentially over time. For proactive decision making, some researchers used the conventional statistical process control (SPC) charts for air pollution surveillance (e.g., Al-Rashed et al. 2019, Barratt et al. 2007, Chelani 2011). These conventional SPC charts, such as the Shewhart, cumulative sum (CUSUM), exponentially weighted moving average (EWMA), and change-point detection (CPD) charts (cf., Qiu 2014), were originally developed for monitoring production lines in the manufacturing industry, and require the assumptions that process observations at different observation times are independent and identically distributed with a specific parametric distribution. In practice, however, these assumptions are rarely valid. For instance, observations of PM$_{2.5}$ concentration usually have seasonal variation (Jacob and Winner 2009, Zhao et al. 2009), and serial correlation almost always exists in such sequential time series data. In the SPC literature, it has been well demonstrated that the conventional control charts would not be reliable to use in cases when one or more of their assumptions are violated (e.g. Lee and Apley 2011, Xue and Qiu 2021). Therefore, they would not be appropriate to use for air pollution surveillance.

The underlying process of an air quality index (e.g., PM$_{2.5}$ concentration) over time in a specific region can be regarded as a dynamic process in the sense that its distribution would change over time even when the index readings are at normal levels. Thus, air pollution surveillance is for sequential monitoring of a dynamic process whose observations could be serially correlated. For sequential process monitoring, SPC provides a major statistical tool. Besides the conventional SPC charts, many newer control charts have been developed for various applications where the conventional model assumptions are invalid, which include nonparametric charts for monitoring processes whose distributions do not belong to any parametric distribution families (e.g., Chakraborti and Graham 2019, Qiu 2018), and charts for monitoring processes with serially correlated observations (e.g. Apley and Tsung...
Some control charts have been developed in the framework of dynamic screening system (DySS) for applications such as disease screening for individual patients (e.g., Qiu and Xiang 2014, You and Qiu 2020). However, the DySS method was developed for monitoring many individual dynamic processes based on an in-control (IC) dataset that contains observed data of some IC processes. For instance, if sequential observations of a set of disease risk factors (e.g., cholesterol level, systolic blood pressure, diastolic blood pressure) of a given patient are regarded as observations of a dynamic process, then the DySS method is for monitoring many such processes of different patients. In the air pollution surveillance problem considered in the current paper, however, only one sequential process is involved, which is the sequential observations of certain air pollutants at a single place like Beijing. Also, the DySS method requires a quite large IC data set to be available in advance for estimating the IC longitudinal pattern of the individual dynamic processes, which is unavailable in the current problem. Therefore, for air pollution surveillance and other applications of dynamic process monitoring, new SPC methods are needed.

In this paper, we develop a new SPC chart for dynamic process monitoring, which should be effective for applications such as air pollution surveillance, where process distributions could be nonparametric and time-varying, and process observations could be serially correlated. This new method is described in detail in Section 2. Some numerical justifications of the new method are given in Section 3. It is applied to an air quality dataset collected in Beijing in Section 4. Some remarks conclude the article in Section 5.

2. New Control Chart for Dynamic Process Monitoring. Our proposed new control chart can be described briefly as follows. First, it needs an IC data set to obtain an initial estimate of the IC longitudinal pattern of the dynamic process under monitoring. Second, at the current time point during online process monitoring, the observed data are first standardized using the estimated IC longitudinal pattern and then decorrelated with all historical data. Third, a control chart is then applied to the decorrelated data and makes a decision whether the process has a distributional shift at the current time point. If the decision is “yes”, then stop process monitoring and communicate with the related personnel for a subsequent reaction to the signal. Otherwise, update the estimate of the IC longitudinal pattern using the IC data at the previous time point and the observed data at the current time point. These major steps are described in detail below.

2.1. Initial estimation of the IC longitudinal pattern. Let $y(t) = (y_1(t), y_2(t), \ldots, y_p(t))'$ be a vector of $p$ variables to monitor about a dynamic process at time $t$. Before online process monitoring, assume that an IC dataset $\mathcal{Y}_{IC} = \{y(t-m_0+1), y(t-m_0+2), \ldots, y(t_0)\}$ of size $m_0$ is available. This IC dataset follows the multivariate nonparametric longitudinal model:

$$y(t_j) = \mu(t_j) + \epsilon(t_j), \quad \text{for } j = -m_0 + 1, -m_0 + 2, \ldots, 0,$$

where $t_j \in [0, T]$ is the $j$th time point, $\mu(t_j) = (\mu_1(t_j), \mu_2(t_j), \ldots, \mu_p(t_j))'$ is the mean of $y(t_j)$, and $\epsilon(t_j)$ is the $p$-dimensional zero-mean error term. In Model (1), the covariance structure is described by $V(t', t) = \text{Cov}(\epsilon(t'), \epsilon(t))$, for any $t', t \in [0, T]$. Besides the regularity condition that both $\mu(t)$ and $V(t', t)$ are continuous functions, we do not impose any other assumptions on Model (1). Thus, it is flexible.

To obtain an initial estimate of $\mu(t)$, we can compute the local linear kernel (LLK) estimates of all components of $\mu(t)$ (cf., Fan and Gijbels 1996). In matrix notation, let $Y = (y_1(t-m_0+1), \ldots, y_1(t_0), \ldots, y_p(t-m_0+1), \ldots, y_p(t_0))'$, and $K = \text{diag}\{K(t_j - t_i), j = 0, 1, \ldots, m_0\}$.
excluded in the computation and when the kernel function $K(\cdot)$ is a kernel function and \{h_l, l = 1, \ldots, p\} are bandwidths. Then, the initial estimator of $\mu(t)$ can be obtained by the following LLK smoothing procedure:

$$
\min_{\beta \in \mathcal{R}^p} \left[ Y - (I_{p \times p} \otimes X)\beta \right] K \left[ Y - (I_{p \times p} \otimes X)\beta \right],
$$

where $\otimes$ denotes the Kronecker product, $I_{p \times p}$ is the $p \times p$ identity matrix, $\beta = (\beta_{01}, \beta_{11}, \ldots, \beta_{0p}, \beta_{1p})'$ are coefficients, and $X = ((1, t - m_0 + 1 - t)', (1, t - m_0 + 2 - t)', \ldots, (1, t_0 - t)')'$. The solution of (2) has the expression $\hat{\beta}^{(0)} = (Q^{(0)})^{-1}J^{(0)}$, where $Q^{(0)} = (I_{p \times p} \otimes X)K(I_{p \times p} \otimes X)$, and $J^{(0)} = (I_{p \times p} \otimes X)'KY$. The initial LLK estimate of $\mu(t)$ is defined to be

$$
\hat{\mu}^{(0)}(t) = \left[ \hat{\beta}^{(0)} \right]' (I_{p \times p} \otimes e_1),
$$

where $e_1 = (1, 0)'$. In the above LLK procedure, the kernel function $K(\cdot)$ is usually chosen to be the Epanechnikov kernel function, i.e., $K(u) = \frac{3}{4}(1 - u^2)I(|u| \leq 1)$, because of its good properties (Epanechnikov 1969). For the bandwidths \{h_l, l = 1, 2, \ldots, p\}, we suggest choosing them using the following modified cross-validation (MCV) procedure that was originally suggested by Brabanter et al. (2001) for handling bandwidth selection in a univariate regression setup with correlated data. By this approach, the bandwidths \{h_l, l = 1, \ldots, p\} can be chosen by minimizing the following MCV score:

$$
\text{MCV}(h_1, h_2, \ldots, h_p) = \frac{1}{m_0} \sum_{i = m_0 + 1}^{0} \left[ y(t_i) - \hat{\mu}_{-i}(t_i) \right]' \left[ y(t_i) - \hat{\mu}_{-i}(t_i) \right],
$$

where $\hat{\mu}_{-i}(t_i)$ is the leave-one-out estimate of $\mu(t_i)$ by (2) when the observation $y(t_i)$ is excluded in the computation and when the kernel function $K(\cdot)$ is modified to be

$$
K_\varepsilon(u) = \frac{4}{4 - 3\varepsilon - \varepsilon^3} \left\{ \begin{array}{cc}
\frac{3}{4}(1 - u^2)I(|u| \leq 1), & \text{when } |u| \geq \varepsilon, \\
\frac{3(1 - \varepsilon^2)}{4\varepsilon} |u|, & \text{when } |u| < \varepsilon,
\end{array} \right.
$$

where $\varepsilon \in (0, 1)$ is a constant.

After $\hat{\mu}^{(0)}(t)$ is obtained, the initial estimate of the covariance function $V(t', t)$ can be defined to be the following weighted moment estimate: for any $t', t \in [0, T]$,

$$
\hat{V}(t', t) = \frac{1}{m_0} \sum_{j = -m_0 + 1}^{0} \sum_{k = -m_0 + 1}^{0} \left( y(t_j) - \hat{\mu}^{(0)}(t_j) \right) \left( y(t_k) - \hat{\mu}^{(0)}(t_k) \right)' K(\frac{t_j - t'}{q}) K(\frac{t_k - t}{q}),
$$

where the kernel function $K(\cdot)$ is still chosen to be the Epanechnikov kernel function, and the bandwidth $q$ is chosen by minimizing the following cross-validated prediction error (PE):

$$
\text{PE}(q) = \frac{1}{m_0} \sum_{i = m_0 + 1}^{0} \left( y(t_i) - \tilde{y}_{-i}(t_i) \right)' \left( y(t_i) - \tilde{y}_{-i}(t_i) \right),
$$

where $\tilde{y}_{-i}(t_i)$ is the predicted value of $y(t_i)$ obtained by the kriging method (cf., Cressie and Wikle 2011) described below. For $-m_0 + 1 \leq i \leq 0$, let $Y_{-i}$ be the matrix with $\{y(t_k), |t_k - t_i| \leq q \text{ and } k \neq i\}$ as its columns, and $\hat{e}_{-i}$ be the corresponding residual matrix. Then, the predicted value of $y(t_i)$ is defined to be $\hat{y}_{-i}(t_i) = \hat{\mu}^{(0)}(t_i) + \tilde{V}_{-i} \hat{V}_{-i}^{-1} \hat{e}_{-i}$, where $\tilde{V}_{-i}$ is the estimated covariance matrix between $y(t_i)$ and $Y_{-i}$, $\hat{V}_{-i}$ is the estimated covariance matrix of $Y_{-i}$, and both of them can be computed from $\hat{V}(t', t)$ defined in (4). It should
be pointed out that the estimate $\hat{V}(t', t)$ may not be a positive semidefinite matrix for each $(t, t')$. Thus, it may not be a legitimate covariance matrix. In this paper, we suggest using the matrix modification method discussed in Higham (1988) to modify it properly to be a valid covariance matrix.

2.2. Online monitoring of dynamic processes. Next, we discuss online monitoring of dynamic processes. Assume that observations of a process to monitor follow the model

$$y(t_n) = \mu(t_n) + \epsilon(t_n), \quad \text{for } n \geq 1,$$

where $t_n > T$ are observation times. To account for possible seasonality of the process, it is assumed that the time interval $[0, T]$ of the IC data contains a whole season, and the mean function $\mu(t)$ is periodic in time with the period $T$ when the process is IC, so that $\mu(t) = \mu(t^*)$, where $t = t^* + lT$, $t^* \in [0, T]$, and $l \geq 1$ is an integer. In this setup, the regular longitudinal pattern of the process in $[0, T]$ can be used as a baseline pattern, and the proposed control chart described below is for detecting a shift in the longitudinal pattern of the process from this baseline pattern.

The process observations $\{y(t_n), n \geq 1\}$ could be serially correlated in applications. Because the conventional control charts are designed for cases with uncorrelated process observations only, we try to decorrelate them properly before a control chart is used for process monitoring. To this end, it is often reasonable in practice to assume that the correlation between two process observations is weaker when their observation times are farther away. Thus, we assume that $\text{Cov}(y(t_i), y(t_j)) = 0$ when $|t_i - t_j| > b_{\text{max}}$, where $b_{\text{max}} > 0$ denotes the time range of serial correlation. Based on this assumption, at the current time point $t_n$, $y(t_n)$ should be decorrelated with its previous $b_{\text{max}}$ observations. Because data decorrelation needs to be implemented at each observation time during process monitoring, reduction of computing time is important. To accomplish that, the concept of spring length suggested by Chatterjee and Qiu (2009) will be used in the proposed method. This concept is based on the re-starting mechanism of a CUSUM chart (Qiu 2014, Chapter 4). At a given time point, if theCUSUM chart finds that the likelihood to have a process distributional shift is small, then its charting statistic would be reset to 0 and all process observations collected at the current and previous observation times would be ignored in subsequent process monitoring. At the current time point $t_n$, the spring length $b_n$ is then defined to be the number of observation times from the previous reset of the charting statistic to the current time $t_n$. So, based on the concept of spring length, $y(t_n)$ only needs to be decorrelated with the previous $b_{n-1}$ observations since process observations collected before the time $t_{n-b_{n-1}}$ would not be used in process monitoring at $t_n$, where $b_{n-1}$ is used here because $b_n$ is not defined yet before the chart makes a decision about the process status at $t_n$. Let $\phi_n = \min\{b_{\text{max}}, b_{n-1}\}$. Then, at the current time point $t_n$, we need to decorrelate $y(t_n)$ with the previous $\phi_n$ observations. Since $b_{n-1}$ is often a single-digit integer (cf., You and Qiu 2019), much computation could be saved by using $\phi_n$ in the sequential data decorrelation.

In cases when monitoring a conventional process with time-independent IC process distribution, Li and Qiu (2017) proposed a sequential data decorrelation and standardization procedure. This procedure has been generalized for monitoring dynamic processes in this paper, and the generalized procedure is described below.

- When $n = 1$, the decorrelated and standardized observation of $y(t_1)$ is defined to be

$$\hat{y}^*(t_1) = \left[\hat{V}(t_1, t_1)\right]^{-1/2}(y(t_1) - \hat{\mu}^{(0)}(t_1)).$$

- When $n > 1$, define

$$\hat{e}_{n-1} = (y(t_n - \phi_n) - \hat{\mu}^{(n-1)}(t_n - \phi_n))^\prime, \ldots, (y(t_{n-1}) - \hat{\mu}^{(n-1)}(t_{n-1}))^\prime,$$

and

$${W_n} = \{y(t_n - \phi_n), y(t_n - \phi_{n+1}), \ldots, y(t_n)\}^\prime,$$

where the estimate $\hat{\mu}^{(n-1)}(t)$ is defined in
Expression (7) below. The estimates of Cov(\(W_n, W_n\)) and Cov(\(W_{n-1}, y(t_n)\)) are
denoted as \(\hat{\Sigma}_{n,n}\) and \(\hat{\Sigma}_{n-1,n}\), respectively, and we have
\[
\hat{\Sigma}_{n,n} = \begin{pmatrix}
\hat{V}(t_{n-\phi_n}, t_{n-\phi_n}) & \cdots & \hat{V}(t_{n-\phi_n}, t_n) \\
0 & \ddots & \vdots \\
0 & \cdots & \hat{V}(t_{n-\phi_n}, t_n)
\end{pmatrix} = \begin{pmatrix}
\hat{\Sigma}_{n-1,n-1} \\ \hat{\Sigma}_{n-1,n}
\end{pmatrix}.
\]
Then, the decorrelated data \(\{\hat{\Sigma}_{n-1,n-1}^{-1/2} - \hat{\Sigma}_{n-1,n-1}^{-1/2} \hat{\Sigma}_{n-1,n-1}^{-1} \hat{\Sigma}_{n-1,n}\\} \) can be computed recursively by the following formula: for \(n \geq 2\),
\[
\hat{\Sigma}_{n,n} = \begin{pmatrix}
\hat{\Sigma}_{n-1,n-1}^{-1} + \hat{\Sigma}_{n-1,n-1}^{-1} \hat{\Sigma}_{n-1,n-1}^{-1} \hat{\Sigma}_{n-1,n-1}^{-1} \\ \hat{\Sigma}_{n-1,n-1}^{-1} \hat{\Sigma}_{n-1,n-1}^{-1} \hat{\Sigma}_{n-1,n-1}^{-1} \hat{\Sigma}_{n-1,n-1}^{-1}
\end{pmatrix}.
\]
Then, the decorrelated data \(\{\hat{\Sigma}^*(t_1), \ldots, \hat{\Sigma}^*(t_n)\}\) would be asymptotically uncorrelated with each other, and each decorrelated observation vector would have the asymptotic mean of 0 and the asymptotic covariance matrix of \(I_{p \times p}\).

After the data decorrelation and standardization, we are ready to use a control chart for
online process monitoring. To this end, a nonparametric control chart will be considered, since
the process distribution is not restricted to any parametric distribution family in this paper.
In the SPC literature, there are many nonparametric control charts available (cf., Chakraborti and Graham 2019, Qiu 2018). Theoretically speaking, most of them can be used here. In this
paper, we use the antirank-based nonparametric chart that was suggested by Qiu and Hawkins (2003),
since this chart was shown to have a reasonably good performance in various different cases (cf., Qiu 2018).
Then, our proposed process monitoring procedure based on this chart is described below.

Let \(Z(n) = (\hat{y}_1(t_n), \hat{y}_2(t_n), \ldots, \hat{y}_p(t_n), 0)^T\) be a combination of the decorrelated observation \(\hat{\Sigma}^*(t_n)\) and the IC mean 0 of each of its component. The antirank vector of \(Z(n)\) is
denoted as \(A(n) = (A_1(n), A_2(n), \ldots, A_p(n), A_{p+1}(n))^T\). Then, by the definition of antiranks, the \(A_1(n)\)-th component of \(Z(n)\) is the smallest among all \(p + 1\) components, the
\(A_2(n)\)-th component of \(Z(n)\) is the second smallest component, and so forth. Thus, \(A(n)\) is the vector of indices of the order statistics of the \(p + 1\) components of \(Z(n)\). Qiu and Hawkins (2003) demonstrated that the first antirank \(A_1(n)\) was sensitive to “downward” shifts in the
mean of \(Z(n)\), the last antirank \(A_{p+1}(n)\) was sensitive to “upward” mean shifts, and the pair
\((A_1(n), A_{p+1}(n))\) was sensitive to arbitrary mean shifts. For this reason, the proposed control chart will be constructed based on the pair \((A_1(n), A_{p+1}(n))\), which can take \(p(p + 1)\) possible values in the set \(S = \{(i, j), 1 \leq i \neq j \leq p + 1\}\). Let \(g(n)\) be a \(p(p + 1)\)-dimensional vector whose \(l\)th element equal to 1 when \((A_1(n), A_{p+1}(n))\) equals the \(l\)th element of \(S\) and whose remaining elements are all 0, and \(\hat{f}\) be the IC mean of \(g(n)\). At the previous
time point \(t_{n-1}\), \(f\) can be estimated by the relative frequencies of the observed values of
\(\{(A_1(i), A_{p+1}(i)), -m_0 + 1 \leq i \leq n - 1\}\), and the estimate is denoted as \(\hat{f}^{(n-1)}\). Then, the following CUSUM chart can be constructed based on the comparison of the observed and expected values of \(g(n)\):
\[
C_n = \left(S_n^{obs} - S_n^{exp}\right)^T \left[\text{diag}(S_n^{exp})\right]^{-1} \left(S_n^{obs} - S_n^{exp}\right),
\]
where
\[
\begin{align*}
S_n^{obs} &= S_n^{exp} = 0, & \text{if } U_n \leq \rho \\
S_n^{obs} &= \left[S_n^{obs} + g(n)\right] / U_n, & \text{if } U_n > \rho \\
S_n^{exp} &= \left[S_n^{exp} + \hat{f}^{(n-1)}\right] / U_n, & \text{if } U_n > \rho,
\end{align*}
\]
\[ U_n = \left[ (S_{n-1}^{\text{obs}} - S_{n-1}^{\text{exp}}) + (g(n) - \hat{f}(n-1)) \right] \left[ \text{diag} \left( S_{n-1}^{\text{exp}} + \hat{f}(n-1) \right) \right]^{-1} \left[ (S_{n-1}^{\text{obs}} - S_{n-1}^{\text{exp}}) + (g(n) - \hat{f}(n-1)) \right], \]

diag(a) \text{ denotes a diagonal matrix with the diagonal elements being the related elements of the vector } a, \text{ and } \rho > 0 \text{ is a pre-specified small constant. Then, the chart gives a signal when }
\[ C_n > \gamma, \]
where \( \gamma > 0 \) is a control limit. In (5), when \( \rho \) is chosen to be 0, \( S_n^{\text{obs}} \) is just the vector of cumulative counts of the observed elements in \( S \) by the current time point \( t_n \), and \( S_n^{\text{exp}} \) is the vector of cumulative expected counts. The use of the small constant \( \rho \) is for setting up the re-starting mechanism that the charting statistic \( C_n \) in (5) would be reset to 0 each time when \( U_n \leq \rho \), since \( U_n \) measures the difference between the cumulative counts of the observed elements in \( S \) and the related expected counts and a mean shift in the original process is unlikely when \( U_n \leq \rho \). The re-starting mechanism mentioned here has been used by the concept of spring length discussed earlier.

In the nonparametric dynamic process monitoring (NDPM) chart (5)-(6), the constant \( \rho \) is usually pre-specified. It has been shown in the literature that large values of \( \rho \) are good for detecting large shifts and small values are good for detecting small shifts (Qiu and Hawkins 2003). Once \( \rho \) is pre-specified, the control limit \( \gamma \) can be determined by a Monte Carlo simulation to achieve a pre-specified value of \( ARL_0 \) in cases when observation times are equally spaced. More specifically, \( \hat{f}^{(0)} \) can be obtained from the decorrelated and standardized IC data using the related relative frequencies. Then, for each simulation run, the observations \( \{g(n), n \geq 1\} \) can be generated from a multinomial distribution specified by the IC distribution \( \hat{f}^{(0)} \). For a given value of \( \gamma \), the NDPM chart (5)-(6) is then applied to the observations \( \{g(n), n \geq 1\} \), and the run length (RL) value, defined to be the number of observation times from the beginning of process monitoring to the signal time, is recorded. This simulation is repeated for \( M \) times, and the average of the \( M \) RL values provides an estimate of the actual \( ARL_0 \) value of the chart, denoted as \( ARL_0(\gamma) \). Then, \( \gamma \) can be searched by a numerical algorithm (e.g., the bisection algorithm) so that the assumed \( ARL_0 \) value is reached by \( ARL_0(\gamma) \) with a given accuracy. See Qiu and Hawkins (2003) for a more detailed discussion. In cases when observation times are unequally spaced, \( ARL_0 \) would not be appropriate for measuring the IC performance of a control chart, because \( ARL_0 \) focuses only on the number of observation times between the start of online process monitoring and the signal time of the chart. In such cases, we should use the IC average time to signal, denoted as \( ATS_0 \), instead (cf., Qiu and Xiang 2014).

2.3. **Update of the IC parameter estimates.** At the current observation time \( t_n \), if the condition (6) is satisfied, then a signal of shift is given by the chart. Otherwise, the observation \( y(t_n) \) should be combined with the existing IC dataset, and the estimates of the IC parameters should be updated using the combined IC dataset. In this latter case, the formulas for updating the IC parameter estimates are given below.

First, for the estimate of the IC mean function \( \mu(t) \), it can be calculated by the following updating formulas:
\[ \hat{\mu}^{(n)}(t) = \left[ \hat{\beta}^{(n)} \right]' (I_{p \times p} \otimes e_1), \]
where \( \hat{\beta}^{(n)} = [Q^{(n)}]^{-1} J^{(n)} \), and \( Q^{(n)} \) and \( J^{(n)} \) can be updated recursively by
\[ Q^{(n)} = Q^{(n-1)} + [k_n \otimes X_n] (I_{p \times p} \otimes X_n)', \]
\[ J^{(n)} = J^{(n-1)} + [k_n y(t_n)] \otimes X_n, \]
\( X_n = (1, t_n^* - t)^\prime, \) \( k_n = \text{diag}(k_{h_1}(t_n^* - t), k_{h_2}(t_n^* - t), \ldots, k_{h_p}(t_n^* - t)), \) and \( k_{h_l}(t_n^* - t) = K((t_n^* - t)/h_l), \) for \( l = 1, 2, \ldots, p. \)

Since the serial correlation is allowed to be non-stationary in this paper and at the next observation time \( t_{n+1} \) we only need to estimate the covariance between \( y(t_{n+1}) \) and its previous \( b_{\text{max}} \) observations, these covariance estimates can be defined by (8)

\[
\hat{V}(t_{n+1-j}, t_{n+1}) = \sum_{l=n+1-j-w}^{n+1} \sum_{k=n+1-w}^{n+1} (y(t_l) - \hat{\mu}^{(n)}(t_{n+1-j}))(y(t_k) - \hat{\mu}^{(n)}(t_{n+1}))'K \left( \frac{t_l - t_{n+1} - j}{q} \right) K \left( \frac{t_k - t_{n+1}}{q} \right),
\]

where \( 0 \leq j \leq b_{\text{max}}, \) \( w \) is a pre-specified window size, and \( K(\cdot) \) and \( q \) are the same as those in (4).

Finally, the estimate of the IC distribution of \( (A_1(n), A_{p+1}(n)) \) can also be updated by the following formula: for \( n \geq 1, \)

\[
\hat{\gamma}^{(n)} = \frac{m_0 + n - 1}{m_0 + n} \hat{\gamma}^{(n-1)} + \frac{1}{m_0 + n} g(n).
\]

2.4. Practical guidelines on parameter selection. There are a number of parameters in the NDPM chart (5)-(6) that need to be selected properly in advance. To this end, some practical guidelines based on extensive numerical studies are given below.

On selection of \( b_{\text{max}} \): In the NDPM chart, two process observations are assumed to be uncorrelated when their observation times are at least \( b_{\text{max}} \) apart. In practice, \( b_{\text{max}} \) is often unknown and needs to be pre-specified. Of course, it is better to choose a larger value for \( b_{\text{max}} \); but, the related computation in data decorrelation would be more extensive. Based on our extensive numerical experience, the performance of the NDPM chart would be reasonably good when we choose \( b_{\text{max}} \in [10, 20] \).

On selection of \( w \): The window size \( w \) is used when computing the estimate \( \hat{V}(t_{n+1-j}, t_{n+1}) \) in (8). Based on our numerical experience, it can be chosen to be \( w = \alpha \times b_{\text{max}} \) with \( \alpha \in [4, 6] \).

3. Numerical justifications of the proposed method. In this section, we provide some numerical justifications of the proposed method using Monte Carlo simulations. For simplicity, the IC observation times are assumed to be \( \{t_j = (m_0 + j)\tau, j = -m_0 + 1, -m_0 + 2, \ldots, 0\} \), which are equally spaced in the baseline time interval \([0, T] = [0, 1]\), where \( \tau = 1/m_0 \) is the basic time unit. For the IC model (1), it is assumed that \( p = 3 \) (i.e., there are 3 variables to monitor), and the following six different cases are considered. In Cases I-III, the process mean functions are time-independent and assumed to be \( \mu(t) = (0, 0, 0) \), for any \( t \in [0, 1] \). In Case I, the random errors \( \{\epsilon(t_j), j \geq 1\} \) are assumed to be independent and identically distributed (i.i.d.) at different observation times, and each random error vector has the distribution \( N_3(0, I_{3 \times 3}) \). In Case II, the random errors \( \{\epsilon(t_j), j \geq 1\} \) are assumed to follow the vector AR(1) model \( \epsilon(t_j) = 0.2\epsilon(t_{j-1}) + \eta(t_j), \) for \( j \geq 1, \) where \( \epsilon(t_0) = 0 \) and \( \{\eta(t_j), j \geq 1\} \) are i.i.d. at different time points, each component of \( \eta(t_j) \) has the standardized chi-square distribution \( (\chi^2_3 - 3)/\sqrt{6} \), and the covariance matrix of \( \eta(t_j) \) is

\[
\begin{bmatrix}
1 & 0.2 & 0.2^2 \\
0.2 & 1 & 0.2 \\
0.2^2 & 0.2 & 1
\end{bmatrix}.
\]

In Case III, the random error vector is \( \epsilon(t_j) = \text{diag}(1, \exp(t), \frac{1}{1+t})\epsilon^*(t_j), \) for each \( j, \) where \( \epsilon^*(t_j) \) follows the vector time series model \( \epsilon^*(t_j) = 0.2t_j\epsilon^*(t_{j-1}) + \eta(t_j), \) and \( \eta(t_j) \) has the
same distribution as that in Case II. In Cases IV-VI, the process observations are generated in the same way as those in Cases I-III, respectively, except that the IC mean functions are assumed to be $\mu(t) = (0, t, \sin(2\pi t))'$, which are time-dependent. Obviously, Case I is the conventional case considered in the SPC literature with i.i.d. process observations and the normal IC distribution. Cases II and III consider cases with stationary and non-stationary serial correlation, respectively, and with a non-normal error distribution. While the IC process distribution considered in these first three cases is time-independent, the IC process distribution considered in Cases IV-VI is time-varying and these three cases are considered for studying the impact of the time-varying IC distribution on the performance of the related process monitoring methods.

Besides the proposed method NDPM, we also consider six alternative methods for comparison purposes, including 3 simplified versions of NDPM, the method by Qiu and Hawkins (2003), and two machine learning methods by Sukchotrat et al. (2010) and He et al. (2018). The first simplified version of NDPM, denoted as NDPM-D-S, is the same as NDPM, except that the covariance structure is assumed to be stationary. In the label NDPM-D-S, “D” implies that the dynamic nature of the process under monitoring is considered in the chart, and “S” denotes stationary serial correlation. The second simplified version, denoted as NDPM-ND-NS, assumes that the IC process distribution is time-independent (i.e., non-dynamic), and the other setups are the same as those for NDPM. The third simplified version, denoted as NDPM-ND-S, assumes that the process under monitoring is non-dynamic and the serial correlation is stationary. The method by Qiu and Hawkins (2003) is based on the first and last antiranks of the $p$ variables. This method, which is denoted as AR, assumes that process observations at different observation times are i.i.d. when the process is IC. The machine learning method by Sukchotrat et al. (2010) is based on the K-nearest-neighbor (KNN) data description procedure. It uses the average distance between a given observation and its $k$ nearest observations in the IC dataset as the charting statistic. Its control limit is chosen by a bootstrap procedure from the IC dataset. This method is denoted as KNN. The method by He et al. (2018), denoted as DSVM, uses the support vector machine (SVM) framework. Its control limit is also determined by a bootstrap procedure from the IC data.

In all simulation examples, we assume that the nominal ARL$_0$ value is 200 for all control charts. By the suggestion in Sukchotrat et al. (2010), the number of nearest observations in KNN is chosen to be $k = 30$. In DSVM, the moving window size is chosen to be 10, as suggested by He et al. (2018). The constant $\rho$ (cf., the expression after (5)) in the CUSUM charts of NDPM, NDPM-D-S, NDPM-ND-NS, NDPM-ND-S, and AR is chosen to be 0.5, if there is no further specifications. In NDPM, the parameter $b_{max}$ is chosen to be 15, and the moving window size $w$ is chosen to be $5b_{max}$, as suggestion in Subsection 2.4.

3.1. Evaluation of the IC performance. We first evaluate the IC performance of the related methods. To compute the actual ARL$_0$ value of a chart, an IC dataset of size $m_0$ is first generated. Then, a control chart is applied to a sequence of 2,000 IC process observations for online process monitoring, and its RL value is recorded. The online process monitoring is then repeated for 1,000 times, and the average of the 1,000 RL values is used as an estimate of the actual conditional ARL$_0$ value, conditional on the IC data. Finally, to obtain an estimate of the actual unconditional ARL$_0$ value, all steps described above, starting from the generation of the IC data to computation of the estimate of the actual conditional ARL$_0$ value, are repeated for 100 times. The actual (unconditional) ARL$_0$ value of the chart is then estimated by the average of the 100 estimates of the actual conditional ARL$_0$ value. The IC sample size $m_0$ is first fixed at 500. The results of the estimated actual ARL$_0$ values of the seven charts in various cases are presented in Table 1, along with their standard errors. From the table, we can have the following conclusions. (i) The charts AR, KNN, and DSVM have
a reasonable performance in Case I when the process observations are i.i.d. with a normal distribution, but they are unreliable to use in all other cases when some or all of these assumptions are violated because their estimated actual $ARL_0$ values are substantially different from the nominal $ARL_0$ level of 200 in these cases. (ii) The chart NDPM-ND-NS performs well in Cases I-III when its model assumption of non-dynamic IC process distribution is valid, but its performance is quite poor in Cases IV-VI when this assumption is violated. (iii) The chart NDPM-D-S performs well in Cases I, II, IV, and V when its assumption of stationary serial correlation is valid, and quite poorly in Cases III and VI when the serial correlation is actually non-stationary. (iv) The chart NDPM-ND-S performs well in Cases I and II when its assumptions of non-dynamic IC process distribution and stationary serial correlation are valid, and quite poorly in all other cases when either or both of these assumptions are violated. (v) As a comparison, the chart NDPM has a reasonably good performance in all cases considered, since its estimated actual $ARL_0$ values are always within 10% of the nominal $ARL_0$ level. It should be noticed that observation times are equally spaced in this example. In cases when observation times are unequally spaced, the sampling rate to collect process observations is steady over time, and $ATS_0$ values are considered, our numerical studies confirm that similar conclusions to those mentioned above can be made about the IC performance of the related control charts.

<table>
<thead>
<tr>
<th>Case</th>
<th>NDPM</th>
<th>NDPM-D-S</th>
<th>NDPM-ND-NS</th>
<th>NDPM-ND-S</th>
<th>AR</th>
<th>KNN</th>
<th>DSVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>188(3.55)</td>
<td>193(3.43)</td>
<td>191(3.30)</td>
<td>197(3.62)</td>
<td>195(2.89)</td>
<td>166(4.33)</td>
<td>178(5.23)</td>
</tr>
<tr>
<td>II</td>
<td>184(3.58)</td>
<td>192(3.48)</td>
<td>190(3.27)</td>
<td>195(3.56)</td>
<td>136(2.40)</td>
<td>147(4.93)</td>
<td>152(5.03)</td>
</tr>
<tr>
<td>III</td>
<td>182(3.11)</td>
<td>153(3.33)</td>
<td>189(3.77)</td>
<td>162(3.37)</td>
<td>120(3.10)</td>
<td>119(3.55)</td>
<td>104(3.32)</td>
</tr>
<tr>
<td>IV</td>
<td>188(3.25)</td>
<td>194(3.40)</td>
<td>105(3.28)</td>
<td>147(3.00)</td>
<td>63(1.30)</td>
<td>125(3.19)</td>
<td>149(4.02)</td>
</tr>
<tr>
<td>V</td>
<td>185(3.37)</td>
<td>193(3.38)</td>
<td>118(2.40)</td>
<td>160(3.04)</td>
<td>61(1.28)</td>
<td>114(3.45)</td>
<td>134(3.11)</td>
</tr>
<tr>
<td>VI</td>
<td>183(3.97)</td>
<td>152(3.29)</td>
<td>140(3.76)</td>
<td>138(3.24)</td>
<td>64(1.34)</td>
<td>79(2.92)</td>
<td>94(2.55)</td>
</tr>
</tbody>
</table>

The performance of the seven charts discussed above could be affected by the IC data size $m_0$. To study the impact of $m_0$ on their performance, we consider the following example, in which $m_0$ changes among 200, 300, 400, 500, 800, and 1,000, and all other setups remain the same as those in the example of Table 1. The estimated actual $ARL_0$ values of the seven charts in such cases are presented in Figure 2. From the figure, we can have the following conclusions. First, the IC performance of the charts AR, KNN and DSVM improves in Case I when $m_0$ increases, the chart AR has a reasonably reliable IC performance when $m_0 \geq 300$, and the charts KNN and DSVM have a quite reliable IC performance when $m_0 > 500$. But, in all other cases, the improvement of their IC performance is minimal when $m_0$ increases. Second, the IC performance of the charts NDPM-D-S, NDPM-ND-NS and NDPM-ND-S improves when $m_0$ increases in cases when their model assumptions are all valid (e.g., in Cases I, II, IV and V for the chart NDPM-D-S). In cases when some of their model assumptions are invalid, the improvement is minimal. Third, the IC performance of NDPM improves in all cases considered when $m_0$ increases, and its IC performance is quite reliable when $m_0 \geq 400$ since its actual $ARL_0$ values are within 10% of the nominal $ARL_0$ value of 200 in such cases.

The results in Figure 2 and Table 1 are for cases when the number of variables, $p$, is 3. Of course, the necessary IC sample size $m_0$ would depend on $p$. To investigate this, let us consider a case extended from Case V to a $p$-dimensional case as follows. In the new case, the $p$-dimensional random errors $\{\epsilon(t_j), j \geq 1\}$ are generated as described in Case V. For the mean vector $\mu(t)$, we choose $\mu_{3\ell+1}(t) = \mu_1(t)$, $\mu_{3\ell+2}(t) = \mu_2(t)$ and $\mu_{3\ell+3}(t) = \mu_3(t)$,
Fig 2. Estimated actual $ARL_0$ values of seven control charts when their nominal $ARL_0$ values are fixed at 200, the IC sample size $m_0$ changes among 200, 300, 400, 500, 800 and 1000, and other setups remain unchanged from those in the example of Table 1.

for $\ell \geq 1$, where $\mu_1(t)$, $\mu_2(t)$ and $\mu_3(t)$ are the same as those in Case V. Because the IC process is dynamic and the serial correlation is stationary in this case, we choose to study the IC performance of the charts NDPM-D-S and NDPM only. When $p$ changes among \{3, 5, 7\} and other setups are the same as those in Figure 2, their estimated actual $ARL_0$ values are presented in Figure 3. From the figure, it can be seen that the necessary IC sample size $m_0$ should indeed be larger to have a reliable IC performance of these two charts when $p$ is larger.
3.2. Evaluation of the OC performance. Next, we evaluate the OC performance of the related charts in cases when $m_0$ is fixed at 500. To this end, a mean shift starting at the beginning of process monitoring is considered, and the shifted mean becomes $\mu_1(t) = \mu(t) + \delta (\sigma_1(t), \sigma_2(t), \sigma_3(t))^T$, where $\sigma_j(t)$ is the standard deviation of $y_j(t)$, for $j = 1, 2, 3$, and $\delta$ is a constant that changes among 0.2, 0.4, 0.6, 0.8, and 1. To make the comparison among different charts fair, the control limits of the related charts have been adjusted properly so that their actual $ARL_0$ values all equal to the nominal $ARL_0$ value of 200. First, we let the procedure parameters of the charts be the same as those in Table 1. In such cases, the computed $ARL_1$ values of the seven charts are presented in Figure 4. From the figure, we can have the following conclusions. i) The chart NDPM has the best performance in Case VI when the process under monitoring is dynamic with non-stationary serial correlation. ii) The charts NDPM and NDPM-ND-NS perform better than the other control charts in Case III when the process under monitoring is non-dynamic and the serial correlation is non-stationary. iii) The charts NDPM and NDPM-D-S perform better than the other methods in Case V when the process is dynamic and the serial correlation is stationary. iv) The charts NDPM-ND-S NDPM-D-S and NDPM-ND-NS perform better than the remaining charts in Case II when the process is non-dynamic and the serial correlation is stationary. v) The charts AR, KNN and DSVM have a reasonable performance in Case I when the process observations are i.i.d. and normally distributed, but their performance in other cases are not satisfactory. Of course, the performance of the related charts may depend on the selection of their parameters (e.g., the constant $\rho$ in the NDPM chart (5)-(6)). To avoid this impact on the method comparison, next, we adjust the procedure parameters for each method so that its $ARL_1$ value reaches the minimum for detecting a given shift while its $ARL_0$ value is kept at the nominal level of 200. Namely, the optimal performance of the related charts is considered here. As a result, the optimal $ARL_1$ values of the seven charts are shown in Figure 5. From the figure, it can be seen that similar conclusions to those from the example of Figure 4 can be made here regarding the optimal OC performance of the charts. These two examples show that the charts NDPM-D-S, NDPM-ND-NS, NDPM-ND-S, AR, KNN and DSVM have reasonable performance only when their model assumptions are valid, and that the chart NDPM has a reasonable performance in most cases considered.

4. Application to Air Pollution Surveillance in Beijing. With the rapid industrial development over the last several decades in China, the environmental pollution in that
country has become a problem that seriously damages public health. Beijing, the capital and one of the most populous cities of China, has suffered severe environmental pollution (cf., Figure 1 in Section 1). Possible causes of Beijing’s air pollution include a large-scale coal combustion, increasing number of motor vehicles, meteorological conditions, and more (Liang et al. 2015). This problem has got the government’s attention in the past 10-15 years, and they are implementing several preventative measures to control the coal combustion and vehicle emissions. Beijing government also developed a pollu-
Fig 5. Optimal $ARL_1$ values of the seven charts when their nominal $ARL_0$ values are all fixed at 200, $p = 3$, $m_0 = 500$, and the shift size parameter $\delta$ changes among 0.2, 0.4, 0.6, 0.8 and 1.0.

tion alert system in 2013 to collect air pollution data. Part of the data is saved in the UC Irvine Machine Learning Repository (http://archive.ics.uci.edu/ml/datasets/Beijing+Multi-Site+Air-Quality+Data). This dataset contains several air quality variables and meteorological variables. It has been used by environmental researchers for accessing the air quality in Beijing (e.g., Zhang et al. 2017). In this section, we apply the proposed dynamic process monitoring method NDPM to this dataset for air pollution surveillance. In this analysis, the two most important air quality variables, i.e., the density levels of $PM_{2.5}$ and CO, and the
meteorological variable “dew point temperature (DEW)” are considered. The meteorological variable DEW is considered here because it has been confirmed in the meteorological and environmental research that it is one of the most important meteorological variables that can substantially influence the air quality, especially the PM$_{2.5}$ level (Chaloulakou et al. 2003, Liu et al. 2020, Zhang et al. 2017). That is because a higher DEW often implies a higher humidity and a high temperature, and the fog and/or haze formed in that meteorological condition are ideal for many air pollutants, including PM$_{2.5}$. The dataset used here contains observations of the three variables in two whole years from March 1, 2014 to Feb 28, 2016. The original data of the three variables are shown in Figure 6.

From Figure 6, there is a quite obvious seasonality in the observed data, the density levels of PM$_{2.5}$ and CO seem higher during winter times, and DEW seems higher in summer times. Also, the data in the first year from March 1, 2014 to Feb 28, 2015 seem quite stable, although the CO levels during the winter times in that year are relatively high due mainly to a large amount of coal consumption in northern China during winter times (cf., Li et al. 2020). Therefore, the data in the first year are used as the IC data for estimating the regular longitudinal pattern of the three variables, and the data in the second year are used for online process monitoring. For the IC data, we first compute the initial LLK estimate $\hat{\mu}^{(0)}(t)$ using (3), and then obtain the residuals $y(t_j) - \hat{\mu}^{(0)}(t_j)$, for each $j$. To check the normality of the IC data, the Shapiro-Wilk test is then applied to the residuals, and the test gives a p-value of $2.2 \times 10^{-26}$, implying that the IC data are significantly non-normal. To check the serial
correlation, the Durbin-Watson test is applied to the residuals for each variable. The $p$-value of this test for each variable is $< 10^{-10}$, implying a significant autocorrelation in the IC data. To check the stationarity of autocorrelation, the Augmented Dickey–Fuller (ADF) test is used for each variable. The $p$-value of this test for each variable is larger than 0.1. Thus, we fail to reject the null hypothesis that “autocorrelation is non-stationary” for each variable, and conclude that the autocorrelation in the IC data is non-stationary. To check the correlation among the three variables in the IC data, the following sample correlation coefficient matrix is obtained:

$$
\begin{bmatrix}
1.000 & 0.749 & 0.730 \\
0.749 & 1.000 & 0.601 \\
0.730 & 0.601 & 1.000
\end{bmatrix}
$$

Pearson’s correlation test for checking whether the pairwise correlation is significant gives the $p$-values of $2.2 \times 10^{-26}$ for all three pairs ($PM_{2.5}$, CO), ($PM_{2.5}$, DEW) and (CO, DEW). Therefore, there is a significant pairwise correlation among the three variables in the IC data.

Next, we apply the proposed dynamic process monitoring method NDPM to this dataset. As discussed in Subsection 2.1, we first estimate the IC mean functions and the IC covariance function from the IC data by (3) and (4). The IC data and the estimated IC mean functions are shown in the first row of Figure 7, from which it can be seen that the estimated IC mean functions describe the IC longitudinal pattern of the three variables well. Then, the proposed method NDPM is used for sequentially monitoring of the observed data in the second year starting from March 1, 2015, as discussed in Subsections 2.2 and 2.3. The setups of the chart (5)-(6), e.g., $ARL_0$ and computation of its control limit, are the same as those in the example of Table 1. The chart gives the first signal on November 28, 2015, which is 2 days earlier than the orange alert issued by the Beijing government on November, 30, 2015. To investigate whether this signal is real, observations of the three variables in the second year during March 1, 2015 and February 28, 2016 are shown in the second row of Figure 7, along with the estimated IC mean functions shown by the solid curves in the plots. It can be seen that the longitudinal pattern of the observations is quite different from the estimated IC mean functions around the signal time shown by the vertical dashed lines in the plots. To further show the difference, the observed data of the three variables during October 1st and December 31st in years 2014 and 2015 are shown in the same plots of the third row of Figure 7. It can be seen that the two sets of data are similar at the beginning and then start to deviate around November 1. Such deviations are detected by NDPM on November 28, 2015.

As a comparison, the other six control charts discussed in Section 3 are also applied to this dataset, with the same setups as those in the example of Table 1. These control charts are shown in Figure 8, along with the chart NDPM. From the figure, it can be seen that the chart AR gives signals almost everyday, and the charts NDPM-D-S, NDPM-ND-NS, NDPM-ND-S, KNN and DSVM give their first signals on December 7th, 22th, 8th, 8th and 15th of 2015, respectively. As mentioned earlier, the proposed chart NDPM gives its first signal on November 28, 2015. By the visualization of the observed data shown in Figure 7 and the hypothesis test results discussed earlier which confirm that the observed IC data are non-normal and have non-stationary autocorrelation, we can conclude that the frequent signals from AR may not be reliable in this example because its assumptions that the IC process observations are i.i.d. would be violated here, and that the proposed chart NDPM should be more reliable and effective than its peers in this example for early detection of the air quality deterioration started around November 1, 2015.

5. Concluding Remarks. Environmental pollution has become a major global problem, causing serious consequences on public health. Governments in the world are taking proper
Fig 7. The first and second rows show observations of the three variables PM$_{2.5}$, CO and DEW in Beijing during 3/1/2014-2/28/2015 and 3/1/2015-2/28/2016, respectively. The solid curve in each plot denotes the estimated IC mean function of the related variable. The third row shows observations of the three variables during October 1st and December 31st in years 2014 and 2015 by the solid and dotted lines, respectively. The vertical dashed line in each plot denotes the signal time of the proposed method NDPM.

measures to reduce and control pollution emissions in order to improve the quality of our environment. In this effort, effective online monitoring of the air pollutant concentrations is especially important for governments to take proper interventions in a timely manner and protect public health. In this paper, we have developed a new method for air pollution surveillance. The new method can properly accommodate the dynamic longitudinal pattern of the process under monitoring and serial correlation in the observed data. It also is not limited to parametric distributional families. Both simulation studies and the application to monitor the air quality in Beijing show that it performs well in various cases. Although air pollution surveillance is focused in this paper, we would like to point out that our proposed method is actually quite general and can be applied to other dynamic process monitoring problems, including sequential monitoring of incidence rates of one or more infectious diseases (e.g., flu, COVID-19) in a region, online monitoring of sea-level pressures in oceanography, and seismic monitoring in physical geography.

The proposed method still has much room for improvement. For instance, when monitoring the air quality in Beijing, besides the major variables PM$_{2.5}$, CO and DEW that need to be monitored online, there could be some covariates that provide useful information about the air quality, including air temperature, air pressure, wind speed and other weather conditions. Proper use of such covariates could potentially improve the performance of the proposed
method. Also, the current method is for monitoring the air quality at a single location. In practice, the air quality of multiple locations (e.g., Beijing and its surrounding cities) could be spatially correlated, and it could improve the effectiveness of the control chart to monitor the air quality at multiple locations simultaneously. This is related to the spatio-temporal process monitoring problem (e.g., Yang and Qiu 2020). However, the current methods for spatio-temporal process monitoring consider a single quality variable only, while there could be multiple quality variables in practice. Also, the nonparametric spatio-temporal process
monitoring methods require many spatial locations to be in the observed data since they are based on nonparametric spatial smoothing that cannot work well in cases with only a few spatial locations. All these topics will be studied carefully in our future research.
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