As the market share of wind energy has been rapidly growing, wake effect analysis is gaining substantial attention in the wind industry. Wake effects represent a wind shade cast by upstream turbines to the downwind direction, resulting in power deficits in downstream turbines. To quantify the aggregated influence of wake effects on a wind farm’s power generation, various simulation models have been developed, including Jensen’s wake model. These models include parameters that need to be calibrated from field data. Existing calibration methods are based on surrogate models that impute the data under the assumption that physical and/or computer trials are computationally expensive, typically at the design stage. This, however, is not the case where large volumes of data can be collected during the operational stage. Motivated by the wind energy application, we develop a new calibration approach for big data settings without the need for statistical emulators. Specifically, we cast the problem into a stochastic optimization framework and employ stochastic gradient descent to iteratively refine calibration parameters using randomly selected subsets of data. We then propose a stratified sampling scheme that enables choosing more samples from noisy and influential sampling regions and thus, reducing the variance of the estimated gradient for improved convergence. Through both theoretical and numerical studies on wind farm data, we highlight the benefits of our variance-conscious calibration approach.

1. Introduction. Advances in numerical algorithms and computing power bring computer models to the forefront of design, control, interpretation, and analysis of many complex physical and/or engineered systems. A computer model is a set of functions that simulate the behavior of a real-world system with inputs and outputs. Such models include simulations, computational models and dynamical equations, amongst others. Given the input variables, say operational conditions of a system, a computer model generates outputs such as system performance metrics. Besides input values, additional parameters often need to be specified a priori in computer models. These parameters are referred to as calibration parameters. Different from input variables that are directly observable or controllable, calibration parameters are often unobservable and their appropriate values should be estimated (or tuned) based on either physical laws or empirical data such that the computer model output can be aligned with observational data. For complex systems, physical laws to accurately identify the parameters are most often unavailable. This necessitates the estimation of the unknown parameters from data. Such an estimation procedure is referred to as parameter calibration in literature (Kennedy and O’Hagan, 2001).

Calibration has been an active area of research over the last couple of decades due to its relevance in many modern applications. One such application is wind power systems which are among the fastest growing renewable energy sources (International Energy Agency, 2015). In wind power systems, it is often crucial to quantify wake effects, as they substantially affect the power generation performance in multi-turbine wind farms (Barthelmie and Pryor...
Wake represents the wind shade cast by upwind turbines to the downwind direction where turbines at the upwind direction disturb and slow down the wind power for others (Fig. 1). This leads to energy loss in downstream turbines. As the scale of both wind turbines and wind farms grows, estimating wake effects has gained substantial attention in the wind industry (Churchfield, 2013). Tracing back to the 1980s, a wide variety of models were proposed to estimate wake effects. The most notable model that stood the test of time is the Jensen model (Jensen, 1983) that estimates wind speed deficits at downstream turbines by applying momentum equations. The Jensen model became the basis of a large variety of applications and extensions in literature (Ainslie, 1988; Larsen, 1988; Frandsen, 1992).

Engineering wake models often introduce additional parameters that need to be calibrated. For instance, to run Jensen’s model, besides the input, we need to specify a wake decay coefficient that affects the wind speed deficits in downstream turbines. Figure 2 shows the wind deficit at a downstream turbine in a simple two-turbine setting. As the wake decay coefficient decreases, the wind speed deficit increases. In other words, when wake is substantial, a smaller value should be employed in the Jensen’s model. Its recommend values are 0.075 and 0.04 for land-based and offshore wind farms, respectively, in wind industry (Katic, Højstrup and Jensen, 1986a; DTU Wind Energy, 2015; Staid, 2015; Barthelmie et al., 2010).
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studies in You et al. (2017, 2018); Göçmen et al. (2016), however, find that these values do not represent the wake effects accurately in their studied wind farms. This problem sets forth the need for statistical calibration and represents the key motivation behind this paper.

Although significant advances have been made in the calibration field, prior studies are predominantly based on one key assumption: computer and/or physical experiments are sufficiently time-demanding, so a limited number of physical trials and computer experiments can be carried out. As a result, literature has dealt with the calibration problem through statistical emulators (often referred to as surrogates) where interpolation methods, most often Gaussian processes (GPs), are deployed to impute outputs from unobserved inputs under different values of calibration parameters. The foundations of modern calibration, laid by the Bayesian calibration approach, were introduced in the seminal papers by Kennedy and O’Hagan (2001); Higdon et al. (2004). Let $y(x)$ and $y^c(x, \theta)$, respectively, denote outputs from the physical system and computer model at input $x$ and calibration parameters $\theta$. The Bayesian calibration approach uses a linkage model to formulate the relationship between physical and simulation responses as $y(x) = \rho y^c(x, \theta) + \gamma(x) + e$, where $\rho$ is a scale coefficient, $\gamma(x)$ represents the discrepancy between the physical system and computer model at input $x$, and $e$ denotes random noise. Kennedy and O’Hagan (2001) develop surrogate models for $y^c(x, \theta)$ and $\gamma(x)$ with Gaussian processes and estimate the model parameters, including $\theta$, in a Bayesian framework.

This Bayesian framework set forth many extensions and applications in the literature. For example, several studies employ Bayesian calibration to accommodate multivariate output (Paulo, García-Donato and Palomo, 2012), to adjust computer models for reducing the discrepancy between engineering models and actual systems (Joseph and Yan, 2015) and to link the low accuracy experiment with the high accuracy experiment (Qian and Wu, 2008). Higdon et al. (2004) consider a fast computer model that enables one to generate a large number of simulation data with different values of parameter. However, they consider scant field observations. Similarly, Gramacy et al. (2015) accommodate large simulation data, but with limited field data, That being said, recent work by Tuo and Wu (2015) points out that the Bayesian approach can lead to unreasonable estimates when the computer model exhibits non-negligible bias, and they propose a new calibration method that minimizes the discrepancy between the two responses in a frequentist framework.

In contrast to the above literature, we focus on the calibration problem where both physical data and computer response data are not scarce; we consider calibration in Big Data settings. As the volume and velocity of data collection grow fast, many applications are now capable of collecting large volumes of operational data. Further, with accelerating advancements in computing technology, a large number of computer experiments have become increasingly common. Take, for example, the growing number of medium- or low-fidelity simulators where a sufficiently large number of data from computer trials can be easily attained. This is also the case in our motivating case study. The collection of 10-minute average measurements in a wind farm’s Supervisory Control And Data Acquisition (SCADA) system generates 52,560 data points each year. With multiple years of data, one can easily obtain hundreds of thousands data points. The run time of momentum equation-based wake simulation models ranges from seconds to minutes, depending on a wind farm size and other terrain complexities. Because these simulators run fast, there is no scarcity concern of observations from computer experiments.

In such cases, instead of relying on, and learning from, emulators, we can directly take advantage of a sufficient amount of data generated from both physical operations and computational experiments to perform parameter calibration. Such an approach circumvents the need to depend on a possibly erroneous model (i.e. the surrogate) and reduces its corresponding error propagation. In addition to that, using flexible and non-parametric surrogates such
as GPs is often infeasible in such large data settings. For instance, with $N$ data points, exact GPs have a complexity of $O(N^3)$ (Rasmussen (2003)). While state-of-the-art literature on approximate GPs (mainly under a variational inference framework) reduce the complexity (Damianou, Titsias and Lawrence (2016); Álvarez and Lawrence (2011); Snelson and Ghahramani (2006)), emulators are often limited to small data regimes which in turn has enabled their use in traditional calibration settings that assume computationally expensive computer and/or physical experiments.

In this study, we develop a calibration approach to guide large-scale computer experiments in a computationally efficient and robust way without the need for statistical emulators. We summarize our main contributions. First, we cast the calibration problem into the stochastic optimization, in particular, stochastic gradient descent (SGD), to iteratively fine-tune the calibration parameters. Stochastic optimization offers unique computational advantages where inference is done via mini-batch optimization. This allows scaling to large data size regimes in calibration problems. Next, motivated by our wind farm application, we incorporate a stratified sampling scheme that enables choosing more samples from noisy and influential sampling regions into the SGD framework and thus, reducing the variance of the estimated gradient for improved convergence. For effective implementation of stratified sampling, we dynamically partition the input domain, guided by the classification and regression tree (CART), based on the most up-to-date information obtained over iterations. To the best of our knowledge, this is the first study that introduces the dynamic stratified sampling in the stochastic optimization framework.

Unlike aforementioned studies that pre-generate computer model outputs over some pre-selected parameter values and estimate calibration parameters using the already obtained dataset, our approach generates computer model outputs on the fly with the most updated information obtained throughout an iterative procedure. This procedure enables us to collect more informative data as we learn. Numerical studies in a wide range of settings and wind energy case study demonstrate the unique benefits of the proposed approach. The results show that our approach achieves superior performance relative to Bayesian calibration techniques in a fraction of the time required for the latter.

Our dynamic stratified sampling approach can be easily integrated with most stochastic optimization methods. We choose two representative SGD approaches—the mini-batch SGD (one of the most popular SGD algorithms) and adaptive SGD (recent state-of-the-art) and compare them with our proposed variance-reduced approaches via stratified sampling. Our empirical analysis suggests that the stratified sampling helps reduce computational burden greatly. In particular, our approach excels when the output variance is heterogeneous, as it allows us to concentrate on high noise regions to better stabilize the variance and hence achieve fast convergence.

The results of the case study with offshore and land-based wind farm data suggest that the calibrated wake decay coefficient is around 0.10 and 0.12, respectively. These values are quite different from the recommended values of 0.04 and 0.075, respectively, for offshore and land-based wind farms in the literature. We believe that the well-calibrated Jensen’s model can help find optimal operational controls (e.g., torque and blade pitch controls) to maximize the wind farm’s power generation (Kheirabadi and Nagamune, 2019) and also help design a new wind farm layout.

The organization of the paper is as follows: Section 2 develops SGD-based procedures to calibrate computer parameters. Section 3 presents implementation results with numerical examples. Section 4 demonstrates the advantage of the proposed approach through the wind farm case study. Section 5 provides concluding remarks.

2. Methodology.
2.1. **Problem Formulation.** Let $x \subseteq \mathbb{R}^m$ denote an input vector of dimension $m$ in a system. Let $y(x)$ denote the physical system response at input $x$. The response can be a scalar if the system consists of one unit, or it can be a vector for a multi-unit system such as a multi-turbine wind farm. Let $y^c(x^c, \theta)$ denote the response vector from the computer model with $x^c$ being an input of the computer model (e.g., wind condition in Jensen’s wake model) and $\theta \in \Theta$ ($\Theta \subseteq \mathbb{R}^p$) being a parameter to be calibrated (e.g., wake decay parameter in Jensen’s wake model). We consider a deterministic computer model that generates a fixed output, given $(x^c, \theta)$. The input $x^c$ could be a subset of the physical system input $x$. For notation simplicity, we use the same notation $x$ as inputs to both physical system and computer model.

The calibration parameter $\theta$ is unknown. In Tuo and Wu (2015, 2016), the calibration problem is viewed as “finding the combination of the model parameters, under which the computer outputs match the physical responses.” They formulate the calibration problem to find $\theta$ that minimizes the $L_2$ distance between the physical response surface and the computer output. Similarly, our goal is to identify the parameter value $\theta$ that can minimize the discrepancy between the real system response $y(x)$ and computer model response $y^c(x, \theta)$. Thus, we formulate the parameter calibration problem as

$$
\theta^* = \arg\min_{\theta \in \Theta} L(\theta),
$$

where $L(\theta)$ can be any form of loss function. Several loss functions can be considered. Among them, $L_2$ norm has been commonly used in the literature (Tuo and Wu, 2016). In this study, the following $L_2$ norm is employed due to its mathematical tractability.

$$
L(\theta) = \int ||y(x) - y^c(x, \theta)||_2^2 dP(x, y).
$$

Because the joint probability density $P(x, y)$ is unknown, the problem in (2.2) cannot be directly solved. Therefore, with real observed data points, we minimize the empirical loss. Suppose that a dataset $\{(x_j, y_j), j = 1, \cdots, N\}$ of size $N$ is collected from a physical system, where $x_j$ represents the $j^{th}$ input, $y_j$ is the output at $x_j$. The empirical loss becomes

$$
F(\theta) = \frac{1}{N} \sum_{j=1}^{N} [y(x_j) - y^c(x_j, \theta)] [y(x_j) - y^c(x_j, \theta)].
$$

Finding the optimal $\theta$ that minimizes $F(\theta)$ is similar to the nonlinear least squares estimation problem, because $y^c$ is possibly nonlinear. However, unlike typical nonlinear least square problems with a pre-specified parametric form for $y^c$, we treat the simulation model as black box and thus, there is no analytically closed form expression for the computer model output $y^c(\cdot, \cdot)$.

Among several possible techniques, let us first consider the gradient descent which iteratively updates $\theta$ using the approximated gradient information. Specifically, let $\theta^{(i)}$ denote the iterate obtained at the $i^{th}$ iteration and let $F_j(\theta^{(i)})$ denote the empirical loss value with the $j$-th sample, evaluated at $\theta^{(i)}$, i.e.,

$$
F_j(\theta^{(i)}) = [y(x_j) - y^c(x_j, \theta^{(i)})]' [y(x_j) - y^c(x_j, \theta^{(i)})].
$$

Then, we can update $\theta^{(i)}$ by

$$
\theta^{(i+1)} = \theta^{(i)} + \alpha^{(i)} d^{(i)},
$$

with

$$
d^{(i)} = -\frac{1}{N} \sum_{j=1}^{N} \nabla F_j(\theta^{(i)}),
$$
for $\alpha^{(i)} > 0$ where $\nabla F_j(\theta^{(i)})$ denotes the gradient of $F_j(\theta^{(i)})$, $\alpha^{(i)}$ is the step size and $d^{(i)}$ implies the parameter update direction at the $i^{th}$ iteration.

When $\theta$ is updated based on all $N$ data points and $N$ is large, it can be computationally inefficient. To reduce the computational burden, SGD avoids the full gradient evaluation by randomly choosing a subset of data from the original dataset. Let us consider the mini-batch SGD. Let $n (< N)$ denote the sample size per iteration. The SGD empirical loss function becomes

\[ F_{SGD}(\theta) = \frac{1}{n} \sum_{j=1}^{n} F_j(\theta^{(i)}), \]

where $F_j(\theta^{(i)})$ denotes the loss function value at the randomly sampled $x_j$. The SGD finds the update direction as

\[ d^{(i)}_{SGD} = -\frac{1}{n} \sum_{j=1}^{n} \nabla F_j(\theta^{(i)}) \equiv -\nabla F_{SGD}(\theta^{(i)}). \]

In implementing SGD, $\nabla F_j(\theta^{(i)})$ needs to be estimated, because $F_j(\theta^{(i)})$ does not take a closed-form expression. We can obtain the estimate by taking the finite-differencing or alike numerical differentiation methods. For example, for 1-dimensional parameter, $\nabla F_j(\theta^{(i)})$ can be obtained by

\[ \nabla F_j(\theta^{(i)}) = \frac{F_j(\theta^{(i)} + h) - F_j(\theta^{(i)} - h)}{2h}, \]

where $h$ is the small interval used for numerical differentiation. The multivariate version of numerical difference method and some variants are available in Yuan, Ng and Tsui (2013).

Let $\nabla L(\theta^{(i)})$ denote the true gradient of the loss function at $\theta^{(i)}$. We assume $\nabla F_{SGD}(\theta^{(i)})$ is an unbiased estimator of the true gradient. While being unbiased, it is random and thus, it does not always coincide with the true gradient. The search direction is called a descent direction if the sample gradient is aligned with the true gradient, mathematically,

\[ \nabla F_{SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) > 0. \]

The descent search direction is obtained on the average (Bollapragada, Byrd and Nocedal, 2018), because we have

\[ \mathbb{E}[\nabla F_{SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)})] = ||\nabla L(\theta^{(i)})||^2 > 0, \]

However, the descent direction in (2.10) does not necessarily hold, because the sample is chosen randomly. In fact, a randomly selected subset of data would lead to the noisy estimation of gradient. In particular, when the data size $n$ is small, the variance of the sample gradient $\nabla F_{SGD}(\theta^{(i)})$ could be large (see Figure 3a). Such large uncertainty causes the algorithm’s stalling or slow convergence. When the sample gradient is largely different from its true gradient $\nabla L(\theta^{(i)})$, the algorithm would struggle to improve. To circumvent such issue, we incorporate the variance reduction technique, specifically, stratified sampling, into the stochastic optimization framework. With stratified sampling, the sample gradient becomes less uncertain, aiming that it is closer to the true gradient and descent direction is achieved more frequently (see Figure 3b).
2.2. Stratified stochastic gradient descent (S-SGD). Several variance reduction techniques are available, including importance sampling and stratified sampling. In this study, we employ stratified sampling. In the future, we plan to explore importance sampling and other variance reduction techniques. The underlying idea of stratified sampling is that, when we estimate the mean, smaller variance can be achieved when the within-stratum variability becomes generally smaller than the between-strata variability.

To implement the stratified sampling, we divide the whole input space into a finite number of $K$ disjoint subsets, $\Omega_k$, $k = 1, \cdots, K$, also referred to as strata (we will discuss how to partition the input space at the end of Section 2.2.1.) Let $p_k$ denote the probability of the $k^{th}$ stratum, i.e., $p_k = Pr(x \in \Omega_k)$. In practice, $p_k$ can be computed from the proportion of input samples that belong to the $k^{th}$ stratum among the total $N$ data points. Unlike the original SGD which randomly samples inputs, our idea is to draw more samples from the strata where the variance is large.

2.2.1. Stratification. Let $n_k$ denote the number of samples randomly selected from the $k^{th}$ stratum such that $n = \sum_k n_k$ and $F_{kj}$ denote the empirical loss with the $j^{th}$ sample $x_{kj}$, drawn from the $k^{th}$ stratum, i.e.,

$$F_{kj}(\theta^{(i)}) = \left[ y(x_{kj}) - y^c(x_{kj}, \theta^{(i)}) \right] \left[ y(x_{kj}) - y^c(x_{kj}, \theta^{(i)}) \right]'.$$

The empirical loss with $n$ sampled data points at $\theta^{(i)}$ is

$$F_{S-SGD}(\theta^{(i)}) = \sum_k p_k F_k(\theta^{(i)}),$$

where $F_k(\theta^{(i)})$ is the average empirical loss at the $k^{th}$ stratum with $n_k$ random samples as

$$F_k(\theta^{(i)}) = \frac{1}{n_k} \sum_{j=1}^{n_k} F_{kj}(\theta^{(i)}).$$

Then, the sample gradient at the $i^{th}$ iteration becomes

$$\nabla F_{S-SGD}(\theta^{(i)}) = \sum_k p_k \nabla F_k(\theta^{(i)})$$

with

$$\nabla F_k(\theta^{(i)}) = \frac{1}{n_k} \sum_{j=1}^{n_k} \nabla F_{kj}(\theta^{(i)}),$$

Fig 3: Variance comparison of sample gradient between SGD and S-SGD.
where $\nabla F_{kj}(\theta^{(i)})$ denotes the sample gradient of $F_{kj}(\theta^{(i)})$. For any $n_k > 0$, $\nabla F_k(\theta^{(i)})$ is assumed to be an unbiased estimator of the true gradient $\nabla L_k(\theta^{(i)})$ at the $k^{th}$ stratum. This assumption generally holds, as $x_{kj}$ is randomly sampled within the stratum. Therefore, $
abla F_{s-SGD}(\theta^{(i)})$ provides an unbiased estimation of the true gradient. Then our goal is to find the computational budget $n_k$ that can minimize the variance of the gradient direction, given the total sample size $n$, as

$$
\text{arg min}_{n_k} \text{Var} \left( \nabla F_{s-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)
$$

s.t. $\sum_k n_k = n$

Plugging $\nabla F_{s-SGD}(\theta^{(i)})$ in (2.15)-(2.16) into the objective function in (2.17), we obtain

$$
\text{Var} \left( \nabla F_{s-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right) = \sum_k p_k^2 \text{Var} \left( \nabla F_k(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)
$$

$$
= \sum_k \frac{p_k^2 \sigma_k^2}{nw_k},
$$

where $\sigma_k^2 = \text{Var} \left( \nabla F_{kj}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)$ represents the variance at the $k^{th}$ stratum and $w_k = n_k/n$ implies the weight of the $k^{th}$ stratum.

Then the optimization problem in (2.17) can be rewritten as

$$
\text{arg min}_{w_k} \sum_k \frac{p_k^2 \sigma_k^2}{nw_k}
$$

s.t. $\sum_k w_k = 1$

By using the Lagrangian multiplier, we can obtain the optimal $w_k$ as

$$
w_k = \frac{p_k \sigma_k}{\sum_k p_k \sigma_k},
$$

which leads to

$$
n_k = n \cdot \frac{p_k \sigma_k}{\sum_k p_k \sigma_k}.
$$

This sample size is known to be the optimal allocation in the stratified random sampling when the costs of drawing a sample within each stratum are equal (Lohr, 2010).

When $n_k$ is not an integer, we round it to the nearest integer. However, when $n_k$ becomes zero after rounding, the sampling gradient at the $k^{th}$ stratum $\nabla F_k(\theta^{(i)})$ in (2.16) is not defined. As a remedy, we assign a small sample size $n_0$ to all strata. With the remaining computational resource $n - Kn_0$, we apply the allocation rule in (2.21). Then the final allocation for the $k^{th}$ stratum becomes

$$
n_k = n_0 + (n - Kn_0) \cdot \frac{p_k \sigma_k}{\sum_k p_k \sigma_k}.
$$

The allocation rule in (2.22) has important implications. First, while the original mass $p_k$ for each stratum is taken into consideration, our approach allocates larger computational budgets to more noisy strata with larger $\sigma_k$ in order to control the variance of the sample stochastic direction. On the other hand, in less noisy strata, a small number of samples is
sufficient for clearly obtaining gradient information. This aspect makes S-SGD much more beneficial than SGD when the noise is heterogeneous. We will demonstrate it in Section 3.

In (2.22), $\sigma_k^2 \left( = \text{Var} \left( \nabla F_{k_j}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right) \right)$ is unknown, so we approximate it using data. First, we estimate the true gradient $\nabla L(\theta^{(i)})$ with the sample gradient $\nabla F_{S-SGD}(\theta^{(i)})$ in (2.15) and use the sample variance as follows.

$$\hat{\sigma}_k^2 = \frac{1}{n_k - 1} \sum_{j=1}^{n_k} \left( \left( \nabla F_{k_j}(\theta^{(i)}) \right)^T \nabla F_{S-SGD}(\theta^{(i)}) - \left( \nabla F_{S-SGD}(\theta^{(i)}) \right) \right)^2.$$  

To obtain $\hat{\sigma}_k^2$, $n_k$ should be greater than 1. As such, we set the smallest sample size $n_0$ in (2.22) to be greater than 1, i.e., $n_0 \geq 2$.

Finally, we discuss how to partition the input space. In (2.18), small variance can be achieved when the within-stratum variability (that is, $\sigma_k$) is small. It is challenging to find optimal partitioning variables and their corresponding splitting points that minimize the within-stratum variability. However, we note that reducing the within-stratum variability is aligned with the spirit of CART (Breiman et al., 1984). CART is a tree-based machine learning method that seeks to decrease the impurity in each leaf node by splitting the input domain in a recursive manner (Breiman et al., 1984). As CART takes a stepwise procedure, it does not provide optimal splitting. But it has been proven effective in many applications, and it can be easily incorporated into the proposed optimization framework. Moreover, by splitting the input domain with CART at each iteration, our stratification becomes dynamic, meaning that the strata obtained in one iteration could be different from the strata in other iterations. Thus, as we proceed iterations, we can get different strata using the most updated parameter value $\theta^{(i)}$. In implementing CART in the proposed framework, we use $\nabla F(x, \theta^{(i)})^T \nabla L(\theta^{(i)})$, with $\nabla L(\theta^{(i)})$ approximated by $\nabla F_{S-SGD}(\theta^{(i)})$, as the response variable, and the final leaf nodes are regarded as strata.

2.2.2. Parameter updates. Once $n_k$ is obtained from stratified sampling, we randomly sample $x_{k_j}$, $j = 1, 2, \cdots, n_k$, from the $k^{th}$ stratum for $k = 1, 2, \cdots, K^{(i)}$, where $K^{(i)}$ is the number of strata obtained from the CART splitting. Then we get the updating direction $d_{S-SGD}^{(i)} = -\nabla F_{S-SGD}(\theta^{(i)})$ with $\nabla F_{S-SGD}(\theta^{(i)})$ being defined in (2.15)-(2.16), and $\theta^{(i)}$ is updated to $\theta^{(i+1)}$ by $\theta^{(i+1)} = \theta^{(i)} + \alpha^{(i)} d_{S-SGD}^{(i)}$. We iterate the procedure until some stopping criterion is satisfied. As a stopping rule, we stop the iteration when $(\theta^{(i+1)} - \theta^{(i)})/\theta^{(i)}$ becomes sufficiently small. Algorithm 1 summarizes the procedure of S-SGD where lines #4-#7 and #16 explain how to sample a subset of data using the stratified sampling and lines #13-#16 summarize how to partition the input domain via CART.

In updating $\theta^{(i)}$, we need to define the step size $\alpha^{(i)}$. We use the backtracking line search, summarized in Algorithm 2, which is used in the most advanced SGD versions (Paquette and Scheinberg, 2020; Bollapragada, Byrd and Nocedal, 2018). The basic idea of the backtracking line search is as follows. We set the step size at $\alpha^{(i)} = \zeta^{(i)} \alpha_0$ with $\zeta^{(i)} \geq 1$ (Line #4). $\zeta^{(i)}$ depends on the variance of the gradient. If such $\alpha^{(i)}$ does not result in a sufficient decrease in the objective function, we decrease $\alpha^{(i)}$ iteratively. Specifically, let $L^{(i)} = 1/\alpha^{(i)}$ and we set $L^{(i)} = \eta L^{(i)}$ with $\eta > 1$ (Line #8). This inner iteration for adjusting the step size (Lines #7-#10) proceeds until we achieve a sufficient decrease. In our implementation we use $\eta = 1.5$ (Bollapragada, Byrd and Nocedal, 2018).

Next we will discuss how to get $\zeta^{(i)}$. Bollapragada, Byrd and Nocedal (2018) propose a variance-based rule to set $\zeta^{(i)}$ as $\zeta^{(i)} = \max(1, 2/a^{(i)})$ in the SGD setting, where
Algorithm 1 S-SGD

1: **Input:** sample size \( n \), smallest small size \( n_0(\geq 2) \), starting point of parameter \( \theta_0 \), initial number of strata \( K^{(0)} \).

2: **Initialization:** Set the initial parameter value \( \theta^{(1)} = \theta_0 \). Evenly divide the input domain into \( K^{(0)} \) strata and collect probability mass \( p_1, \ldots, p_{K^{(0)}} \). Assign \( w_k^{(0)} = p_k \) for \( k = 1, \ldots, K^{(0)} \). Set the iteration index \( i = 1 \).

3: **while** Convergence condition is not met **do**

4: \[ w_k^{(i)} = w_k^{(i-1)} \] for \( k = 1, \ldots, K^{(i-1)} \).

5: \[ n_k = w_k^{(i)} (n - K^{(0)} n_0) + n_0 \] for \( k = 1, \ldots, K^{(i-1)} \).

6: \[ K^{(i)} = K^{(i-1)} \).

7: Draw \( x_{kj} \), \( j = 1, \ldots, n_k \), from each stratum for \( k = 1, \ldots, K^{(i)} \).

8: Compute \( \nabla F_k j(\theta^{(i)}) \) in (2.9) for each sample \( j \in \{1, \ldots, n_k \} \) and \( \nabla F_k \theta^{(i)} \) in (2.16) for each stratum, \( k \in \{1, \ldots, K^{(i)} \} \).

9: Obtain \( \nabla F(\theta^{(i)}) \) in (2.15).

10: Compute the updating direction \( d^{(i)} = -\nabla F_{S-SGD}(\theta^{(i)}) \).

11: Set \( \alpha^{(i)} \) using Algorithm 2.

12: Update \( \theta^{(i+1)} = \theta^{(i)} + \alpha^{(i)} d^{(i)} \).

13: Build a regression tree \( T^{(i)} \) using \( \left( x_{kj}, \nabla F_k j(\theta^{(i)}) T \nabla F_{S-SGD}(\theta^{(i)}) \right), k = 1, \ldots, K^{(i)}, j = 1, \ldots, n_K \), and set \( K^{(i)} \) with the number of leaf nodes in the resulting regression tree.

14: Compute \( \hat{\sigma}^2 \) using (2.23) for \( k = 1, \ldots, K^{(i)} \).

15: Obtain the probability mass \( p_1, \ldots, p_K \).

16: Compute \( w_k^{(i)} = \frac{\hat{p}_k \hat{\sigma}_k^{(i)}}{\sum_{l=1}^K \hat{p}_l \hat{\sigma}_l^{(i)}} \) for \( k = 1, \ldots, K^{(i)} \).

17: Set \( i = i + 1 \).

18: **end while**

19: **Output:** \( \theta^{(i)} \).

Algorithm 2 Backtracking line search to determine the step size \( \alpha_0 \) in S-SGD

1: **Input:** \( \alpha_0 > 0, \eta > 1 \)

2: **Initialization**

3: Compute \( \zeta^{(i)} = \max(1, 2/\alpha^{(i)}) \) with \( \alpha^{(i)} \) in (2.24).

4: Set \( \alpha^{(i)} = \alpha_0 \zeta^{(i)} \).

5: Set \( L^{(i)} = 1/\alpha^{(i)} \)

6: \[ F' = F_{S-SGD}(\theta^{(i)}) - 1/L^{(i)} \nabla F(\theta^{(i)}) \]

7: **while** \( F' > F_{S-SGD}(\theta^{(i)}) - 1/2L^{(i)} ||\nabla F_{S-SGD}(\theta^{(i)})||^2 \) do

8: \[ L^{(i)} = \eta L^{(i)} \]

9: Compute \( F' = F_{S-SGD}(\theta^{(i)}) - 1/L^{(i)} \nabla F(\theta^{(i)}) \)

10: **end while**

11: **Output:** \( \alpha^{(i)} \).

\[ \alpha^{(i)} = \frac{Var(\nabla F_{S-SGD}(\theta^{(i)}))}{||\nabla F_{S-SGD}(\theta^{(i)})||^2} + 1. \]

We further modify the procedure to accommodate our variance reduction property as follows.

\[ \alpha^{(i)} = \frac{Var(\nabla F_{S-SGD}(\theta^{(i)}))}{||\nabla F_{S-SGD}(\theta^{(i)})||^2} + 1. \] (2.24)

Note that we have \( \zeta^{(i)} \in [1, 2] \), because \( \alpha^{(i)} \geq 1 \). The numerator can be obtained by

\[ Var(\nabla F_{S-SGD}(\theta^{(i)})) = \sum_k \frac{p_k^2}{n_k} Var(\nabla F_k j(\theta^{(i)})). \] (2.25)
Here we estimate $\Var\left(\nabla F_{kj}(\theta^{(i)})\right)$ in the last equation with the sample variance of $F_{kj}(\theta^{(i)})$’s for $j \in \{1, 2, \cdots, n_k\}$ at the $k^{th}$ stratum.

Our variance-concious approach provides additional benefits in determining the step size using (2.24) in comparison with SGD. Because S-SGD produces a smaller variance, given the same sample size, the initial step size in S-SGD at each iteration is larger, compared to SGD. Therefore, S-SGD can move faster than SGD. But, at the same time it guards against an unduly large jump when the gradient estimation is uncertain; note that when the variance is large even with the stratified sampling, S-SGD makes a small move with small $\zeta^{(i)}$ in order to accommodate the uncertainty.

In summary, the proposed S-SGD provides more benefits over SGD, because its parameter updating direction is more stable with reduced variance, better aligning with the true direction. Further, S-SGD with the variance-controlled backtracking allows a larger step size than SGD, while avoiding an unnecessary big move when the estimated variance is large.

Remark: Because the loss function (and its gradient) is estimated via Monte Carlo integration, other sampling methods such as Latin hypercube sampling (LHS), quasi-Monte Carlo sampling (QMC) and Latin hyperrectangle sampling (LHRS) may be considered. First, similar to the stratified sampling, LHS uses the stratification. It divides the input’s cumulative density function into multiple strata and randomly draws one sample from each stratum (Owen, 2013). While LHS can reduce the variance of the crude Monte Carlo estimator, its primary focus is to recreate the input distribution with fewer iterations than CMC. Thus, it only uses the input distribution, while the output variability is not directly taken into consideration. Similarly, QMC, which uses a low-discrepancy sequence, enjoys faster convergence than CMC by using deterministic inputs (Owen, 2013). However, similar to LHS, it does not utilize the variability of output function. To address this limitation, LHRS generalizes LHS by considering the output variability when partitioning the input domain (Mease and Bingham, 2006). This technique is closely related to our method in that it allows non-equal cell probabilities. However, LHRS assumes the variance of output within a cell (i.e., stratum) grows with the cell size. This assumption is reasonable when any prior knowledge about the output structure is not available. In our approach, however, we obtain the knowledge about the loss function and its gradient throughout an iterative process. Hence, stratified sampling, which uses the actual output variability, provides a better sampling scheme in the proposed framework.

2.2.3. Uncertainty quantification. The Bayesian approach provides rich information for the uncertainty quantification (UQ). While the SGD-based procedure typically focuses on finding a point estimation, some studies show that it also provides a capability to quantify the uncertainty in the resulting estimator. Building on the result in Polyak (1990) and Ruppert (1988), Polyak and Juditsky (1992) show that the average iterate $\theta^{(M)} = 1/M \sum_{i=1}^{M} \theta^{(i)}$ converges in distribution to a multivariate normal random vector under certain conditions. Recently, some studies derive consistent estimators of the asymptotic covariance of $\theta^{(M)}$ that can be used in an online fashion without storing all the data required to compute the estimators (Chen et al., 2020; Fang, Xu and Yang, 2018).

In this section we use the procedure presented in Polyak and Juditsky (1992) to capture the uncertainty of the calibrated parameter. They show that $\theta^{(M)}$ converges to the global minimum $\theta^*$ when the loss function is strongly convex with a Lipschitz gradient and it holds

\[
\sqrt{M}(\theta^{(M)} - \theta^*) \overset{d}{\rightarrow} MVN(0, A^{-1}SA^{-1}),
\]

for $\alpha^{(i)} = \alpha^{(0)} \delta^{i \delta}$ with $\delta \in (0.5, 1)$ as $M$ gets larger, where $A = \nabla^2 L(\theta^*)$ is the Hessian matrix of $L(\theta)$ at $\theta^*$, and $S = E\left[(\nabla F(\theta^*))[\nabla F(\theta^*)]^T\right]$ is the covariance matrix of $\nabla F(\theta^*)$ (Chen et al., 2020).
The result in (2.26) allows us to quantify the uncertainty in estimating the calibration parameter and makes it possible to construct a confidence interval (CI). Because both $A$ and $S$ metrics are unknown, we estimate them by their sample versions, that is,

\begin{equation}
\hat{A} = \nabla^2 F_{S-SGD}(\hat{\theta}^{(M)}) = \sum_k p_k \nabla^2 F_k(\hat{\theta}^{(M)})
\end{equation}

with

\begin{equation}
\nabla^2 F_k(\hat{\theta}^{(M)}) = \frac{1}{n_k} \sum_{j=1}^{n_k} \nabla^2 F_{kj}(\hat{\theta}^{(M)}),
\end{equation}

where $\nabla^2 F_{kj}(\hat{\theta}^{(M)})$ denotes the sample Hessian of $F_{kj}(\hat{\theta}^{(M)})$. We also estimate $S$ in a similar manner.

2.3. Adaptive stratified SGD. In Section 2.2 we regulate the variance using the variance reduction technique. Another remedy to reduce variance is to increase sample size. Bollapragada, Byrd and Nocedal (2018) discuss an adaptive SGD, referred to as A-SGD in this study, to adaptively increase the sample size. Let $n^{(i)}$ denote the sample size at the $i^{th}$ iteration. In this section we incorporate the adaptive sampling approach into the S-SGD framework. The adaptive version of S-SGD is referred to as the adaptive stratified SGD (AS-SGD) in the subsequent discussion.

While S-SGD aims to provide stable variance, the resulting variance could be still large if the sample size is too small. The key idea of AS-SGD is to increase the sample size, as needed. At each iteration we start with the initial sample size $n_0$ to obtain $\text{Var} \left( \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta) \right)$ in (2.18). Then we increase the sample size until the resulting relative variance is smaller than a pre-specified threshold $\kappa$, as shown below in (2.29)

\begin{equation}
\frac{\text{Var} \left( \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta) \right)}{\| \nabla L(\theta^{(i)}) \|^4} \leq \kappa^2,
\end{equation}

for $\kappa > 0$, given $\theta^{(i)}$ at the $i^{th}$ iteration. This test is called inner product test.

In addition to the inner product test, we include another test, called orthogonality test, to ensure a convergence to the optimal point when the true loss function is strongly convex (Bollapragada, Byrd and Nocedal, 2018). The basic idea is to impose a bound on the component of the sample gradient orthogonal to the true gradient as follows. For $v > 0$, given $\theta^{(i)}$ at the $i^{th}$ iteration,

\begin{equation}
\mathbb{E} \left\| \nabla F_{S-SGD}(\theta^{(i)}) - \frac{\nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)})}{\| \nabla L(\theta^{(i)}) \|^2} \nabla L(\theta^{(i)}) \right\|^2 \leq \nu^2,
\end{equation}

(2.30)

When either of the inequalities in (2.29) and (2.30) is not satisfied, we obtain an additional sample of size $n_c$. We iterate this process until both conditions are met. In our implementation, we approximate the numerator and denominator with the corresponding sampling variance and $\| \nabla F_{S-SGD}(\theta^{(i)}) \|^4$, respectively. We also choose $\kappa = 0.9$ and $\nu = 5.84$, as suggested in Bollapragada, Byrd and Nocedal (2018). Algorithm 3 summarizes the AS-SGD procedure, where Lines #12-#20 explains the iterative procedure that adaptively determines the sample size.

While our adaptive sampling idea hinges upon A-SGD (Bollapragada, Byrd and Nocedal, 2018), it has several differences. First, in Bollapragada, Byrd and Nocedal (2018), once they
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The tests are satisfied. Next, in our adaptive scheme, we use the same initial sample size at each iteration, whereas Bollapragada, Byrd and Nocedal (2018) starts with the sample size obtained from the previous iteration and thus, $n^{(i)}$ is monotonically non-decreasing. When $n^{(i-1)}$ is unnecessarily large with the aforementioned inaccurate estimation of variance, A-SGD continues to use the large sample size in later iterations. As a result, our implementation results in Section 3 show that the required number of A-SGD grows very fast in many
instances. On the other hand, our AS-SGD approach shows more stable growth, saving substantial computational burden over A-SGD.

Finally, we show the convergence properties of AS-SGD. Proofs are available in the supplementary document. Thus far, for notation simplicity we use \( \mathbb{E}[\cdot] \) and \( \text{Var}[\cdot] \) to denote the expectation and variance at the \( i^{th} \) iteration. In fact, they imply the conditional expectation and variance, given \( \theta^{(i)} \). Now we slightly modify the notations in the following theoretical results. Let \( s_i \) denote the randomly selected batch data sampled at iteration \( i \) and \( s_1 : s_i \) the random samples drawn up to iteration \( i \). Then \( \mathbb{E}_{s_1:s_i} [\cdot] \) and \( \text{Var}_{s_1:s_i} [\cdot] \), respectively, denote the conditional expectation and variance, given \( s_1 : s_i \) (or equivalently, given \( \theta^{(i)} \)), whereas \( \mathbb{E}[\cdot] \) and \( \text{Var}[\cdot] \) are the unconditional mean and expectation, respectively. First, Lemma 1 shows that \( \mathbb{E}_{s_1:s_i} \left[ \left\| \nabla F_{S-SGD}(\theta^{(i)}) \right\|^2 \right] \) is bounded under the following assumptions.

**Assumption 1.** We assume the stochastic gradient is unbiased, i.e., \( \mathbb{E}[\nabla F_k(\theta^{(i)})] = \nabla L_k(\theta^{(i)}) \) for \( k = 1, \ldots, K \).

**Assumption 2.** The loss function \( L(\theta) \) is \( L \)-smooth.

**Lemma 1.** Given Assumption 1 and 2, under the AS-SGD procedure, we have

\[
\mathbb{E}_{s_1:s_i} \left[ \left\| \nabla F_{S-SGD}(\theta^{(i)}) \right\|^2 \right] \leq \frac{\text{Var}_{s_1:s_i} \left[ \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right]}{\left\| \nabla L(\theta^{(i)}) \right\|^2} + (\nu^2 + 1) \left\| \nabla L(\theta^{(i)}) \right\|^2 \leq (1 + \kappa^2 + \nu^2) \left\| \nabla L(\theta^{(i)}) \right\|^2 ,
\]

for any \( i \geq 1 \).

Next, Theorem 1 shows the bound on difference between the loss function at any iterate and optimal parameter value and presents the convergence result, when \( L(\theta) \) is \( H \)-strongly convex and \( L \)-smooth over \( \mathbb{R}^m \). Theorem 1 also holds for the convex function with \( H = 0 \). Let \( \text{Var}_{s_1:s_i} [\cdot] \) denote the conditional variance, given that we are at \( \theta^{(i)} \).

**Theorem 1.** Suppose \( L(\theta) \) is \( H \)-strongly convex and \( L \)-smooth. If \( \alpha_i \geq \alpha_0 \) for some \( \alpha_0 > 0 \) and \( \alpha_i \leq \alpha_{\max} \) for some \( \alpha_{\max} < \frac{1}{(\nu^2 + \kappa^2 + 1)L} \), \( \forall i \), where \( L \) denotes the Lipschitz constant, the AS-SGD procedure satisfies

\[
\begin{align*}
\min_{\theta \in [M]} \left( 2\alpha_i (1 - \alpha_i (\nu^2 + 1)L) \right) & \mathbb{E} \left[ \left( L(\theta^{(i)}) - L(\theta^*) \right) \right] \\
& \leq \frac{1}{M} \left( \mathbb{E} \left[ \| \theta^{(i)} - \theta^* \| \right]^2 - \mathbb{E} \left[ \| \theta^{(M+1)} - \theta^* \| \right]^2 \right) \\
& + \frac{1}{M} \sum_{i=1}^M \left( (\alpha_i)^2 \mathbb{E} \left[ \frac{\text{Var}_{s_1:s_i} \left[ \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right]}{\left\| \nabla L(\theta^{(i)}) \right\|^2} \right] \right) \\
\end{align*}
\]

where \( [M] = \{1, 2, \ldots, M\} \). Furthermore,

\[
\lim_{M \to \infty} \min_{i \in [M]} L(\theta^{(i)}) - L(\theta^*) = 0,
\]

and because \( L(\theta^{(i)}) \) is non-increasing over iterations, it holds

\[
\lim_{M \to \infty} L(\theta^{(M)}) = L(\theta^*) .
\]
In the non-convex case, it is hard to bound $L(\theta^{(i)}) - L(\theta^*)$. However, Theorem 2 shows that AS-SGD achieves the convergence to a stationary point. This point can either be a saddle point or a local optimal point when the true loss function is non-convex.

**Theorem 2.** Suppose $L(\theta)$ is $L$-smooth and bounded. If $\alpha^{(i)} \geq \alpha_0$ for some $\alpha_0 > 0$ and $\alpha^{(i)} \leq \alpha^{max} < \frac{1}{(\nu + \kappa + 1)L}$, the AS-SGD procedure satisfies

$$
\lim_{M \to \infty} \min_{i \leq [M]} E \left( \left\| \nabla L(\theta^{(i)}) \right\| \right) = 0.
$$

The results in Theorems 1 and 2 are built on Lemma 1 where we use the inner product and orthogonality tests. The reduced variance via stratified sampling helps satisfy these tests more often without increasing sample sizes, thus saving computational efforts. In particular, in Theorem 1, the proposed stratified sampling reduces the variance term $\text{Var}_{s:s_i} \left[ \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right]$ in (2.31), so we can get a tighter upper bound. The tighter bound would help the expected loss close to the optimality, accelerating the optimization procedure. Similarly, to obtain the result in Theorem 2, we use the bound in Lemma 1 where a tighter upper bound for $E_{s:s_i} \left[ \left\| \nabla F_{S-SGD}(\theta^{(i)}) \right\|^2 \right]$ can be achieved via the reduced variance term $\text{Var}_{s:s_i} \left[ \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right]$.

It should be noted that the theoretical results in this section are derived under the AS-SGD procedure. With S-SGD, if $E \left[ \left\| \nabla F_{S-SGD}(\theta^{(i)}) \right\|^2 \right]$ is bounded, similar results would be derived. Our implementation results in Sections 3 and 4 demonstrate that S-SGD provides comparable results with AS-SGD in most cases. This is due to the reduced variance by using the stratified sampling, when an appropriate sample size is used in S-SGD.

### 3. Numerical Examples.

We present our implementation results using various numerical examples to compare the performances of our proposed methods, S-SGD and AS-SGD, with alternative methods, including SGD, A-SGD and Bayesian calibration method.

#### 3.1. Problem Setting.

We consider five problems with different features.

1. **Example 1 (Ex 1)**
   - Physical process: $y(x) = m(x) + e$ with $m(x) = \exp(x/10)\sin x$ for $x \sim U(0, 2\pi)$ and $e \sim N(0,0.1)$.
   - Simulation model: $y^c(x, \theta) = m(x) - |\theta + 1|(\sin \theta x + \cos \theta x)$, where the true $\theta$ is -1. The simulation model is a perfect computer model with the true parameter.

2. **Example 2 (Ex 2)**
   - Physical process: same as in Ex 1.
   - Simulation model: $y^c(x, \theta) = m(x) - \sqrt{\theta^2 - \theta + 1}(\sin \theta x + \cos \theta x)$. The simulation model is an imperfect computer model where the true $\theta$ is not available.

3. **Example 3 (Ex 3)**
   - Physical process: $y(x) = m(x) + e$ with $m(x) = -(x - 2)^2 + 4$ for $x \sim U(0, 4)$ and $e \sim N(0, |x - 2|)$.
   - Simulation model: $y^c(x, \theta) = -(x - \theta)^2 + 4$. The simulation model is a perfect computer model with the true parameter $\theta = 2$.

4. **Example 4 (Ex 4)**
   - Physical process: $y(x) = m(x) + e$ with
     $$m(x) = \left(1 - \exp\left(-\frac{1}{2x_2}\right)\right) \cdot \frac{0.2 \cdot 1000x_3^3 + 1900x_1^2 + 2092x_1 + 60}{0.1 \cdot 100x_1^2 + 500x_1^2 + 4x_1 + 20}$$
for \( x_1, x_2 \sim U(0, 4) \) and \( e \sim N(0, 0.5) \).

- **Simulation model:**
  \[
  y_c(x, \theta) = \left( 1 - \exp\left( -\frac{1}{2x_2} \right) \right) \frac{2\theta \cdot 1000x_1^3 + 1900x_1^2 + 2092x_1 + 60}{\theta \cdot 100x_1^3 + 500x_1^2 + 4x_1 + 20},
  \]
  which is a perfect computer model with the true parameter \( \theta = 0.1 \).

### 5. Example 5 (Ex 5)

- **Physical process:** \( y(x) = m(x) + e \) with \( m(x) = (x_1 - 2)^2 + (x_2 - 2)^2 \) for \( x_1, x_2 \sim U(0, 4) \) and \( e \sim N(0, |x_2 - 2|) \).
- **Simulation model:** \( y_c(x, \theta) = (x_1 - \theta)^2 + (x_2 - \theta)^2 \). The simulation model is a perfect computer model with the true parameter \( \theta = 2 \).

Ex 1 and Ex 2 are taken from Tuo and Wu (2015); Ex 1 represents an example with a perfect computer model, whereas Ex 2 shows the case with an imperfect computer model. In Ex 3, the noise is heterogeneous; the variance of \( y \) increases, as \( x \) is away from 2. In these examples, we do not use the bold notations for input and output, because they are 1-dimensional. Ex 4, taken from Gramacy et al. (2015), includes the 2-dimensional input vector, \( x_1 \) and \( x_2 \). Lastly, Ex 5 represents a 2-dimensional case with heterogeneous noise variance.

For each numerical example, we conduct 1000 independent experiments. Because SGD-based approaches cannot guarantee the global optimality when the loss function is non-convex, which is unknown in the black-box optimization, we use multiple starting points for \( \theta \). In our implementation, we use 5 starting points. In each experiment, we randomly draw 1000 data points from the aforementioned physical and simulation models to form a training set. After obtaining the final \( \theta \) from each of the five starting points, we choose the best \( \theta \) that provides the smallest RMSE in the training set, computed as follows.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N_T} (y(x_i) - y_c(x_i, \theta))^2}{N_T}},
\]

where \( N_T \) is the size in the training set. When RMSE is used to evaluate the calibration performance in the testing set, \( N_T \) becomes the testing set size.

In each iteration in SGD and S-SGD, 10% of the training data (that is, \( n = 100 \)) are sampled to update the parameter at each iteration. We terminate the iteration when the relative difference between the current parameter value and previous value becomes smaller than \( 10^{-3} \) in all of the four methods. In AS-SGD, the initial and incremental sample sizes at each iteration are set at 100. In implementing the stratified sampling in S-SGD and AS-SGD, we employ the CART method to decide the strata at each iteration, including the number of strata, partitioning variables and points. In particular, to determine the tree size, we prune a full tree using the cross-validation technique (Therneau and Atkinson, 2019). In implementing CART within our framework, we use R-package `rpart` (Therneau et al., 2019) and use the complexity parameter (cp) to decide the tree size.

### 3.2. Implementation results

We compare the results from SGD, A-SGD, S-SGD and AS-SGD in Tables 1-3. First, we evaluate the estimation accuracy. Table 1 reports the average of calibrated parameter values from 1000 experiments. The results indicate that all methods calibrate the parameters well, ending in values close to the true values. In Ex 2 where the simulation model is imperfect, we cannot evaluate the calibration accuracy, but all methods produce similar values. Later we will compare our results with those from the Bayesian calibration in Section 3.4.

Next, we evaluate the estimation efficiency of the four SGD-based approaches. Table 2 reports the average number of iterations in each method. A-SGD uses the least number of
iterations in several cases, but S-SGD and AS-SGD also require a reasonably small number of iterations in all cases. It should be also noted that S-SGD converges much faster than SGD in Ex 3, Ex 4, and Ex 5, demonstrating the benefits of the stratified sampling.

<table>
<thead>
<tr>
<th></th>
<th>Ex 1</th>
<th>Ex 2</th>
<th>Ex 3</th>
<th>Ex 4</th>
<th>Ex 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>-1.00</td>
<td>-0.18</td>
<td>2.01</td>
<td>0.09</td>
<td>1.95</td>
</tr>
<tr>
<td>ASGD</td>
<td>-1.03</td>
<td>-0.18</td>
<td>2.01</td>
<td>0.09</td>
<td>1.95</td>
</tr>
<tr>
<td>S-SGD</td>
<td>-0.98</td>
<td>-0.13</td>
<td>2.01</td>
<td>0.09</td>
<td>1.95</td>
</tr>
<tr>
<td>AS-SGD</td>
<td>-0.98</td>
<td>-0.13</td>
<td>2.01</td>
<td>0.09</td>
<td>1.95</td>
</tr>
<tr>
<td>True value</td>
<td>-1.00</td>
<td>N/A</td>
<td>2.00</td>
<td>0.10</td>
<td>2.00</td>
</tr>
</tbody>
</table>

**Table 1**

Average of calibrated parameter values

While A-SGD converges fast in Ex 1, Ex 3, and Ex 4, it does so at the expense of large computational budgets. Table 3 summarizes the average of total number of data samples until convergence with five different starting points in 1000 experiments. In all examples, A-SGD uses a much larger number of data samples, compared to S-SGD and AS-SGD. We cap the sample size at each iteration at the size of the training set (that is, 1000) in A-SGD and AS-SGD. We observe that the sample size of A-SGD grows rapidly and it eventually samples the almost entire dataset in later iterations in most cases. Regarding the comparison with SGD, the number of data samples used in S-SGD are smaller than SGD in all examples. Notably, the advantage of stratification becomes more substantial in Ex 3, Ex 4, and Ex 5. Between S-SGD and AS-SGD, AS-SGD performs slightly better than S-SGD in Ex 3, whereas S-SGD uses fewer samples in other cases. These results in Table 3 indicate that the benefits of computational efficiency from stratification are clear when the noise exhibits heterogeneous variance (Ex 3 and Ex 5) and the input is multi-dimensional (Ex 4 and Ex 5).

<table>
<thead>
<tr>
<th></th>
<th>Ex 1</th>
<th>Ex 2</th>
<th>Ex 3</th>
<th>Ex 4</th>
<th>Ex 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>5.06</td>
<td>5.83</td>
<td>39.87</td>
<td>151.64</td>
<td>19.47</td>
</tr>
<tr>
<td>ASGD</td>
<td><strong>3.66</strong></td>
<td>5.14</td>
<td><strong>8.15</strong></td>
<td>4.66</td>
<td>14.23</td>
</tr>
<tr>
<td>S-SGD</td>
<td>3.83</td>
<td>4.44</td>
<td>10.53</td>
<td>6.53</td>
<td>8.60</td>
</tr>
<tr>
<td>AS-SGD</td>
<td>3.82</td>
<td>4.52</td>
<td>9.64</td>
<td>6.71</td>
<td><strong>8.56</strong></td>
</tr>
</tbody>
</table>

**Table 2**

Average number of iterations in 1000 experiments (Number in bold font is the smallest average number of iterations among the studied methods.)

To further illustrate the performance differences among the methods, we investigate how $\theta^{(i)}$ changes. Figure 4 depicts one of the trajectories of $\theta^{(i)}$ over iterations from each method. Because all of the four methods converge relatively fast in Ex 1 ~ Ex 3 and Ex 5, we compare the trends in Ex 4 only. We show the trajectories when the initial parameter is set to be...
which is far from the true value. The different patterns between SGD and S-SGD in Figure 4(a) demonstrate that the stratification accelerates the convergence. Both SGD and S-SGD converge in a similar manner at early iterations. However, the fluctuation of the parameter in SGD is essentially random on the plateau over many iterations. This occurs because the variance of SGD is large and thus, with a small-size random sample, the result changes iteration by iteration. On the contrary, S-SGD controls the variance by reallocating budgets over the input space, so it does not show such fluctuating patterns. In the comparison between A-SGD and AS-SGD in Figure 4(b), their convergence patterns are similar. Recall that A-SGD uses large budgets at each iteration, which helps stabilizing the variance as reported in Table 3. AS-SGD, with a smaller sample size than A-SGD, shows fast convergence.

Lastly, we study how the budget is reallocated in the proposed stratified approach. In the CART-based stratification, the number of strata and the partitioning points dynamically change over iterations. So, it is difficult to show how S-SGD changes the weights, as iterations proceed. Thus, for the illustration purpose, we evenly divide the input domain into 4 fixed strata and show the budget in each stratum in Figure 5 for Ex 3. Here, we divide the input domain into the four equally distanced strata, (0,1], (1,2], (2,3], and (3,4]. The initial weight across the four strata is the same, that is, 25%. Recall that in Ex 3, the output variance gets larger, as the input is away from 2. We can see that S-SGD assigns more weights on the first and last strata where the variance is large. We observe similar patterns in AS-SGD, so we omit the results of AS-SGD.

3.3. Sensitivity Analysis. The AS-SGD needs to set $\kappa$ and $\nu$ in inner product test in (2.29) and orthogonality test in (2.30), respectively. We set their values as suggested in Bollapragada, Byrd and Nocedal (2018). For $\kappa$, the main idea is to control the sample gradient close to the true gradient and thus, to have the descent direction frequently that satisfies $\nabla F_{\beta-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) > 0$. Bollapragada, Byrd and Nocedal (2018) set the lower bound of its one-sided prediction interval to be positive. With $\kappa = 0.9$ the probability of attaining the positive lower bound exceeds 85%, which is sufficiently large. For the choice of $\nu$, it controls
the tangent of the angle between $\nabla F_{SGD}(\theta^{(i)})$ and $\nabla L(\theta^{(i)})$. It needs to keep the angle away from $90^\circ$, but at the same time the angle should be large enough to avoid increasing sample size in most iterations. For this, $\nu = \tan 80^\circ = 5.84$ is suggested. For more details, we refer to Bollapragada, Byrd and Nocedal (2018).

In this section, to investigate the influence of these parameters on the computational performance, we conduct sensitivity analysis in a range of settings, summarized in Tables 4-6. The results suggest that the performance of AS-SGD is not sensitive to different parameter settings in terms of the number of iterations, number of samples, and calibrated parameter values.

![Graph](image)

Fig 5: Computational budget reallocation in S-SGD with equally distanced strata

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$\nu$</th>
<th>Ex 1</th>
<th>Ex 2</th>
<th>Ex 3</th>
<th>Ex 4</th>
<th>Ex 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>5.84</td>
<td>3.92</td>
<td>4.68</td>
<td>9.20</td>
<td>6.50</td>
<td>8.62</td>
</tr>
<tr>
<td>0.7</td>
<td>5.84</td>
<td>3.94</td>
<td>4.67</td>
<td>9.43</td>
<td>6.70</td>
<td>8.59</td>
</tr>
<tr>
<td>0.8</td>
<td>5.84</td>
<td>3.90</td>
<td>4.62</td>
<td>9.67</td>
<td>6.64</td>
<td>8.60</td>
</tr>
<tr>
<td>0.9</td>
<td>5.84</td>
<td>3.82</td>
<td>4.52</td>
<td>9.64</td>
<td>6.71</td>
<td>8.56</td>
</tr>
<tr>
<td>0.95</td>
<td>5.84</td>
<td>3.87</td>
<td>4.54</td>
<td>9.76</td>
<td>6.56</td>
<td>8.62</td>
</tr>
<tr>
<td>0.9</td>
<td>5.</td>
<td>3.84</td>
<td>4.55</td>
<td>9.68</td>
<td>6.62</td>
<td>8.60</td>
</tr>
<tr>
<td>0.9</td>
<td>10</td>
<td>3.85</td>
<td>4.56</td>
<td>9.71</td>
<td>6.66</td>
<td>8.57</td>
</tr>
</tbody>
</table>

**Table 4**

Average number of iterations in 1000 experiments with different $\kappa$ and $\nu$ in AS-SGD.

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$\nu$</th>
<th>Ex 1</th>
<th>Ex 2</th>
<th>Ex 3</th>
<th>Ex 4</th>
<th>Ex 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>5.84</td>
<td>2514.80</td>
<td>2880.70</td>
<td>5189.10</td>
<td>4964.00</td>
<td>7786.60</td>
</tr>
<tr>
<td>0.7</td>
<td>5.84</td>
<td>2428.00</td>
<td>2762.60</td>
<td>5195.10</td>
<td>4926.70</td>
<td>7294.50</td>
</tr>
<tr>
<td>0.8</td>
<td>5.84</td>
<td>2304.30</td>
<td>2672.30</td>
<td>5245.60</td>
<td>4741.20</td>
<td>6938.50</td>
</tr>
<tr>
<td>0.9</td>
<td>5.84</td>
<td>2218.20</td>
<td>2556.80</td>
<td>5180.10</td>
<td>4565.40</td>
<td>6683.60</td>
</tr>
<tr>
<td>0.95</td>
<td>5.84</td>
<td>2220.70</td>
<td>2546.50</td>
<td>5231.10</td>
<td>4426.20</td>
<td>6635.00</td>
</tr>
<tr>
<td>0.9</td>
<td>5.</td>
<td>2235.30</td>
<td>2578.40</td>
<td>5200.90</td>
<td>4518.30</td>
<td>6644.8</td>
</tr>
<tr>
<td>0.9</td>
<td>10</td>
<td>2239.10</td>
<td>2582.80</td>
<td>5199.60</td>
<td>4555.40</td>
<td>6632.10</td>
</tr>
</tbody>
</table>

**Table 5**

Average of total number of data samples in 1000 experiments with different $\kappa$ and $\nu$ in AS-SGD.
Moreover, we conduct numerical experiments with different incremental sample sizes \(n_c\)’s in AS-SGD and summarize the results in Tables 7-9. Let \(n_{c0}\) denote the initial batch size at each iteration. While a smaller \(n_c\) uses less number of samples in Table 8, the difference is not significant. Overall, the results indicate that different incremental sample sizes result in comparable performance.

### Table 7
Average number of iterations in 1000 experiments with different incremental sample size in AS-SGD.

<table>
<thead>
<tr>
<th>(n_c)</th>
<th>Ex 1</th>
<th>Ex 2</th>
<th>Ex 3</th>
<th>Ex 4</th>
<th>Ex 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5n_{c0})</td>
<td>3.87</td>
<td>4.55</td>
<td>9.78</td>
<td>6.74</td>
<td>8.57</td>
</tr>
<tr>
<td>(n_{c0})</td>
<td>3.82</td>
<td>4.52</td>
<td>9.64</td>
<td>6.71</td>
<td>8.56</td>
</tr>
<tr>
<td>(1.5n_{c0})</td>
<td>3.93</td>
<td>4.54</td>
<td>9.62</td>
<td>6.72</td>
<td>8.58</td>
</tr>
</tbody>
</table>

### Table 8
Average of total number of data samples in 1000 experiments with different incremental sample size in AS-SGD.

<table>
<thead>
<tr>
<th>(n_c)</th>
<th>Ex 1</th>
<th>Ex 2</th>
<th>Ex 3</th>
<th>Ex 4</th>
<th>Ex 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5n_{c0})</td>
<td>2096.00</td>
<td>2440.60</td>
<td>5094.65</td>
<td>4571.20</td>
<td>6536.05</td>
</tr>
<tr>
<td>(n_{c0})</td>
<td>2218.20</td>
<td>2556.80</td>
<td>5180.10</td>
<td>4565.40</td>
<td>6683.60</td>
</tr>
<tr>
<td>(1.5n_{c0})</td>
<td>2397.80</td>
<td>2692.60</td>
<td>5315.50</td>
<td>4647.20</td>
<td>6740.25</td>
</tr>
</tbody>
</table>

### Table 9
Average of calibrated parameter values with different incremental sample size in AS-SGD

<table>
<thead>
<tr>
<th>(n_c)</th>
<th>Ex 1</th>
<th>Ex 2</th>
<th>Ex 3</th>
<th>Ex 4</th>
<th>Ex 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.5n_{c0})</td>
<td>-1.01</td>
<td>-0.15</td>
<td>2.01</td>
<td>0.09</td>
<td>1.95</td>
</tr>
<tr>
<td>(n_{c0})</td>
<td>-0.98</td>
<td>-0.13</td>
<td>2.01</td>
<td>0.09</td>
<td>1.95</td>
</tr>
<tr>
<td>(1.5n_{c0})</td>
<td>-0.99</td>
<td>-0.14</td>
<td>2.01</td>
<td>0.09</td>
<td>1.95</td>
</tr>
<tr>
<td>True value</td>
<td>-1.00</td>
<td>N/A</td>
<td>2.00</td>
<td>0.10</td>
<td>2.00</td>
</tr>
</tbody>
</table>

3.4. **Comparison with Bayesian calibration.** We implement the Bayesian calibration model proposed by Kennedy and O’Hagan (2001), that is, the full model with discrepancy term. In our implementation, we use the R-package calibrator (Hankin, 2019). We adopt a normal prior distribution for \(\theta\) and estimate \(\theta\) through a three-stage optimization algorithm, following the procedure in calibrator. Specifically, in the first two stages, we estimate
some auxiliary hyperparameters in the Bayesian calibration model and at the last stage, we estimate $\theta$ conditioned on those hyperparameters.

In Ex 1-3 and Ex 5, we use 1,000 data points in the training set, which are the same sample sizes as in our approach. In Ex 4, 2,000 training data points are used for the Bayesian approach, which is twice as many as that in the proposed approach. We also observe that the Bayesian approach is sensitive to the choice of prior. We consider two cases, one with the prior mean close to the true value (Bayesian-1) and the other with a randomly chosen prior mean (Bayesian-2). The variance of prior was set to be 5 in all cases. The Bayesian approach is computationally intensive. With 1000 data points, each experiment requires around 5 days to run.

The second and third rows of Table 10 summarize the results from 25 experiments of the Bayesian approach, whereas the fourth and fifth rows are from the 1000 experiments of the proposed approaches. The Bayesian method is sensitive to the prior specification. Even with the correctly specified prior in Bayesian-1, the calibrated parameters deviate from the true values in most cases. When the prior mean is chosen randomly in Bayesian-2, the estimated parameters are quite different from the true values. On the contrary, our procedures generate results closer to the true parameter values in most cases.

<table>
<thead>
<tr>
<th></th>
<th>Ex 1</th>
<th>Ex 2</th>
<th>Ex 3</th>
<th>Ex 4</th>
<th>Ex 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian-1</td>
<td>−1.42</td>
<td>−0.26</td>
<td>1.93</td>
<td>0.14</td>
<td>2.65</td>
</tr>
<tr>
<td>Bayesian-2</td>
<td>2.95</td>
<td>1.08</td>
<td>2.87</td>
<td>0.23</td>
<td>3.17</td>
</tr>
<tr>
<td>S-SGD</td>
<td>−0.98</td>
<td>−0.13</td>
<td>2.01</td>
<td>0.09</td>
<td>1.95</td>
</tr>
<tr>
<td>AS-SGD</td>
<td>−0.98</td>
<td>−0.13</td>
<td>2.01</td>
<td>0.09</td>
<td>1.95</td>
</tr>
<tr>
<td>True value</td>
<td>−1.00</td>
<td>N/A</td>
<td>2.00</td>
<td>0.10</td>
<td>2.00</td>
</tr>
</tbody>
</table>

**Table 10**
Comparison of calibrated parameter values between Bayesian and proposed approaches.

3.5. **Uncertainty Quantification Results.** Table 11 summarizes the CIs for the parameters from S-SGD using (2.26)-(2.28). In these examples, the loss function is convex in Ex 3 only. However, we implement the procedure in all examples except Ex 2 (note that Ex 2 represents the incomplete computer model and there is no true value). Recall that we use 5 starting points and choose the best estimate that yields the smallest RMSE. The resulting estimate and its trajectory is used to construct the CI. The second row reports the average parameter value $±$ 1.96 times the average standard deviation from 1000 experiments for each example. The third row shows the percentage of CIs that include the true value. In most cases, the CI contains the true value and its width is narrow.

<table>
<thead>
<tr>
<th></th>
<th>Ex 1</th>
<th>Ex 3</th>
<th>Ex 4</th>
<th>Ex 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI</td>
<td>−1.00±0.09</td>
<td>2.01±0.08</td>
<td>0.09±0.07</td>
<td>2.01±0.18</td>
</tr>
<tr>
<td>Coverage rate</td>
<td>100.0%</td>
<td>99.5%</td>
<td>99.8%</td>
<td>100.0%</td>
</tr>
<tr>
<td>True value</td>
<td>−1.00</td>
<td>2.00</td>
<td>0.10</td>
<td>2.00</td>
</tr>
</tbody>
</table>

**Table 11**
Results for 95% confidence interval using S-SGD from 1000 experiments

We believe similar results would hold for AS-SGD with adaptive sample sizes. However, it is not straightforward to derive the covariance matrix $S$ in (2.26), because the sample size varies throughout iterations in AS-SGD. Constructing an asymptotically valid CI in AS-SGD is a subject of our future study.
4. Case Study. In this section, we use the multiple wake model in a multi-turbine wind farm setting (Katic, Højstrup and Jensen, 1986b) and estimate the wake decay coefficient using data collected from two operational wind farms, WF 1 and WF 2. Table 12 summarizes the information about the wind farms used in this study. Due to data confidentiality, detailed information cannot be provided. Figure 6 shows the layout of WF1, where we make modifications to the original layouts due to confidentiality.

<table>
<thead>
<tr>
<th>Wind farm</th>
<th>Location</th>
<th>Data size</th>
<th>Number of turbines</th>
<th>Wind farm layout</th>
</tr>
</thead>
<tbody>
<tr>
<td>WF 1</td>
<td>offshore</td>
<td>1206</td>
<td>36</td>
<td>regular</td>
</tr>
<tr>
<td>WF 2</td>
<td>land-based</td>
<td>1659</td>
<td>40</td>
<td>irregular</td>
</tr>
</tbody>
</table>

**TABLE 12**

Information about two wind farms in the case study

Fig 6: Layout of WF 1. Solid circles represent turbine locations.

In WF 1 and WF 2, each data records the power output from turbines and environmental measurements (wind speed, turbulence intensity) collected at the meteorological tower (or met mast). In this case study, we use data collected when the met mast is not under wake because the input of the Jensen’s model should be the free-flow wind speed. In our datasets, 1206 and 1659 data points, respectively, satisfy this condition in WF and WF 2. Admittedly, these data sizes are not large-scale. But we use these datasets to demonstrate the benefits of the proposed approach.

As input variables, we use the 10-minute average wind speed and turbulence intensity. Here, turbulence intensity is defined as the ratio of the standard deviation of wind speed to the average wind speed during the 10-minute interval (Molland and Turnock (2011)), quantifying the stability of wind. The turbulence intensity ranges from 0.1 to 1.5 in WF 1 and from 0.3 to 2.5 in WF 2. The wind speed ranges from 3 to 15 m/s in WF 1 and from 4 to 13 m/s in WF 2.

For the output variables, we use the generated power from turbines in the wind farms. It should be noted that the Jensen’s model generates the wind speed deficit at each downstream turbine as the model output, but it does not compute the generated power. As such, we estimate the power curve that connects the incoming wind speed to the power output. All turbines in each wind farm considered in this study have the same specification, so we assume that every turbine in the same wind farm exhibits the same power curve. To build the power curve, we use data from upstream turbines in the front row (which are not under
wake) and employ a B-spline function (Lee et al., 2013). Once the Jensen’s model generates the incoming wind speed at each downstream turbine, we plug the resulting speed into the power curve and get the power output as the simulation model output. In other words, our simulation model is the combination of Jensen’s wake model and the power curve.

We randomly choose 70% of data points as a training set to calibrate the parameter and use the remaining set to evaluate the estimation accuracy. Similar to the settings in the numerical examples, in each iteration in SGD and S-SGD, 10% of the training data are used to update the parameter at each iteration. In A-SGD and AS-SGD, the initial and incremental sample size at each iteration is set at 10% of training data. The stopping criteria is when the relative difference between the current parameter value and previous value becomes smaller than $10^{-3}$. We repeat the experiment independently 100 times for each method.

Table 13 summarizes the case study results for WF 1, including the average number of iterations in the second column, the total number of samples in the third column and resulting wake decay parameter values in the third column. The last column shows the normalized RMSE that compares the power outputs from the simulation model with the calibrated parameter with actual power outputs in the testing set. In WF 1, S-SGD reduces the average number of iterations and computational budget over SGD by about 10%. The advantage of stratification becomes much more obvious with AS-SGD. AS-SGD reduces the number of iterations and computational budget substantially, compared to SGD and A-SGD. In particular, AS-SGD reduces the number of samples by 27% and 87% over SGD and A-SGD, respectively. Lastly, in terms of the estimation accuracy, four SGD-based methods show similar accuracy in terms of the calibrated parameter values and RMSE in both wind farms, as shown in the last two columns.

<table>
<thead>
<tr>
<th></th>
<th>Avg. Iter.</th>
<th>Total # of samples</th>
<th>$\theta$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>21.98</td>
<td>9343.20</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>ASGD</td>
<td>19.94</td>
<td>52617.31</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>S-SGD</td>
<td>19.47</td>
<td>8275.60</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>AS-SGD</td>
<td>11.21</td>
<td>6780.90</td>
<td>0.10</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 13

Performance comparison in WF 1 (Number in the bold font shows the best performance among the studied methods.

Figure 7 further shows the example of parameter trajectory over iterations in each method for WF 1. The resulting values are similar in the four methods, but AS-SGD stops the iteration much earlier than other methods. Similar to the observation made in the numerical examples, the pattern at earlier iterations are similar, that is, all methods quickly move the parameter. In SGD, however, the parameter varies more, requiring more iterations until convergence.

Next, we compare the sample size changes in the two adaptive methods, A-SGD and AS-SGD, in Figure 8 for WF1. A-SGD increases the sample size rapidly throughout the iteration and uses all the data points in the training dataset in the end. On the contrary, AS-SGD keeps the sample size at the same level for a while and only employs a larger set in the last iteration.

Similarly, the proposed variance-reduced approaches show advantage for WF 2, as summarized in Table 14. Although A-SGD takes the least number of iterations, it uses the largest number of samples, more than twice from those of S-SGD and AS-SGD. Conversely, AS-SGD converges with the least number of samples, and S-SGD exhibits similar performance. In terms of the estimation accuracy, the four SGD-based methods show comparable accuracy in terms of the calibrated parameter values and RMSE in both wind farms, as shown in the last two columns of Table 14.
Fig 7: Parameter trajectory. Black solid markers represent the final values in each method.

Fig 8: Examples of sample size trajectory in A-SGD and AS-SGD

<table>
<thead>
<tr>
<th>Method</th>
<th>Avg. Iter.</th>
<th>Total # of samples</th>
<th>$\theta$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>12.51</td>
<td>7317.18</td>
<td>0.12</td>
<td>0.10</td>
</tr>
<tr>
<td>ASGD</td>
<td>4.28</td>
<td>12413.16</td>
<td>0.12</td>
<td>0.10</td>
</tr>
<tr>
<td>S-SGD</td>
<td>9.60</td>
<td>5910.17</td>
<td>0.12</td>
<td>0.10</td>
</tr>
<tr>
<td>AS-SGD</td>
<td>9.07</td>
<td><strong>5870.46</strong></td>
<td>0.12</td>
<td>0.10</td>
</tr>
</tbody>
</table>

**Table 14**

*Performance comparison in WF 2 (Number in the bold font shows the best performance among the studied methods.)*

5. Conclusion. We study the parameter calibration problem when data sizes from both physical systems and computer experiments are large. We formulate the problem in the
stochastic optimization framework. Despite the opportunities that the abundance of data brings, making reliable estimations can be still time-consuming and computationally expensive when the data size is large. The proposed SGD approach, enhanced with the variance reduction mechanisms, relieve computational burden substantially. Our approach also leads to more reliable estimation results, compared to the traditional Bayesian approach. We validate the estimation performance of our approach with a wide range of numerical settings and wind farm case study. Our analysis shows that the proposed approach is beneficial when the noise variance is heterogeneous and the influence of input variables is different.

In the future, we plan to study other variance reduction techniques, such as importance sampling (Choe, Byon and Chen, 2015; Choe, Pan and Byon, 2016; Li, Ko and Byon, 2021), in more depth and investigate their advantages and disadvantages in a wide variety of problem circumstances. We will also study other stochastic optimization approaches including the trust-region based optimization (Shashaani, Hashemi and Pasupathy, 2018). Wake effects also influence the reliability of downstream turbines. We will investigate how the wake influences structural and mechanical loads on the turbine structure (Choe, Pan and Byon, 2016).

BIBLIOGRAPHY


Below we provide proofs of Lemma 1, Theorem 1, and Theorem 2.

**APPENDIX A: PROOF OF LEMMA 1**

Since the orthogonality test is satisfied, at iteration $i$ we have

$$
\mathbb{E}_{s_1:s_i} \left[ \left\| \nabla F_{S-SGD}(\theta^{(i)}) - \frac{\nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)})}{\| \nabla L(\theta^{(i)}) \|^2} \nabla L(\theta^{(i)}) \right\|^2 \right]
$$

$$
= \mathbb{E}_{s_1:s_i} \left[ \left\| \nabla F_{S-SGD}(\theta^{(i)}) \right\|^2 \right] - \frac{\mathbb{E}_{s_1:s_i} \left[ \left( \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)^2 \right]}{\left\| \nabla L(\theta^{(i)}) \right\|^2}
$$

$$
\leq \nu^2 \left\| \nabla L(\theta^{(i)}) \right\|^2,
$$

Therefore, it holds

$$
\mathbb{E}_{s_1:s_i} \left[ \left\| \nabla F_{S-SGD}(\theta^{(i)}) \right\|^2 \right] \leq \frac{\mathbb{E}_{s_1:s_i} \left[ \left( \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)^2 \right]}{\left\| \nabla L(\theta^{(i)}) \right\|^2} + \nu^2 \left\| \nabla L(\theta^{(i)}) \right\|^2.
$$

By the definition of conditional variance, we have

$$
\mathbb{E}_{s_1:s_i} \left[ \left( \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)^2 \right] = \text{Var}_{s_1:s_i} \left[ \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right] + \left\| \nabla L(\theta^{(i)}) \right\|^4.
$$

Therefore, we obtain

$$
\mathbb{E}_{s_1:s_i} \left[ \left\| \nabla F_{S-SGD}(\theta^{(i)}) \right\|^2 \right] \leq \frac{\text{Var}_{s_1:s_i} \left[ \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right] + \left\| \nabla L(\theta^{(i)}) \right\|^4}{\left\| \nabla L(\theta^{(i)}) \right\|^2} + \nu^2 \left\| \nabla L(\theta^{(i)}) \right\|^2
$$

$$
(A.1) \quad = \frac{\text{Var}_{s_1:s_i} \left[ \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right]}{\left\| \nabla L(\theta^{(i)}) \right\|^2} + \left( \nu^2 + 1 \right) \left\| \nabla L(\theta^{(i)}) \right\|^2
$$

$$
\leq (1 + \kappa^2 + \nu^2) \left\| \nabla L(\theta^{(i)}) \right\|^2,
$$

where the last inequality holds due to the inner product test. \hfill \Box

**APPENDIX B: PROOF OF THEOREM 1**

We first show that the expected loss is decreasing, because

$$
\mathbb{E}_{s_1:s_i} \left[ L(\theta^{(i+1)}) \right] \leq L(\theta^{(i)}) - \alpha^{(i)} \mathbb{E}_{s_1:s_i} \left[ \nabla F_{S-SGD}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right] + \frac{L(\alpha^{(i)})^2}{2} \mathbb{E}_{s_1:s_i} \left[ \left\| \nabla F_{S-SGD}(\theta^{(i)}) \right\|^2 \right]
$$

$$
\leq L(\theta^{(i)}) - \alpha^{(i)} \left\| \nabla L(\theta^{(i)}) \right\|^2 + \frac{L(\alpha^{(i)})^2}{2} \left( \kappa^2 + \nu^2 + 1 \right) \left\| \nabla L(\theta^{(i)}) \right\|^2.
$$
where the second last inequality holds from Lemma 1 and the last equation is due to $\frac{1}{(\alpha^2 + \nu^2 + 1)L}$. 

Next, we have

$$
\mathbb{E}_{s_1:s_i} \left[ \left\| \theta^{(i+1)} - \theta^* \right\|^2 \right] 
= \mathbb{E}_{s_1:s_i} \left[ \left\| \theta^{(i)} - \theta^* - \alpha^{(i)} \nabla F_{\text{SGD}}(\theta^{(i)}) \right\|^2 \right] 
= \left\| \theta^{(i)} - \theta^* \right\|^2 - 2\alpha^{(i)} \mathbb{E}_{s_1:s_i} \left[ \nabla F_{\text{SGD}}(\theta^{(i)})^T (\theta^{(i)} - \theta^*) \right] + (\alpha^{(i)})^2 \mathbb{E}_{s_1:s_i} \left[ \left\| \nabla F_{\text{SGD}}(\theta^{(i)}) \right\|^2 \right]
$$

By the law of total expectation, we obtain

$$
\mathbb{E} \left[ \left\| \theta^{(i+1)} - \theta^* \right\|^2 \right] 
= \mathbb{E} \left[ \left\| \theta^{(i)} - \theta^* \right\|^2 \right] - 2\alpha^{(i)} \mathbb{E} \left[ \nabla L(\theta^{(i)})^T (\theta^{(i)} - \theta^*) \right] + (\alpha^{(i)})^2 \mathbb{E} \left[ \left\| \nabla F_{\text{SGD}}(\theta^{(i)}) \right\|^2 \right]
$$

$$
\leq \mathbb{E} \left[ \left\| \theta^{(i)} - \theta^* \right\|^2 \right] - 2\alpha^{(i)} \mathbb{E} \left[ \nabla L(\theta^{(i)})^T (\theta^{(i)} - \theta^*) \right] + (\alpha^{(i)})^2 \mathbb{E} \left[ \frac{\text{Var}_{s_1:s_i} \left[ \nabla F_{\text{SGD}}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right]}{\left\| \nabla L(\theta^{(i)}) \right\|^2} \right]
$$

$$
+ (\alpha^{(i)})^2 \nu^2 + 1) \mathbb{E} \left[ \left\| \nabla L(\theta^{(i)}) \right\|^2 \right],
$$

where the last inequality is from (A.1). Also, by convexity, we have

$$
-2\alpha^{(i)} \mathbb{E} \left[ \nabla L(\theta^{(i)})^T (\theta^{(i)} - \theta^*) \right] \leq -2\alpha^{(i)} \mathbb{E} \left[ \left( L(\theta^{(i)}) - L(\theta^*) \right) \right].
$$

Therefore, it holds

$$
\mathbb{E} \left[ \left\| \theta^{(i+1)} - \theta^* \right\|^2 \right] 
\leq \mathbb{E} \left[ \left\| \theta^{(i)} - \theta^* \right\|^2 \right] - 2\alpha^{(i)} \mathbb{E} \left[ \left( L(\theta^{(i)}) - L(\theta^*) \right) \right]
$$

$$
+ (\alpha^{(i)})^2 \mathbb{E} \left[ \frac{\text{Var}_{s_1:s_i} \left[ \nabla F_{\text{SGD}}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right]}{\left\| \nabla L(\theta^{(i)}) \right\|^2} \right]
$$

$$
+ (\alpha^{(i)})^2 \nu^2 + 1) \mathbb{E} \left[ \left\| \nabla L(\theta^{(i)}) \right\|^2 \right] 
\leq \mathbb{E} \left[ \left\| \theta^{(i)} - \theta^* \right\|^2 \right] - 2\alpha^{(i)} \mathbb{E} \left[ \left( L(\theta^{(i)}) - L(\theta^*) \right) \right]
$$

$$
+ (\alpha^{(i)})^2 \mathbb{E} \left[ \frac{\text{Var}_{s_1:s_i} \left[ \nabla F_{\text{SGD}}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right]}{\left\| \nabla L(\theta^{(i)}) \right\|^2} \right]
$$

$$
+ 2(\alpha^{(i)})^2 \nu^2 + 1) \mathbb{E} \left[ \left( L(\theta^{(i)}) - L(\theta^*) \right) \right].
$$
Thus, we have
\[ \text{inner product test, we have} \]
\[ \sum_{i=1}^{M} \left[ \nabla F_{s, \text{SGD}}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right] \]
\[ \text{where the second last equation uses the fact that} \]
\[ \mathbb{E} \left[ \| \nabla L(\theta^{(i)}) \|^2 \right] \leq 2L \mathbb{E} \left[ (L(\theta^{(i)}) - L(\theta^*)) \right] \]
for the $L$-smooth function. By rearranging it, we have
\[ (2\alpha^{(i)}(1 - \alpha^{(i)}(\nu^2 + 1)L)) \mathbb{E} \left[ (L(\theta^{(i)}) - L(\theta^*)) \right] \]
\[ \leq \mathbb{E} \left[ \| \theta^{(i)} - \theta^* \|^2 \right] - \mathbb{E} \left[ \| \theta^{(i+1)} - \theta^* \|^2 \right] + (\alpha^{(i)})^2 \mathbb{E} \left[ \frac{\text{Var}_{s_1:s_i} \left( \nabla F_{s, \text{SGD}}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)}{\| \nabla L(\theta^{(i)}) \|^2} \right]. \]

Summing and averaging the above inequality over $i = 1, 2, \cdots, M$ yields
\[ \frac{1}{M} \sum_{i=1}^{M} (2\alpha^{(i)}(1 - \alpha^{(i)}(\nu^2 + 1)L)) \mathbb{E} \left[ (L(\theta^{(i)}) - L(\theta^*)) \right] \]
\[ \leq \frac{1}{M} \sum_{i=1}^{M} \left( \mathbb{E} \left[ \| \theta^{(i)} - \theta^* \|^2 \right] - \mathbb{E} \left[ \| \theta^{(i+1)} - \theta^* \|^2 \right] + (\alpha^{(i)})^2 \mathbb{E} \left[ \frac{\text{Var}_{s_1:s_i} \left( \nabla F_{s, \text{SGD}}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)}{\| \nabla L(\theta^{(i)}) \|^2} \right] \right), \]

Thus, we have
\[ \min_{i \in [M]} \left( 2\alpha^{(i)}(1 - \alpha^{(i)}(\nu^2 + 1)L)) \mathbb{E} \left[ (L(\theta^{(i)}) - L(\theta^*)) \right] \right] \]
\[ \leq \frac{1}{M} \left( \mathbb{E} \left[ \| \theta^{(1)} - \theta^* \|^2 \right] - \mathbb{E} \left[ \| \theta^{(M+1)} - \theta^* \|^2 \right] \right) \]
\[ + \frac{1}{M} \sum_{i=1}^{M} \left( (\alpha^{(i)})^2 \mathbb{E} \left[ \frac{\text{Var}_{s_1:s_i} \left( \nabla F_{s, \text{SGD}}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)}{\| \nabla L(\theta^{(i)}) \|^2} \right] \right) \]
where $[M] = \{1, 2, \cdots, M\}$.

Finally, we show that as $M \to \infty$, $\lim_{M \to \infty} \min_{i \in [M]} \mathbb{E} \left( L(\theta^{(i)}) - L(\theta^*) \right) = 0$. By the inner product test, we have
\[ (\alpha^{(i)})^2 \frac{\text{Var}_{s_1:s_i} \left( \nabla F_{s, \text{SGD}}(\theta^{(i)})^T \nabla L(\theta^{(i)}) \right)}{\| \nabla L(\theta^{(i)}) \|^2} \leq (\alpha^{(i)})^2 \kappa^2 \| \nabla L(\theta^{(i)}) \|^2 \leq 2(\alpha^{(i)})^2 L\kappa^2 (L(\theta^{(i)}) - L(\theta^*)). \]

Therefore, we get
\[ \frac{1}{M} \sum_{i=1}^{M} (2\alpha^{(i)}(1 - \alpha^{(i)}(\nu^2 + 1)L)) \mathbb{E} \left[ (L(\theta^{(i)}) - L(\theta^*)) \right] \]
\[ \leq \frac{1}{M} \left( \mathbb{E} \left[ \| \theta^{(1)} - \theta^* \|^2 \right] - \mathbb{E} \left[ \| \theta^{(M+1)} - \theta^* \|^2 \right] \right) + \frac{1}{M} \sum_{i=1}^{M} \left( 2(\alpha^{(i)})^2 L\kappa^2 \mathbb{E} \left[ L(\theta^{(i)}) - L(\theta^*) \right] \right), \]
which leads to

\[
\frac{1}{M} \sum_{i=1}^{M} \left( 2\alpha^{(i)}(1 - \alpha^{(i)}(\nu^2 + \kappa^2 + 1)L) \right) \mathbb{E} \left[ (L(\theta^{(i)}) - L(\theta^*)) \right] \\
\leq \frac{1}{M} \left( \mathbb{E} \left[ \|\theta^{(1)} - \theta^*\|^2 \right] - \mathbb{E} \left[ \|\theta^{(M)} - \theta^*\|^2 \right] \right).
\]

It holds

\[
\min_{i \in [M]} \left( 2\alpha^{(i)}(1 - \alpha^{(i)}(\nu^2 + \kappa^2 + 1)L) \right) \mathbb{E} \left[ L(\theta^{(i)}) - L(\theta^*) \right] \\
\leq \frac{1}{M} \left( \mathbb{E} \left[ \|\theta^{(1)} - \theta^*\|^2 \right] - \mathbb{E} \left[ \|\theta^{(M)} - \theta^*\|^2 \right] \right).
\]

This result implies that

\[
\lim_{M \to \infty} \min_{i \in [M]} \left( 2\alpha^{(i)}(1 - \alpha^{(i)}(\nu^2 + \kappa^2 + 1)L) \right) \mathbb{E} \left[ L(\theta^{(i)}) - L(\theta^*) \right] = 0.
\]

The term \( 2\alpha^{(i)}(1 - \alpha^{(i)}(\nu^2 + \kappa^2 + 1)L) \) does not converge to zero since we assume \( \alpha^{(i)} \geq \alpha_0 \) for some \( \alpha_0 > 0 \) and \( \alpha^{(i)} \leq \alpha^{\max} \) for some \( \alpha^{\max} < \frac{1}{(\nu^2 + \kappa^2 + 1)L}, \forall i \).

Hence we have

\[
(B.2) \quad \lim_{M \to \infty} \min_{i \in [M]} \mathbb{E} \left[ L(\theta^{(i)}) - L(\theta^*) \right] = 0.
\]

Besides, \( \mathbb{E} \left[ L(\theta^{(i)}) \right] \) is decreasing, as shown in (B.1). Therefore, we have

\[
\lim_{M \to \infty} \mathbb{E} \left[ L(\theta^{(M)}) \right] - L(\theta^*) = 0.
\]

\[\square\]

APPENDIX C: PROOF OF THEOREM 2

Using the results in (B.1) and taking the total expectation, it holds

\[
\frac{\alpha^{(i)}}{2} \mathbb{E} \left( \|\nabla L(\theta^{(i)})\|^2 \right) \leq \mathbb{E} \left( L(\theta^{(i)}) - L(\theta^{(i+1)}) \right).
\]

Therefore, we obtain

\[
\frac{1}{M} \sum_{i=1}^{M} \frac{\alpha^{(i)}}{2} \mathbb{E} \left( \|\nabla L(\theta^{(i)})\|^2 \right) \leq \frac{1}{M} \mathbb{E} \left( L(\theta^{(1)}) - L(\theta^{(M+1)}) \right).
\]

This implies

\[
\min_{i \in [M]} \frac{\alpha^{(i)}}{2} \mathbb{E} \left( \|\nabla L(\theta^{(i)})\|^2 \right) \leq \frac{1}{M} \mathbb{E} \left( L(\theta^{(1)}) - L(\theta^{(M+1)}) \right).
\]

Therefore,

\[
\lim_{M \to \infty} \min_{i \in [M]} \frac{\alpha^{(i)}}{2} \mathbb{E} \left( \|\nabla L(\theta^{(i)})\|^2 \right) \to 0.
\]
Because $\alpha^{(i)}$ is always lower bounded by a non-zero value, it holds

$$\lim_{M \to \infty} \min_{i \in [M]} \mathbb{E} \left( \left\| \nabla L(\theta^{(i)}) \right\|^2 \right) \to 0,$$

resulting in

$$\lim_{M \to \infty} \min_{i \in [M]} \mathbb{E} \left( \left\| \nabla L(\theta^{(i)}) \right\| \right) \to 0.$$