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Characterizing the shared memberships of individuals in a classification scheme poses severe interpretability issues, even when using a moderate number of classes (say 4). Mixed membership models quantify this phenomenon, but they typically focus on goodness-of-fit more than on interpretable inference. To achieve a good numerical fit, these models may in fact require many extreme profiles, making the results difficult to interpret. We introduce a new class of multivariate mixed membership models that, when variables can be partitioned into subject-matter based domains, can provide a good fit to the data using fewer profiles than standard formulations. The proposed model explicitly accounts for the blocks of variables corresponding to the distinct domains along with a cross-domain correlation structure, which provides new information about shared membership of individuals in a complex classification scheme. We specify a multivariate logistic normal distribution for the membership vectors, which allows easy introduction of auxiliary information leveraging a latent multivariate logistic regression. A Bayesian approach to inference, relying on Pólya gamma data augmentation, facilitates efficient posterior computation via Markov Chain Monte Carlo. We apply this methodology to a spatially explicit study of malaria risk over time on the Brazilian Amazon frontier.

1. Introduction. Mixed membership (MM) modeling began in response to difficulties in achieving crisp classification of individuals on the basis of assessments of many characteristics about them (Woodbury, Clive and Garson, 1978). MM also proved useful for identifying the driving forces of a specific outcome when they are expressed by multiple potentially influencing features, no combination of which occurred with high frequency in the overall population (Berkman, Singer and Manton, 1989). More recently MM has been used in a variety of contexts including text analysis (Blei, Ng and Jordan, 2003), medicine (Erosheva, Fienberg and Joutard, 2007), and several studies of social interactions (e.g., Airoldi et al., 2005, 2008; Kao, Smith
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and Airoldi, 2018), among many others. An extensive review on this class of models can be found Airoldi et al. (2014).

Algorithms for MM analyses usually begin by fitting a set of \( H \) pure, or ideal, types summarizing high dimensional discrete-valued data, and assigning probabilities for levels of each variable to be members of each pure type. With a set of pure types at hand, it is useful to think of them as vertices of a unit simplex. Then each individual’s response vector is associated with a point inside or on the boundary of the simplex. Each point is given a set of degree of similarity scores, the score vector, \( \lambda_i = (\lambda_{i1}, \ldots, \lambda_{iH})^T \), such that \( 0 < \lambda_{ih} < 1 \) and \( \sum_{h=1}^{H} \lambda_{ih} = 1 \), that represent location in the simplex. If an individual has, for example, 5 non-zero elements in the score vector, each representing relative proximity to a different pure type, then the individual shares characteristics with 5 pure-types. If all individuals in a population have response vectors that are assigned a score of 1, relative to some pure type, then crisp classification has occurred, with the pure types associated with one or more individuals being the categories in a classification scheme. When individuals have more than one component of their score vector positive, they share conditions represented by each of the pure types to which they have some similarity, which is particularly appealing when an exact grouping is difficult if not impossible to obtain, as for example in identification of disease risks (e.g., Chuit et al., 2001; Castro et al., 2006) or political ideology (e.g., Gross and Manrique-Vallier, 2014).

If many individuals have score vectors with 4 or more non-zero components, then it becomes difficult, in almost any application, to write a coherent sentence describing what this complex set of shared memberships actually means. This is a reflection of the intrinsic limitations on human capacity for understanding many distinct ideas simultaneously (Miller, 1956), particularly when these are not easily summarized in a plot or a table. When most individuals only have two non-zero components in their score vectors—i.e. they are located on an edge in the unit simplex with pure types defined as the vertices—then they share conditions with a particular pair of pure types, and interpretable description tends to be straightforward. To-date many published MM analyses have a number of pure types ranging from 10 (e.g., Erosheva and Fienberg, 2005) to several hundreds (e.g., Griffiths and Steyvers, 2004). Curiously, considerations on interpretability have mostly been avoided by there being almost no discussion of the sets of shared memberships. Most of the emphasis has gone to descriptions of the pure types; a notable exception is Erosheva, Fienberg and Lafferty (2004). From our perspective, this is avoiding one of the most informative, and even motivating, features of MM representations. Hence, it is desirable to employ...
a small number of profiles, e.g. $H < 4$. In epidemiology applications, we frequently use $H = 2$, with the two profiles corresponding to high and low risk. The weight vector $\lambda_i$ then corresponds to values in $(0, 1)$ summarizing the degree of risk to which individual $i$ is exposed.

If we are to accurately represent the dependence structure in most epidemiological data, usually more than two profiles are needed, since goodness-of-fit and interpretability are conflicting factors. A possible way to improve interpretability is to block variables into distinct domains—e.g. human behavioral, physical environmental, and climatic in infectious disease epidemiological studies, and then carry out standard MM analyses on each domain separately for the same set of individuals, with the number of pure types $H$ forced to be 2 or 3. The use of the same individuals across models induces a correlation structures in the score vectors, yielding new information about the phenomena under investigation that is not at all transparent from conventional MM specifications (e.g., Chuit et al., 2001; Singer and Castro, 2014). To-date no formalization of this kind of correlation structure exists.

The main aims of this paper are to: (1) specify a new class of Multivariate Mixed Membership (MMM) models that explicitly include the classification of blocks of variables corresponding to distinct subject matter domains and the cross-domain correlation structure; (2) apply the MMM framework to the problem of characterizing malaria risk on the Brazilian Amazon frontier. This problem has been studied previously (Castro et al., 2006; Castro, Sawyer and Singer, 2007), but with less sophisticated tools.

We address (1) by linking group-specific MM models through dependence in the membership scores. We show that this model require fewer profiles to characterize the joint probability mass function underlying the data, relaxing the constraints of the standard mixed membership model formulation. Additionally, we propose a novel joint distribution defined on a product space composed of simplices, leading to an easy-to-implement Gibbs sampler for posterior computation, based on Pólya gamma data augmentation (Polson, Scott and Windle, 2013). The proposed framework allows simple inclusion of subject and group-specific covariates leveraging multiple latent logistic regression.

The paper is structured as follows. In Section 2 we present a brief review of mixed membership models and their connection with tensor decompositions. In Section 3 we introduce our MMM generalization of such models and describe some of their key properties. Section 4 introduces a multivariate distribution defined on a product space of simplices. In Section 5 we provide technical details on posterior computation. In Section 6 we study the performance of our model under different simulation scenarios, and in
Section 7 we apply the model to the problem of characterizing malaria risk over time at a colonization project on the Brazilian Amazon frontier.

2. Mixed membership models and tensor decompositions. Given a collection of categorical random variables \((X_{i1}, \ldots, X_{ip})^T\) for \(i = 1, \ldots, n\) and \(j = 1, \ldots, p\) such that \(X_{ij} \in \{1, \ldots, d_j\}\), a mixed membership model can be defined as follows:

\[
X_{ij} \mid Z_{ij} = h, \theta_h^{(j)} \sim \text{Cat}(\theta_{h1}^{(j)}, \ldots, \theta_{hd_j}^{(j)}),
\]

\[
Z_{ij} \mid \lambda_i \sim \text{Cat}(\lambda_{i1}, \ldots, \lambda_{iH}),
\]

\[
\lambda_i \sim P,
\]

where \(\lambda_{ih} = \text{pr}(Z_i = h), \theta_{hk}^{(j)} = \text{pr}(X_{ij} = k \mid Z_i = h)\) for \(h = 1, \ldots, H, k = 1, \ldots, d_j\) and \(j = 1, \ldots, p\), while \(P\) is the distribution of the membership score vector associated with each observation \(i\). Popular choices for the distribution \(P\) include Dirichlet (Blei, Ng and Jordan, 2003) and logistic normal (Lafferty and Blei, 2006). From model (2.1) we can notice that there is a population level assumption, i.e. the population is composed of \(H\) subpopulations, and an individual level assumption, for which each subject has a degree of similarity with the type \(h\) expressed by \(\lambda_{ih}\).

The kernel probabilities \(\theta_{hk}^{(j)}\) express the probability of observing the \(k\)-th category for the \(h\)-th profile, while the vector \(\lambda_i\) represents subject \(i\) and quantitatively describes the individual’s degree of similarity to each of the \(H\) subpopulations. Geometrically, it locates individual \(i\) in a unit simplex whose vertices are identified with the \(H\) subpopulations. Leveraging the local independence assumption in model (2.1) the probability distribution for the generic subject \(i\) can be expressed, integrating out the latent variable \(Z_i = (Z_{i1}, \ldots, Z_{ip})^T\), as

\[
\text{pr}(X_{i1} = x_1, \ldots, X_{ip} = x_p \mid \lambda_i, \theta) = \prod_{j=1}^p \sum_{h=1}^H \lambda_{ih} \theta_{hx_j}^{(j)} = \sum_{h_1=1}^H \cdots \sum_{h_p=1}^H \prod_{j=1}^p \lambda_{hj} \theta_{hx_j}^{(j)},
\]

which is a product of conditionally independent mixture models. The population model can be retrieved integrating out \(\lambda_i\) with respect to its distribution \(P\)

\[
\text{pr}(X_1 = x_1, \ldots, X_p = x_p \mid \theta) = \sum_{h_1=1}^H \cdots \sum_{h_p=1}^H \prod_{j=1}^p \theta_{hx_j}^{(j)},
\]
where $a_{h_1...h_p} = \mathbb{E}_P[\lambda_{ih_1} \cdots \lambda_{ih_p}]$ is the expectation of the product of the score vector elements over $P$. Depending on the choice of $P$, the expectation $a_{h_1...h_p}$ may or may not have a closed form expression.

Equation (2.3) is an instance of a Tucker tensor decomposition (e.g., Kolda and Bader, 2009), and is a flexible representation for the probability mass function of unordered categorical random variables, since there always exists an $H$ such that any probability mass function can be characterized as in (2.3). Additionally, representation (2.3) typically requires a smaller $H$ than a standard discrete mixture model representation (see for example Bhattacharya and Dunson, 2012).

Moreover, equation (2.3) can be interpreted as a constrained discrete mixture model with $H^p$ latent components. In fact, the core tensor $A = \{a_{h_1...h_p}; h_j = 1,\ldots,H; j = 1,\ldots,p\}$ is specified to be a cubic symmetric tensor. A cubic tensor is a tensor having all modes with the same dimension, while a symmetric tensor, sometime referred to as super symmetric, is the direct generalization of a symmetric matrix in tensor algebra. Formally, given a vector of indices $\mathbf{h} = (h_1,\ldots,h_p)^T$ and defining $\mathfrak{S}_\mathbf{h}$ to be the space of all permutation of $\mathbf{h}$, we have that $a_{\mathbf{h}} = a_{\sigma(\mathbf{h})}$ for all $\sigma \in \mathfrak{S}_\mathbf{h}$. This definition implies that just $H^p/p!$ elements out of the $H^p$ are distinct, where $H^p = H(H+1)\cdots(H-p+1)$ is the rising factorial. It is easy to see that in 2-dimensional space the previous definition reduces to the usual symmetric matrix (i.e. equal to its transpose) and that $H^2/2! = H(H+1)/2$.

Such constraints derive from the exchangeability assumption for the profile probabilities in (2.1) (e.g., Erosheva, Fienberg and Joutard, 2007). When compared to an unconstrained discrete mixture model, the effect of such constraints is to increase the value of $H$ needed to fully characterize the probability distribution underlying the data. Independent of applications and issues of subject-matter interpretability, which are not mathematical concerns, increasing $H$ as needed poses no particular problem. However, if $H$ is constrained a priori, our representation can lead to an unsatisfactory approximation of the probability mass function. To deal with this issue, we propose a generalization of the above approach relaxing the constraints imposed on the latent part of the model.

3. A multivariate mixed membership model. We assume, a priori, that variables can be divided into distinct groups which, in applications, are identified with different subject-matter domains. Let $\mathbf{g} = (g_1,\ldots,g_p)^T$ be an indicator vector for groups of variables, where $g_j \in \{1,\ldots,G\}$ for $j = 1,\ldots,p$. Each subject is endowed with $G$ membership score vectors $(\lambda_{i}^{(1)})^T,\ldots,(\lambda_{i}^{(G)})^T$ such that $\sum_{h=1}^{H} \lambda_{ih}^{(g)} = 1$ for $g = 1,\ldots,G$. Note that the
sum of the membership scores for the different domains is not equal to 1, i.e., $\sum_{g=1}^{G} \lambda_{ih}^{(g)} \neq 1$, for $h = 1, \ldots, H$.

The proposed model can be expressed in the following hierarchical form:

$$
X_{ij} \mid Z_{ij} = h, \theta_h^{(j)} \sim \text{Cat}(\theta_{h1}, \ldots, \theta_{hd_j}),
$$

$$
Z_{ij} \mid \lambda_{ij}^{(g_j)} \sim \text{Cat}(\lambda_{i1}^{(g_j)}, \ldots, \lambda_{iH}^{(g_j)}),
$$

$$
(\lambda_{i1}^{(1)}, \ldots, \lambda_{iG}^{(G)})^T \sim P.
$$

As in model (2.1), representation (3.1) relies on conditional independence of the observed variables given the profile labels; in fact, the latent variables $Z_{ij}$ are conditionally independent given the mixed membership scores $\bar{\lambda}_i = (\lambda_{i1}^{(1)}, \ldots, \lambda_{iG}^{(G)})^T$:

$$
\text{pr}(X_{i1} = x_1, \ldots, X_{ip} = x_p \mid \bar{\lambda}_i, \theta) = \sum_{h_1=1}^{H} \cdots \sum_{h_p=1}^{H} \prod_{j=1}^{p} \lambda_{ih_j}^{(g_j)} \theta_{h_jx_j}.
$$

Integrating out the scores $\bar{\lambda}_i$ from equation (3.2), we obtain the population level model:

$$
\text{pr}(X_1 = x_1, \ldots, X_p = x_p \mid \theta) = \sum_{h_1=1}^{H} \cdots \sum_{h_p=1}^{H} \bar{a}_{h_1 \ldots h_p} \prod_{j=1}^{p} \theta_{h_jx_j}.
$$

Although equation (3.3) seems identical to equation (2.3), the elements of the core tensors are different, as are the imposed constraints. The core tensor $\bar{A} = \{\bar{a}_{h_1 \ldots h_p}; h_j = 1, \ldots, H; j = 1, \ldots, p\}$ is not a symmetric tensor, but it has some equality constraints on the elements. To describe these constraints, we can define a group preserving permutation space; specifically, given the vector of indices $\tilde{h} = (h_1, \ldots, h_p)^T$, and a group indicator vector $\tilde{g} = (g_1, \ldots, g_p)^T$, the group preserving permutation space $\mathcal{G}_{\tilde{h}}$ is such that the effect of $\tilde{\sigma} \in \mathcal{G}_{\tilde{h}}$ is to permute the elements of a vector within the groups, leaving the group structure unchanged. It immediately follows that $\mathcal{G}_{\tilde{h}}$ is a well defined group since it is closed under composition, while also respecting associativity, identity and invertibility properties (e.g., Artin, 1991).

The core tensor $\bar{A}$ can be defined as a group symmetric tensor, meaning that given a multivariate index $\tilde{h}$ we have $\bar{a}_{\tilde{h}} = \bar{a}_{\tilde{\sigma}(\tilde{h})}$, for all $\tilde{\sigma} \in \mathcal{G}_{\tilde{h}}$. A symmetric tensor can be viewed as group symmetric with only one group, or can be defined such that it is group symmetric for any possible group configuration $\tilde{g}$. Following the same logic, model (3.1) can be seen as a sub-model of (3.2) having just one group ($G = 1$) or the score vectors $\lambda^{(g)} = \lambda^{(g')}$ for all $g \neq g'$. 
The number of distinct elements in $\bar{A}$ is given by $\prod_{g=1}^{G} H^{p_g} / p_g!$, which is considerably larger than in the symmetric tensor case, as can be seen from Figure 1. Moreover, as a consequence of Lemma 3.1, for any fixed $H$, equation (3.3) is never worse than equation (2.3) in approximating the ‘true’ probability mass function generating the data.

**Lemma 3.1.** Let $\pi_0$ be a probability tensor of dimension $d_1 \times \ldots \times d_p$, $\pi^{gsym}$ and $\pi^{sym}$ be, respectively, the best group symmetric and symmetric multi-rank $H$ approximations of $\pi_0$. Then $\|\pi_0 - \pi^{gsym}\|_F \leq \|\pi_0 - \pi^{sym}\|_F$, where $\|\cdot\|_F$ denotes the Frobenius norm.

The proof immediately follows after noticing that $\pi^{gsym}$ by definition minimizes $\|\pi_0 - \pi^{gsym}\|_F$ under the constraint $\bar{a}_h = \bar{a}_{\sigma(h)}$ for all $\sigma \in \mathcal{S}_h$, and that $\pi^{sym}$ can be obtained by solving the same problem with additional equality constraints on the element of $\bar{A}$ such that, $\bar{a}_h = \bar{a}_{h'}$ if $h = \sigma(h')$ for a $\sigma \in \mathcal{S}$. \[ \square \]

Lemma 3.1 implies that incorporating group-specific membership scores leads to a population level model (3.3) with less replicated elements in the core tensor compared to (2.3), for any fixed $H$. Hence, if we fix $H = 2$ or 3 to ensure interpretability of shared membership score vectors, we will tend to produce a better fit to the data by using group-specific scores than in modeling a single global score vector. Note that Lemma 3.1 does not imply that the MMM specification requires less parameters than MM to characterize the p.m.f., because of the additional group-specific membership.
parameters. To complete a specification of the MMM model, it remains for us to choose an appropriate distribution $P$.

4. The multivariate logistic normal distribution. Letting $S_H = \{x \in [0, 1]^H : \sum_{h=1}^H x_h = 1\}$ denote the $H - 1$ probability simplex, we aim to define a joint distribution on the product space $S = S_{H_1} \otimes \cdots \otimes S_{H_G}$. To achieve this goal, we start from a distribution on $\mathbb{R}^{\sum_{g=1}^G (H_g - 1)}$, mapping to $S$ via an appropriate transformation. Potentially any continuous multivariate distribution can be used, but we focus on the multivariate Gaussian distribution to retain simplicity and flexibility. Let $Y = (Y^{(1)}^T, \ldots, Y^{(G)}^T)^T$ be a multivariate normal distribution of dimension $\sum_{g=1}^G (H_g - 1)$ with mean vector $\mu = (\mu^{(1)}^T, \ldots, \mu^{(G)}^T)^T$, where $\mu^{(g)} \in \mathbb{R}^{H_g - 1}$, and covariance matrix $\Sigma$. We consider the transformed vector $X = (X^{(1)}^T, \ldots, X^{(G)}^T)^T$, whose elements can be defined as $X^{(g)}_h = \exp\{Y^{(g)}_h\}[1 + \sum_{k=1}^{H_g-1} \exp\{Y^{(g)}_k\}]^{-1}$ for $h = 1, \ldots, H_g - 1$ and $g = 1, \ldots, G$, with $X^{(g)}_0 = [1 + \sum_{k=1}^{H_g-1} \exp\{Y^{(g)}_k\}]^{-1}$.

It is easy to show that $X \in S$ and that the Jacobian matrix of the transformation is block diagonal having determinant given by $[\prod_{g=1}^G \prod_{h=1}^{H_g} X^{(g)}_h]^{-1}$. The probability density function of the resulting distribution is

$$f_X(x; \mu, \Sigma) = \frac{\exp\left\{-\frac{1}{2}(x^* - \mu)^T \Sigma^{-1} (x^* - \mu)\right\}}{(2\pi)^{\sum_{g=1}^G (H_g - 1)/2} |\Sigma|^{1/2} \prod_{g=1}^G \prod_{h=1}^{H_g} x^{(g)}_h},$$

where $x^* = \text{vec}\left(\left\{\log(x^{(g)}_h / x^{(g)}_0), \text{ for } h = 1, \ldots, (H_g - 1); g = 1, \ldots, G\right\}\right)$.

Each of the group marginals $X^{(v)}$ has a logistic normal distribution with parameters $\mu^{(v)}$ and $\Sigma^{(v)}$, where $\Sigma^{(v)}$ is the block of the matrix $\Sigma$ corresponding to the $v$-th group. We refer to (4.1) as the Multivariate Logistic Normal Distribution (MLND), as it is a multivariate generalization of the logistic normal used in Lafferty and Blei (2006).

Distribution (4.1) can be alternatively derived as a compound distribution from a collection of independent logistic normal distributions and a multivariate normal for the mean vectors, as stated in Proposition 4.1.

**Proposition 4.1.** Let $X = (X^{(1)}^T, \ldots, X^{(G)}^T)^T \in S$ such that $X^{(g)} | \mu^{(g)} \sim \text{LogitNormal}(\mu^{(g)}, \Sigma^{(g)})$ independently for $g = 1, \ldots, G$, and let $\mu = (\mu^{(1)}^T, \ldots, \mu^{(G)}^T) \sim N(\mu_0, \Sigma_0)$. Then $X \sim \text{MLND}(\mu_0, \Sigma_0)$, where $\Sigma = \Sigma_0 + \text{block}(\Sigma^{(1)}, \ldots, \Sigma^{(G)})$.

Following Aitchison and Shen (1980), we consider a class of distribution preserving transformations, useful to maintain some invariance properties of
the induced distribution. According to our problem, we additionally restrict our attention to the sub-class of group preserving transformations (e.g., group permutation defined in Section 3).

**Proposition 4.2.** Let $X = (X^{(1)}^T, \ldots, X^{(G)}^T)^T \sim \text{MLND} (\mu, \Sigma)$ and $B$ a $Q \times \sum_{g=1}^{G} (H_g - 1)$ block diagonal matrix, having diagonal blocks $B^{(g)}$ of dimension $q_g \times (H_g - 1)$ for $g = 1 \ldots, G$, then the $Q \times G$ dimensional vector $X'$ whose elements are defined as

$$x_{q}^{(g)} = \prod_{h=1}^{H_g} \left( \frac{x_h^{(g)}}{x_{H_g}^{(g)}} \right)^{b_{qh}^{(g)}} \left[ 1 + \sum_{k=1}^{q_g} \prod_{h=1}^{H_g} \left( \frac{x_h^{(g)}}{x_{H_g}^{(g)}} \right)^{b_{kh}^{(g)}} \right]^{-1},$$

for $q = 1, \ldots, q_g$ and $g = 1, \ldots, G$, has distribution $X' \sim \text{MLND} (B\mu, B\Sigma B^T)$.

The diagonal block structure of matrix $B$ in Proposition 4.2 ensures that the transformation preserves the same group structure of the original vector; for a general matrix $B \in \mathbb{R}^{Q \times \sum_{g=1}^{G} (H_g - 1)}$, $X'$ is still distributed as an MLDN, but categories in different groups can be merged. Proposition 4.2 implies that the MLDN distribution is invariant with respect to permutations of the labels, and allows easy computation of the joint distribution of the vector $Y$ when some categories are merged.

The proposed MLND distribution has finite moments, but these moments in general do not have an analytic form. However, we can obtain simple expressions for moments related to log-odds and odds ratios both between and across the groups. For example, letting

$$m_l(h, g; h', g') = E \left[ \log \left( \frac{X_h^{(g)}}{X_{H_g}^{(g)}} \bigg/ \frac{X_{h'}^{(g')}}{X_{H_{g'}}^{(g')}} \right) \right],$$

$$m_o(h, g; h', g') = E \left[ \left( \frac{X_h^{(g)}}{X_{H_g}^{(g)}} \bigg/ \frac{X_{h'}^{(g')}}{X_{H_{g'}}^{(g')}} \right) \right],$$

we have

$$m_l(h, g; h', g') = \mu_{h}^{(g)} - \mu_{h'}^{(g')},$$

$$m_o(h, g; h', g') = \exp \left\{ \mu_{h}^{(g)} - \mu_{h'}^{(g')} + \frac{1}{2} \left[ \Sigma_{hh}^{(g)} + \Sigma_{h'h'}^{(g')} - 2\Sigma_{hh'}^{(g,g')} \right] \right\},$$

(4.2)
where with an abuse of notation we indicate with $\Sigma_{hk}^{(g,v)}$ the element in position $(h,k)$ of the non diagonal block of $\Sigma$ corresponding to the groups $g$ and $v$. Higher order moments can also be computed relying on normal and log-normal distribution properties.

From equations (4.2) we can notice that the log-odds of the elements in different groups are linearly related. Moreover, when applied to multivariate mixed membership models with $H_g = 2$, log-odds and odds ratios give important insights on which group is more important in characterizing high and low risk conditions. Additionally, the elements of $\Sigma$, or of the corresponding correlation matrix $C$, can be used to assess if membership scores are independent across domains, or if a single MM model is sufficient to describe the latent structure. In fact if $C^{(g,v)} = 0$, the model reduces to independent MM models for the domains $g$ and $v$.

For $H_g = 2$, this hypothesis can be checked by choosing a hyperprior for $\Sigma$, and inspecting the credible interval for $\Sigma^{(g,v)}$, or $C^{(g,v)}$, for a specified credible level; if the credible interval includes 0, separate MM models can be a viable alternative to a full MMM. Similarly, if the posterior correlation concentrates near $-1$ or $1$, a single vector for the membership scores is sufficient to describe the considered data.

5. Posterior computation. We propose an algorithm to simulate from the posterior of model (3.1), with $(\lambda_i^{(1)^T}, \ldots, \lambda_i^{(G)^T})^T \sim \text{MLND}(\mu, \Sigma)$ defined in (4.1). We focus on the special case where $H_g = 2$ for $g = 1, 2, \ldots, G$. Generalization to more pure types can be obtained by iterating the proposed Polya gamma data augmentation on all the conditional log-odds (Polson and Scott, 2011), or alternatively relying on the stick breaking parameterization of the multinomial likelihood of Linderman, Johnson and Adams (2015).

We begin by specifying conjugate prior distributions for all the parameters in the model. For the kernel probabilities we set $\theta_k^{(j)} \sim \text{Dir}(\alpha_1^{(j)}, \ldots, \alpha_d^{(j)})$, for the hyperparameter $\mu \sim N(\mu_0, \Sigma_0)$ and for the covariance matrix $\Sigma \sim IW(\nu_0, \Psi_0)$. Parameters can be updated by iterating the steps in Algorithm 1. In step 5 we update the mean vector of a multivariate Gaussian distribution: at this step we can substitute a multivariate regression to account for covariate effects.

Potentially for our MMM model, as in other MM models and more broadly for mixture models, we may encounter label switching. This occurs when the extreme profiles change their meaning across MCMC iterations. Although including information on variable partitions can reduce identifiability issues (e.g., Xu, 2017), the invariance with respect to group transformations of the MLND distribution (Proposition 4.2) makes labels exchangeable. When
Algorithm 1: Posterior Computation for the MMM model

begin

[1] Update the kernel probabilities
for \( j=1:p \) \& \( h=1:2 \) do
\[
\theta_h^{(j)} \mid \sim \text{Dir}\left( \alpha^{(j)}_1 + \sum_{i:z_{ij}=h} I(x_{ij} = 1), \ldots, \alpha^{(j)}_d + \sum_{i:z_{ij}=h} I(x_{ij} = d) \right),
\]
where \( I(\cdot) \) is the indicator function.

[2] Considering the model \( \text{pr}(Z_{ij} = 2 \mid \lambda_i^{(g)}) = \lambda_i^{(g)} \), we can sample the profile indicator with probability
for \( i=1:n \) \& \( j=1:p \) do
\[
\text{pr}(Z_{ij} = 2 \mid -) = \frac{\lambda_i^{(g)} \theta_{2x_{ij}}^{(j)}}{(1 - \lambda_i^{(g)}) \theta_{1x_{ij}}^{(j)} + \lambda_i^{(g)} \theta_{2x_{ij}}^{(j)}},
\]

[3] We make use of Polya gamma data augmentation to retrieve conjugacy between binomial and logistic normal distributions. We consider the augmented variables
for \( i=1:n \) \& \( g=1:G \) do
\[
\omega_i^{(g)} \mid - \sim \text{PG}(p_g, \text{logit}(\lambda_i^{(g)})),
\]
where \( p_g = \sum_{j=1}^p I(g_j = g) \) is the number of variables in \( g \)-th group for \( g = 1, \ldots, G \).

[4] We define \( k_i^{(g)} = \sum_{j=1}^{p_g} I(Z_{ij} = 2) - p_g/2 \), and we have that the vector \( (k_i/\omega_i) = (k_i^{(1)}/\omega_i^{(1)}, \ldots, k_i^{(G)}/\omega_i^{(G)})^T \mid \lambda_i \sim N(\text{logit}(\lambda_i), \text{diag}(1/\omega_i^{(1)}, \ldots, 1/\omega_i^{(G)})) \) and we can update the membership scores from
for \( i=1:n \) do
\[
\lambda_i \mid \mu \sim \text{MLND}(\mu^*, \Sigma^*),
\]
where \( \Sigma^* = \left( \text{diag}(\omega_i^{(1)}, \ldots, \omega_i^{(G)}) + \Sigma^{-1} \right)^{-1} \) and
\[
\mu^* = \Sigma^* (\Sigma^{-1} \mu + k_i).
\]

[5] We can update the vector \( \mu \) integrating out the membership scores vectors \( \lambda_i \); we have that the vector \( (k_i/\omega_i) \mid \mu \sim N(\mu, \Psi_i^{-1}) \), where \( \Psi_i^{-1} = (\text{diag}(1/\omega_i^{(1)}, \ldots, 1/\omega_i^{(G)}) + \Sigma) \), and hence the full conditional is given by
\[
\mu \mid - \sim N(\mu^*, \Sigma^*),
\]
where \( \Sigma^* = \left( \sum_{i=1}^n \Psi_i + \Sigma_0^{-1} \right)^{-1} \) and
\[
\mu^* = \Sigma^* \left( \sum_{i=1}^n \Psi_i k_i/\omega_i + \Sigma_0^{-1} \mu_0 \right).
\]

[6] We finally update the covariance matrix and its parameters from the full conditional
\[
\Sigma \mid - \sim \mathcal{IW}(v_0 + n, \Psi_0 + \sum_{i=1}^n (\text{logit}(\lambda_i) - \mu)(\text{logit}(\lambda_i) - \mu)^T).
\]
label switching occurs, post processing should be used to appropriately align the MCMC samples (see for example Stephens, 2002). However, such post processing was not applied in any of the simulated data we report below, as trace plots showed no evidence of label switching in the MCMC samples (refer to Figure S1 in Supplement A for an example).

6. Simulation study. We analyze different simulation scenarios in evaluating the performance of our approach. We consider different probability distribution functions for the membership scores $P_j$ relying on hierarchical representation (3.1) to generate the data. The goal in defining these scenarios is to assess whether the proposed model can characterize generative mechanisms having broadly different properties. We compare our results with the standard admixture formulation implemented in the R package mixedMem, using separate models for each group. This package relies on a Variational EM algorithm, approximating the posterior distribution of the latent memberships and selecting hyperparameters through a pseudo MLE procedure (refer to Wang and Erosheva, 2015, for more details). We quantified uncertainty in the estimates using the bootstrap procedure in Chen, Wang and Erosheva (2018). Additional comparisons with an MCMC implementation of the same model are provided in Supplement A.

We initially assume that $H_g = 2$ is the ‘true’ number of extreme profiles, presenting four different scenarios, while in a second Section we consider the misspecified case $H_g > 2$. The code to reproduce our simulations, together with broader implementation of Algorithm 1, can be found at https://github.com/rMassimiliano/MMM-tutorial.

6.1. Number of profiles correctly specified. We consider $G = 2$ groups, $n = 1000$ subjects, $p_g = 5$ categorical variables, having $d_j = d = 4$ levels and $H_g = 2$ profiles for $g = 1, 2$. We simulate data from categorical distributions, whose probabilities are drawn from a Dirichlet distribution with parameters $\varphi_h^{(g)}$ having values $\varphi_1^{(1)} = (10, 3, 2, 1)^T$, $\varphi_2^{(1)} = (1, 1, 1, 11)^T$, $\varphi_1^{(2)} = (5, 5, 1, 0)^T$ and $\varphi_2^{(2)} = (1, 1, 1, 8)^T$. In the first simulation scenario, we let the probability density function for the joint distribution of the score vectors $(\lambda_i^{(1)}, \lambda_i^{(2)})^T$ be a bivariate normal distribution truncated over the unit square, having parameter $\mu = (0.5, 0.5)^T$ and vec$(\Sigma) = (\Sigma_{11}, \Sigma_{21}, \Sigma_{12}, \Sigma_{22})^T = (0.05, 0.02, 0.02, 0.05)^T$. This formulation induces positive dependence between the two scores with their distribution having ellipsoid contours truncated at the borders. In the second simulation scenario, we consider the distribution proposed in Section 4 with $\mu = (-1.2, 1)^T$ and vec$(\Sigma) = (3.0, \ -2.4, \ -2.4, \ 3.5)^T$. In the third scenario,
we rely on the generative mechanism (2.1), having profile distribution shared by all variables; we generate this profile from a uniform distribution. Finally, in the fourth simulation scenario, we consider $P$ to be the product of two independent uniforms, forcing independence in the variables belonging to different groups, which translates into the case in which two separate models for the groups represents the correctly specified model.

We perform posterior inference under the proposed model (3.1) with priors defined in Section 5, setting $\alpha_{i}^{(j)} = \cdots = \alpha_{d_{j}}^{(j)} = 1/d_{j}$ for $j = 1, \ldots, p$, we consider $\mu_{0} = (0, 0)^{T}$, $\Sigma_{0} = I$, $\nu_{0} = 2$ and $\Psi_{0} = I$. We maintained these default hyperparameters in all our simulation cases, collecting 5000 Gibbs samples from Algorithm 1. Trace plots suggest convergence is reached by a burn-in of 1000.

Figure 2 shows the estimated profile distribution $P$ for all simulated scenarios, comparing results with the use of two separate MM models. Despite the challenging scenarios and the misspecification of the profile distribution,
our proposed approach is able to reconstruct the latent mechanism underlying the profiles in a satisfactory way.

In evaluating subject-specific estimates of the scores \( (\lambda_1^{(1)}, \lambda_2^{(2)}) \), we rely on the mean L1 distance relative to the ‘true’ values. We obtain good results in retrieving the ‘true’ membership vectors in all simulation scenarios (Table 1) as the proposed approach always produces better or comparative results to the standard mixed membership model implemented in the package \textit{mixedMem}.

**Table 1**

Mean (and standard deviation) of the L1 distance of the individual membership scores \( (\lambda_1^{(1)}, \lambda_2^{(2)}) \) and their ‘true’ values in all simulation scenarios.

<table>
<thead>
<tr>
<th>SCENARIO 1</th>
<th>SCENARIO 2</th>
<th>SCENARIO 3</th>
<th>SCENARIO 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMM ( g = 1 )</td>
<td>0.132(0.096)</td>
<td>0.126(0.097)</td>
<td>0.122(0.090)</td>
</tr>
<tr>
<td>MMM ( g = 2 )</td>
<td>0.130(0.094)</td>
<td>0.134(0.103)</td>
<td>0.117(0.095)</td>
</tr>
<tr>
<td>mixedMem ( g = 1 )</td>
<td>0.139(0.096)</td>
<td>0.148(0.110)</td>
<td>0.174(0.113)</td>
</tr>
<tr>
<td>mixedMem ( g = 2 )</td>
<td>0.140(0.104)</td>
<td>0.162(0.119)</td>
<td>0.147(0.108)</td>
</tr>
</tbody>
</table>

Fig 3. True values of the estimated profiles \( \theta_h^{(j)} \) for \( h = 1, 2 \) of a representative variable in group \( g_j = 1 \). Bars represent 0.1 and 0.9 posterior quantiles for our MMM model and bootstrap 0.8 confidence intervals for the MM model estimated with the mixedMem package.

Figures 3 and 4 show posterior estimates and credible intervals for the kernel parameters \( \theta_h^{(j)} \) for selected variables in both scenarios. We notice that our proposed approach robustly estimates kernels in the considered scenarios. Contrarily in some cases, the MM model underestimates variability. This behavior is evident in the lower part of Figures 3 where MM produces
Fig 4. True values of the estimated profiles $\theta^{(j)}_h$ for $h = 1, 2$ of a representative variable in group $g_j = 2$. Bars represent 0.1 and 0.9 posterior quantiles for our MMM model and bootstrap 0.8 confidence intervals for the MM model estimated with the mixedMem package.

Confidence intervals for $\theta^{(j)}_{21}$, $\theta^{(j)}_{22}$, $\theta^{(j)}_{23}$ collapsing to 0 inappropriately. This underestimation of the kernel parameters variability is probably due to the variational approximation of their posterior distribution. In fact, when using MCMC to approximate the posterior of two separate MM models, we do not observe a collapse in the variability. Instead, this variability tends to be overestimated in comparison with our proposed MMM model (see Figures S4 and S5 in Supplement A).

The proposed MMM model also presents a good fit to the data with L1-norm between the estimated and empirical proportions close to 0.2 for all marginal and bivariate distributions (see Figure S1 in Supplement A).

6.2. Misspecification: more than two pure types. In this Section we consider a scenario in which generative model (3.1) has more than 2 types, while retaining the proposed inference model with $H_g = 2$ for $g = 1, 2$. The key idea is to understand how the model is able to approximate the profiles in a lower dimensional space, and compare this approximation with that for the standard MM model. Specifically, we consider as generative mechanism a $G = 2$ group model with $H^g = 4$. Kernels for the first group are fixed as $\varphi^{(1)}_1 = (0.85, 0.05, 0.05, 0.05)^T$, $\varphi^{(1)}_2 = (0.05, 0.85, 0.05, 0.05)^T$, $\varphi^{(1)}_3 = (0.05, 0.05, 0.85, 0.05)^T$ and $\varphi^{(1)}_4 = (0.05, 0.05, 0.05, 0.85)^T$, while membership scores $(\lambda^{(1)}_1, \ldots, \lambda^{(1)}_4)^T \sim \text{Dirichlet}(0.25, 0.25, 0.25, 0.25)$. For the second group we consider instead the same mechanism used in scenario 4.
with $H^0_2 = 2$, enforcing no dependence in the scores distribution. This scenario is constructed to favour the use of two separate MM models, having no dependence across the groups and a Dirichlet distribution for the profiles.

![Figure 5](image-url)  
**Figure 5.** Estimated (x-axis) and ‘true’ (y-axis) values for the score vectors, relying on MMM and `mixedMem` models for $g = 1$. In this case, for each subject $i$, there are four ‘true’ profiles $\lambda^{(1)}_{i1}, \ldots, \lambda^{(1)}_{i4}$, represented in the panels y-axis, but just two estimated profiles $(\hat{\lambda}^{(1)}_{i1}, 1 - \hat{\lambda}^{(1)}_{i1})$ for the misspecified MM and MMM models.

Figure 5 shows the relations between each component of the ‘true’ unknown $\lambda^{(1)}_{i1}, \ldots, \lambda^{(1)}_{i4}$ and the estimated scores $\hat{\lambda}^{(1)}_{i1}$, from our proposed approach and the MM model. As expected, the scores $\hat{\lambda}^{(1)}_{i1}$ are strongly correlated with more ‘true’ profiles, for both considered models. Some individual variability is lost in the process as we are projecting a 3-dimensional space to a 1-dimensional one. This dimensionality reduction leads to ‘mixed’ pure types that can be considered as averages of the ‘true’ ones. For example, MMM model profile 2 is composed of subjects with high values of $\lambda^{(1)}_{i3}$ and $\lambda^{(1)}_{i4}$, and low values of $\lambda^{(1)}_{i1}$ and $\lambda^{(1)}_{i2}$, while in the MM model profile 2 is composed of high values of $\lambda^{(1)}_{i2}$ and $\lambda^{(1)}_{i3}$ and low values of $\lambda^{(1)}_{i1}$ and $\lambda^{(1)}_{i4}$. This can be assessed by looking at the estimated kernels for a representative variable in group 1 (see Table 2).

To additionally evaluate model performance, we compute the Frobenius norm between the ‘true’ probability tensor $\pi_0^{(1)} = \{\Pr(X_1 = x_1, \ldots, X_{p1} = x_{p1}) : x_j = 1, \ldots, 4, j = 1, \ldots, p1\}$, and $\pi_{\text{MM}}^{(1)}$ and $\pi_{\text{MMM}}^{(1)}$, denoting the estimates from the MMM and MM model, respectively. Leveraging equations (2.3) and (3.3), for MM we have a closed form expression of the core
Table 2
Estimated kernels for MMM and MM model for variable 1 in group $g_1 = 1$. Numbers in parenthesis are the 0.1 and 0.9 quantiles.

<table>
<thead>
<tr>
<th>LEVEL 1</th>
<th>LEVEL 2</th>
<th>LEVEL 3</th>
<th>LEVEL 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMM $\theta_1^{(1)}$</td>
<td>0.487(0.453;0.521)</td>
<td>0.491(0.458;0.523)</td>
<td>0.008(0.000;0.024)</td>
</tr>
<tr>
<td>$1/2(\phi_1^{(1)} + \phi_2^{(1)})$</td>
<td>0.450</td>
<td>0.450</td>
<td>0.050</td>
</tr>
<tr>
<td>mixedMem $\theta_1^{(1)}$</td>
<td>0.504</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$1/2(\phi_1^{(1)} + \phi_2^{(1)})$</td>
<td>0.450</td>
<td>0.050</td>
<td>0.050</td>
</tr>
<tr>
<td>MMM $\theta_2^{(1)}$</td>
<td>0.026(0.000;0.059)</td>
<td>0.011(0.000;0.032)</td>
<td>0.449(0.412;0.484)</td>
</tr>
<tr>
<td>$1/2(\phi_1^{(1)} + \phi_2^{(1)})$</td>
<td>0.050</td>
<td>0.050</td>
<td>0.450</td>
</tr>
<tr>
<td>mixedMem $\theta_2^{(1)}$</td>
<td>0.000</td>
<td>0.533</td>
<td>0.467</td>
</tr>
<tr>
<td>$1/2(\phi_1^{(1)} + \phi_2^{(1)})$</td>
<td>0.0450</td>
<td>0.450</td>
<td>0.450</td>
</tr>
</tbody>
</table>

tensor, while for MMM we use $10^5$ Monte Carlo replicates for the estimation. To estimate uncertainty in the MM case, we rely on 1000 bootstrap replicates. We obtain a posterior mean of 0.131 for $\|\pi_0^{(1)} - \pi_{MM}^{(1)}\|_F$ with a standard deviation of 0.048, and a bootstrap mean 0.133 for $\|\pi_0^{(1)} - \pi_{MM}^{(1)}\|_F$ with standard deviation 0.029. As expected, in this scenario having independent scores vectors, separate MM and MMM models share very similar performances in characterizing $\pi_0^{(1)}$. For comparison, we also estimate the Frobenius norm considering a correctly specified model with $H_1 = 4$ profiles for group 1, leading to a bootstrap mean of 0.089 with standard deviation of 0.032. This slight improvement in estimation accuracy does not justify the greater complexity of interpretation in using the larger $H_g$ value.

7. Application to malaria risk assessment.

7.1. Background. Starting from 1981, the World Bank sponsored Polonoroeste Development Project (World Bank, 1992), which included funding for human settlements in previously forested areas (Wade, 2011). In these sponsored settlements we find the Machadinho project, in the state of Rondônia, where the primary goal was in promoting agricultural development and elevation of living standards by distributing pre-specified plots of land, and favoring migration from outside the area. Land clearance practices at the plots created new areas of partial shade—from cut but not cleared large trees—redefined the boundaries of forest fringe, and led to establishment of new pools of water of relatively high pH. These are precisely the ideal larval development conditions for A. Darlingi mosquitoes, the primary transmitter of malaria in the Brazilian Amazon region (Castro et al., 2006).

As part of a field study of the dynamics of the settlement process at Machadinho, a set of household surveys was conducted in 1985, 1986, 1987,
and 1995 at plots with relatively stable occupancy. The surveys were administered to settlers living on 70% of what were regarded as occupied plots in 1985 and 100% of such plots in 1986, 1987, and 1995. An occupied plot is one in which settlers cleared some of their land and at least lived part-time in Machadinho. The surveys had as one objective the identification of drivers of malaria risk among the settlers, including some who were ascertained shortly after arrival in Machadinho and others who engaged in early out-migration, largely as a result of difficulties in establishing a productive agricultural site and illness, much of it being due to malaria.

Factors that a priori were anticipated to influence exposure of settlers to Anopheles mosquitoes were complex physical environmental conditions and human behavioral conditions. It is natural to focus on extreme risk categories/profiles as “High” and “Low”. Thus each occupied plot would have a numerical degree of similarity score, \( \lambda_i \), with value in the unit interval. Values close to 1 can be associated with proximity to the high risk profile, while values close to 0 can be associated with low risk conditions. Using these variables in a standard MM analysis for each year, we obtain best fitting models with selected number of profiles \( \text{H} \) ranging between 5 and 8. Since the selected \( \text{H} \) are greater than 2, an interpretability problem arises for scoring risk in the unit interval between two extreme profiles. If we force \( \text{H} = 2 \), as in prior analyses (Castro et al., 2006), we are directly trading off model goodness-of-fit for interpretability in the scoring of malaria risk. Goodness-of-fit can be improved increasing \( \text{H} \) and use domain knowledge to map the resulting membership scores into behavioral and environmental risks, in this case, we have a mixture of environmental and behavioral variables in each profile; hence, it requires some interpretive effort to decide which of the domains is most contributory at particular survey dates (Castro et al., 2006). We use an MM model with \( \text{H} = 4 \) as a competitor of the proposed MMM, refer to Section 2 of Supplement A for the details on this model.

Interpretability issues can be alleviated with an MMM analysis where \( G = 2 \) is the number of subject matter domains and \( H_g = 2 \) for \( g = 1, 2 \), relying directly on the domain knowledge to partition variables. At Machadinho, the environmental conditions included quality of a house and its proximity to standing water; cut but not cleared trees changing the definition of the forest fringe and producing partial shade; site of initiation of farming near standing water and the forest fringe. Behavioral conditions included wearing of protective clothing, ownership of a chain saw and planter to facilitate land clearance and initiation of crop production, and farming close to the forest fringe. A core of 30 variables remained common to all the years, while some other questions were gradually added over time. Household spatial
Fig 6. Plots at the Machadinho settlement project, showing occupancy, and clustering of malaria rates using a local indicator of spatial association, $G^*(d)$ (Getis and Ord, 1992) ($d = 3,500$ meters). Plots colored in blue are those significant for a clustering of low malaria rates, while those colored in red are significant for a clustering of high rates. Plots colored in yellow did not reveal a clustering pattern, and those in white were not occupied at the time of the interview. Green areas are protected forest reserved. Detailed ecologically based interpretation of these patterns is given in Castro, Sawyer and Singer (2007).

locations are also available and will be considered in the analysis. Although the survey was carefully administered, the composition of the resulting data is highly heterogeneous across time and includes many missing data, which were considered informative for this application; hence we defined a missing category for each variable so that the missingness pattern can inform the
analysis results.

The full set of variables in the surveys is displayed in the first column of Tables S5–S8 of Supplement A, while Table 3 shows, at a summary level, the number of subjects and variables included in the analysis by survey year and domain of variables.

<table>
<thead>
<tr>
<th>Year</th>
<th># Subjects</th>
<th># Behavioral variables</th>
<th># Environmental variables</th>
<th># Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985</td>
<td>269</td>
<td>14</td>
<td>28</td>
<td>42</td>
</tr>
<tr>
<td>1986</td>
<td>575</td>
<td>16</td>
<td>24</td>
<td>40</td>
</tr>
<tr>
<td>1987</td>
<td>802</td>
<td>14</td>
<td>29</td>
<td>33</td>
</tr>
<tr>
<td>1995</td>
<td>1108</td>
<td>19</td>
<td>36</td>
<td>55</td>
</tr>
<tr>
<td>Total</td>
<td>2754</td>
<td>63</td>
<td>117</td>
<td>180</td>
</tr>
</tbody>
</table>

A fundamental challenge for identifying the drivers of malaria risk is the fact that there are many environmental and behavioral conditions that contribute to exposure to A. Darlingi, but there is no individual or small combination of such conditions that occurs at high frequency and stands out as a major influence on malaria episodes experienced. This is precisely where MMM can be used to an advantage.

7.2. Model specification. Malaria behavioural and environmental risk scores can present distinct time and space evolutions, since we consider data that goes from the beginning of a settlement project to 10 years later. To characterize such evolution we leverage the multivariate Gaussian model in step 5 of Algorithm 1. Different multivariate spatio-temporal models can be considered (see for example Banerjee, Carlin and Gelfand, 2014), and we rely on a separable model for time and space, assuming no interactions. This assumption leads to a simple and computationally efficient latent model, while accommodating non regular observations in space and time. Indicating with $\lambda_i^{(b)}$ and $\lambda_i^{(e)}$ the behavioral and environmental risk score for subject $i$, space-time dependence can be included in distribution (4.1) letting

$$
(\lambda_i^{(b)}, \lambda_i^{(e)})^T \sim \text{MLND}(\beta_t, \zeta_t(s_i), \Sigma_t),
$$

where $t_i \in \{1985, 1986, 1987, 1995\}$, and $s_i = (s_{i1}, s_{i2})^T$, are respectively a time indicator and the observed longitude and latitude corresponding to the household of subject $i$.

We account for time dependence through a multivariate Gaussian hierarchical model with common hyperprior. Specifically, $\beta_t = (\beta_t^{(b)}, \beta_t^{(e)}) \sim$
\( \mathcal{N}(\beta, \Sigma), \beta \sim \mathcal{N}(\beta_0, \Sigma_0) \) and \( \Sigma \sim \mathcal{IW}(\nu_\beta, \Psi_\beta) \). This model does not impose a rigid time evolution, allowing borrowing of information across different years.

For the spatial effect \( \zeta_t(s_i) \) we specify a bivariate spatial model. A simple possibility would be to rely on a separable structure for the spatial cross covariance of the process (e.g., Banerjee, Gelfand and Polasek, 2000). However, this model would imply the same spatial effect for both the environmental and behavioral domain. We expect that behavioral and environmental scores can have a very different spatial evolution, and for this reason we rely on a conditional Gaussian process \( p(\zeta_t | \Sigma_t) \) for the components of \( \zeta_t(s_i) = (\zeta_t^{(b)}(s_i), \zeta_t^{(e)}(s_i))^T \). Specifically we consider \( \Sigma_t = L_t L_t^T \), where \( L_t \) is a lower triangular matrix obtained through Cholesky decomposition, and we let \( \tilde{\zeta}_t(s_i) = L_t^{-1} \zeta_t(s_i) \) and \( \tilde{\zeta}_t^{(g)} \sim \text{GP}(0, K_t^{(g)}) \). This formulation enforces no dependence across time and space for the spatial effects.

Since we are considering standardized data, we parameterize the Gaussian processes in terms of correlation functions \( K_t^{(g)}(s_i, s_i') \), obtained by normalizing the square exponential form \( \exp\{-1/2 \sum_{d=1}^{2} \gamma_{td}^{(g)} d^2(s_{id}, s_{i'd})\} + \tau I(i = i') \), where \( \gamma_{td}^{(g)} \) are length scale parameters, \( d(\cdot, \cdot) \) is the Euclidean distance and \( \tau \) is a nugget effect to limit numerical instability. The considered prior induces independent spatial effects for each domain and time, while leading to a computationally efficient model, since small matrices are involved in the Gaussian process computation.

The model can be easily implemented adapting Gibbs sampler Algorithm 1, with updating of the length scale parameters \( \gamma_{td}^{(g)} \) relying on a Metropolis step.

7.3. Model checking. We assess goodness-of-fit of the proposed model to the observed data. We are particularly interested in whether the assumption of \( H_g = 2 \) leads to significant lack of fit.

One possibility is to compute posterior distributions for some statistics of the considered data and compare them with the corresponding empirical quantities (e.g., Gelman et al., 2013). We consider as statistics the marginal and bivariate distributions, that can be obtained as:

\[
\pi_{x_j}^{(j)} = \Pr(X_j = x_j | -) = \sum_{h=1}^{H} a_h^{(g_j)} \theta_{hx_j},
\]

(7.2) \[
\pi_{x_j, x_k}^{(j,k)} = \Pr(X_j = x_j, X_k = x_k | -) = \sum_{h_j=1}^{H} \sum_{h_k=1}^{H} a_h^{(g_j,g_k)} \theta_{hx_j}^{(j)} \theta_{hx_k}^{(k)}.
\]
for \( j = 1, \ldots, p \) and \( k \neq j \), and where \( \bar{a}_{h}^{(g_{j})} = \mathbb{E}[\lambda_{h}^{(g_{j})}] \) and \( \bar{a}_{h}^{(g_{j},g_{k})} = \mathbb{E}[\lambda_{h_{j}}^{(g_{j})}\lambda_{h_{k}}^{(g_{k})}] \).

Figure 7 shows estimated marginal distributions from 2500 Gibbs samples for 4 representative variables across the years, for the proposed model and the MM described in Section 2 of Supplement A, together with the sample proportion with the 0.95 level Wald type confidence interval. Both models produce estimated marginals that are compatible with the observed ones. We additionally estimated the posterior mean of the L1-norm between the empirical frequencies \( \hat{f}_{jc} = n^{-1} \sum_{i=1}^{n} I(X_{ij} = c) \) and the estimated ones \( \hat{\pi}_{jc} \) obtained by averaging 2500 MCMC samples of the expression in (7.2). The L1-norm has expression \( \sum_{c=1}^{d_{j}} |\hat{\pi}_{jc} - \hat{f}_{jc}| \). Considering all the variables,
we have an average L1-norm of about 0.071, and 0.1 and 0.9 quantiles of (0.024, 0.14), for the proposed model, and 0.065 (0.039, 0.10) for the MM with $H = 4$ profiles. These quantities also suggest a strong adherence of the estimated marginals with the empirical ones.

Figure 8 shows posterior distributions and quantiles for 2 bivariate distributions (for the MM model refer to Figure S7 in Supplement A). Also in this case we observe a satisfactory adherence of the estimated quantities and the empirical ones.

As with the marginals we compute the L1-norm between the empirical bivariate distributions and the estimated ones. We focus on pairs of variables in the same year. We obtain good results also in this case with a mean of 0.13 and 0.1 and 0.9 quantiles of (0.11, 0.18), for the proposed MMM model, and 0.012 (0.07, 0.13) for the MM model.

In the MMM model as a general tendency, we observed that variables that are sensibly different across the estimated profiles are generally better reconstructed. These are also the most interesting from an interpretation point of view since they characterize the profiles.

The agreement between empirical and estimated quantities suggests that the considered interpretable model with $G = 2$ and $H_g = 2$, for $g = 1, 2$, is sufficiently precise to analyze the profile structure more in depth. The additional latent parameters in the MM model with $H = 4$ provide a small benefit in terms of fit to the data, but they make the latent profiles less straightforward to interpret in terms of malaria risk (refer to Section 2 of
Supplement A). If the MMM model had presented a poor fit to the observed data, we should either have increased $H_g$, or defined a finer partition of variables. Both solutions are viable and, as a consequence of Lemma (3.1), might lead to an equally accurate approximation of the underlying probability mass function. Note also that the posterior mean (and standard deviation) of the correlation for the environmental and behavioral score vectors are 0.848 (0.106), 0.842 (0.111), 0.851 (0.103), and 0.866 (0.090), for 1985, 1986, 1987, and 1995 respectively. These values suggest that two separate MM models would ignore a high correlation structure, while a single MM model with $H = 2$ (posterior correlation =1) may be insufficient to characterize the score distribution.

7.4. The structure and evolution of risk profiles. All variables that can enter risk profiles take on a discrete set of possible values/levels. Each level of a variable represents what we will refer to as a condition. The conditions that occur in a profile $h$ with substantially greater frequency than in the overall population can be considered as the most relevant to describe the profiles, and will be referred to as admissible (see Singer, 1989, for a detailed discussion).

To make this precise we say that condition $l$ for variable $X_j$ in vertex $h$ is called admissible if either

$$\theta_{hl}^{(j)} > c_1 \hat{f}_{jl} \quad \text{or} \quad (7.3b) \quad \frac{\theta_{hl}^{(j)} - \hat{f}_{jl}}{\hat{f}_{jl}} > c_2,$$

where $c_1 = 1.7$, $c_2 = 0.35$ and $\hat{f}_{jl} = n^{-1} \sum_{i=1}^{n} I(X_{ij} = l)$ are the marginal empirical frequencies.

Inequality (7.3a) is appropriate for $\hat{f}_{jl} < 0.5$—i.e. relatively infrequent conditions. Inequality (7.3b) is particularly important in the present survey data, as quite a few conditions occur with high frequency—e.g. $> 0.90$—in the overall population.

The set of conditions $\{l \in \{1, \ldots, d_j\} : \theta_{hl}^{(j)} \text{ satisfies (7.3a) or (7.3b)}\}$ is defined to be an admissible profile. Admissible profiles are described by logical AND statements for the set of admissible conditions. In the proposed Bayesian framework we can compute the posterior probability of (7.3a) and (7.3b), and define as admissible the conditions having posterior probability exceeding 0.5. These conditions are reported in light gray in Tables S5–S8 of Supplement A. Further categorizing sets of conditions especially relevant for exposure to A. Darlingi mosquitoes in, for example, the environmental profiles, leads to a clear display of the change in such conditions over time as the highly dynamic plot occupancy process evolves (see Figure 6). Admissible environmental conditions labeled in a high risk profile, summarized
in Table 4, correspond to situations that facilitate exposure to A. Darlingi mosquitoes (e.g. poor quality of wall and sealing). These high environmental risk conditions, operable during the first three years of the settlement process, disappear by 1995 when diverse improvements at occupied plots have been incorporated. Such a tendency is clearly highlighted by an increasing trend in the distribution of expected odds ratios of the risk scores \((\lambda^{(B)}_i, \lambda^{(E)}_i)^T\) shown in Figure S8 in Supplement A.

These results are in accordance with current literature on malaria risk, in Amazon areas, reporting that the risk is initially driven by favorable environmental conditions for malaria vectors to proliferate (e.g., Castro et al., 2006). Soon after human settlement, there is a phase lasting for about 8 or 10 years, in which environmental risk is high but human behavior is starting to gradually become the predominant risk factor. In the last stage, called the endemic phase, the risk is far more related to behavioral causes. From a spatial perspective, we can study the changes in behavioral and environmental risks by considering the posterior predictive distribution of the \(\zeta_i\) defined in equation (7.1). Maps evaluating this distribution over a regular grid of points are available in Supplement A (Figure S9), showing that the behavioral risk distribution is constant across time and space; hence the spatial variability is driven by environmental conditions. Environmental risk zones can be mostly explained in term of geographical characteristics of the area;

### Table 4

<table>
<thead>
<tr>
<th>Conditions</th>
<th>'85</th>
<th>'86</th>
<th>'87</th>
<th>'95</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>House Characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># rooms&gt; 4</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Good quality walls</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>*</td>
</tr>
<tr>
<td>Good quality roof</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>*</td>
</tr>
<tr>
<td>Good quality sealing</td>
<td>+</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td><strong>Land Clearance &amp; Water</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prior land clearance</td>
<td>*</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>&gt; 100 m from forest</td>
<td>+</td>
<td>-</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Good water source available</td>
<td>+</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Good bathing available</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Near big pasture area</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>+</td>
</tr>
</tbody>
</table>

**Code:**
+ = stated condition is admissible
- = stated condition is not admissible
* = no level of the condition is admissible

*Note: Additional levels for some other variables are admissible, as indicated in Tables S5–S8 of Supplement A.*
in fact higher risk zones correspond to the forest fringe and the Machadinho river path.

\[\text{7.5. Malaria rates and risk profiles.}\] To assess the relationship between malaria rates and the estimated profiles, for each MCMC sample in each year, we assign households/plots into low, moderate, and high behavioral and environmental risk groups using tertile cut points. We compute the average malaria rate for each of the 9 groups. Posterior median and quantiles of the malaria rate distribution for the considered clusters are shown in Table 5. A similar strategy using tertiles of separate MM models has been used to determine risk profiles for Chagas disease in northern Argentina (Chuit et al., 2001). We expect the obtained distribution to be ordered in such a way that higher malaria rates correspond to high environmental and behavioral risk clusters. Formally considering a table such as Table 5, having low risk clusters in the upper left corner, we expect the resulting table to be a double-gradient table, meaning that each row should be non-decreasing from left-to-right and each column should be non-decreasing from top-to-bottom.

From Table 5 we notice that in defining groups with either environmental or behavioral scores we obtain groups sharing almost the same malaria rate. However, a more detailed classification can be obtained leveraging both domains at the same time. In general, we observe higher malaria median rates in high behavioral and environmental risk zones, with only two violations of the expected double gradient assumption if we consider the median; in both cases, however, upper quantiles are still increasing as expected. We provide a similar analysis for the MM model in Section 2 of Supplement A. Although the two models share similar performances in terms of goodness-of-fit, the direct use of domain knowledge in the MMM model lead to results which are simpler to interpret in terms of malaria risk.

\[\text{8. Discussion.}\] We introduced a new family of multivariate mixed membership models (MMM) that facilitate the representation of interpretable shared memberships in classification schemes in settings where good-fitting conventional MM models pose severe interpretation problems. The crux of this issue is that it is virtually impossible to write a coherent sentence describing shared membership among, say, 10 profiles. However, if a large set of variables can be meaningfully partitioned into separate subject matter domains, for each of which there is a small number (ideally 2) of domain-specific profiles, then experience to-date indicates that interpretable descriptions of the patterns of shared membership are possible. Further, cross-domain comparisons of shared membership reveal new information that cannot be extracted with MM models that typically incorporate a large number of
Table 5
Median 0.1 and 0.9 posterior quantiles of the malaria rates for low, medium, and high environmental and behavioral profiles. Groups are specified by using tertiles of $\lambda_i^{(B)}$ and $\lambda_i^{(E)}$ scores. Values at the bottom and right side of the table are obtained using marginal behavioral and environmental scores, respectively. Light gray values indicate violation of the double-gradient hypothesis, while dashes indicate that there are not enough households/plots in the cluster to compute the median and quantiles.

<table>
<thead>
<tr>
<th>Year</th>
<th>Low B</th>
<th>Med B</th>
<th>High B</th>
<th>Low E</th>
<th>Med E</th>
<th>High E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985</td>
<td>0.000(0.000;0.000)</td>
<td>0.045(0.000;0.197)</td>
<td>——</td>
<td>0.067(0.000;0.310)</td>
<td>0.101(0.050;0.143)</td>
<td>0.115(0.000;0.250)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.106(0.067;0.129)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.000(0.000;0.000)</td>
<td>0.091(0.050;0.125)</td>
<td>0.117(0.100;0.125)</td>
<td>0.115(0.000;0.356)</td>
<td>0.117(0.100;0.125)</td>
<td></td>
</tr>
<tr>
<td>1986</td>
<td>0.228(0.206;0.250)</td>
<td>0.231(0.139;0.327)</td>
<td>——</td>
<td>0.238(0.167;0.299)</td>
<td>0.250(0.200;0.279)</td>
<td>0.250(0.206;0.273)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.250(0.200;0.273)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.229(0.211;0.250)</td>
<td>0.250(0.217;0.275)</td>
<td>0.250(0.250;0.286)</td>
<td>0.250(0.250;0.279)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1987</td>
<td>0.167(0.133;0.180)</td>
<td>0.216(0.140;0.458)</td>
<td>——</td>
<td>0.177(0.146;0.207)</td>
<td>0.190(0.167;0.215)</td>
<td>0.180(0.082;0.243)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.183(0.167;0.200)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.167(0.150;0.180)</td>
<td>0.197(0.181;0.209)</td>
<td>0.201(0.193;0.227)</td>
<td>0.201(0.197;0.219)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1995</td>
<td>0.028(0.021;0.042)</td>
<td>——</td>
<td>——</td>
<td>0.028(0.021;0.042)</td>
<td>——</td>
<td>——</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.028(0.024;0.028)</td>
<td>——</td>
<td>——</td>
</tr>
<tr>
<td></td>
<td>0.028(0.028;0.028)</td>
<td>0.033(0.030;0.036)</td>
<td>0.036(0.029;0.042)</td>
<td>0.033(0.031;0.033)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.036(0.029;0.042)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

profiles. This is shown at a most basic level via Table 5 in our analysis of malaria risk on the Amazon frontier.

In the considered application there is a clear partition of variables into subject matter domains, which simplifies model specification and interpretation of results. Similar sharp partitions of variables can be found in many applications; for example, in testing student language skills we can have questions related to several tasks (i.e., reading, writing, listening, etc.). In other settings, the number and compositions of domains can be just partially known, or unknown. In these cases, it can be useful to let the data inform...
on the subject matter domains, generalizing model (3.1) with an additional prior on variable groups. Informative priors on the space of partitions can be included adapting recent proposals in Paganin et al. (2020) and Smith and Allenby (2020). However, additional latent layers make interpretation and computation challenging, inducing a further trade-off between model complexity and interpretability.

The MMM framework that we put forth is quite general and should be applicable in a wide variety of scientific contexts. In the interest of focusing attention on MMM per se, we provided a first top-level illustration of what can be done with this technology that is not feasible with other extant methods. More nuanced spatially explicit analyses that integrate evidence from the surveys used here with satellite imagery and ethnographic appraisal would be a next step for utilization of MMM. An initial pass at this kind of complex data integration in a study of malaria in the Brazilian Amazon region is presented in Castro et al. (2006), but the methodology introduced here has the potential to carry this case study much further.
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SUPPLEMENTARY MATERIAL

Supplement A: Malaria risk conditions (url). The file includes additional simulations and tables showing posterior medians, 0.1 and 0.9 quantiles of the kernels for behavioral and environmental variables for all the survey years. It also includes details of an MM model with $H = 4$ profiles applied to the Machadinho data, a plot of the expected odds ratios between environmental and behavioral risk scores, and one on spatial risk predictions for the Machadinho area, with some comments.
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