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Ohio is one of the states most impacted by the opioid epidemic and experienced the second highest age-adjusted fatal drug overdose rate in 2017. Initially it was believed prescription opioids were driving the opioid crisis in Ohio. However as the epidemic evolved, opioid overdose deaths due to fentanyl have drastically increased. In this work, we develop a Bayesian multivariate spatio-temporal model for Ohio county overdose death rates from 2007 to 2018 due to different types of opioids. The log-odds are assumed to follow a spatially varying change point regression model. By assuming the regression coefficients are a multivariate conditional autoregressive process, we capture spatial dependence within each drug type and also dependence across drug types. The proposed model allows us to not only study spatio-temporal trends in overdose death rates, but also to detect county-level shifts in these trends over time for various types of opioids.

1. Introduction. The United States is in the midst of a public health crisis due to opioid misuse and overdose death (Office of National Drug Control Policy Executive, Office of the President of the United States, 2011; Drug Enforcement Agency, 2016). The rate of overdose death increased 200% from 2000 to 2014 (Rudd et al., 2016) and in 2017 became the leading cause of injury-related death in the United States (Centers for Disease Control and Prevention, 2019). Nationally in 2016, the Substance Abuse and Mental Health Services Administration (SAMHSA) estimated that 11.8 million people aged 12 and over misused opioids in the past year, which represents 4.4% of the population (SAMHSA, 2017). In addition, it is estimated that 2.1 million
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people aged 12 and over had an opioid use disorder in 2016 (SAMHSA, 2017). Opioid misuse is accompanied by increased risks of morbidity and mortality as well as social, economic, and legal consequences (Hser et al., 2014; Degenhardt et al., 2015; Evans et al., 2015; Teesson et al., 2015; Centers for Disease Control and Prevention (CDC), 2012) which create both short and long term public health and policy problems.

The opioid epidemic has been particularly severe in the state of Ohio. In 2017, Ohio had the nation’s second highest overdose mortality rate (Division of Unintentional Injury Prevention, 2017). The rate of overdose death in Ohio was 39.1 per 100,000, which is approximately double the national rate of 19.8 per 100,000 (Division of Unintentional Injury Prevention, 2017). In 2015, it was estimated that the opioid epidemic and related problems cost the state between $6.6 to $8.8 billion (Rembert et al., 2017). In 2011, the state launched the Governor’s Cabinet Opiate Action Team and implemented various policies in an effort to stem the tide of the ongoing epidemic (Governor’s Cabinet Opiate Action Team, 2012). These policies included enforcement against pill mills (i.e., clinics where opioids are inappropriately prescribed (Rigg, March and Inciardi, 2010)), increased access to naloxone, and strengthening of the prescription drug monitoring program, among others (Penm et al., 2017). These policies helped to reduce the prescribing and supply of prescription opioids in the state (Winstanley et al., 2018).

While it is estimated nationally that 92% of opioid misusers only misuse prescription opioids or pain relievers, the estimated rate of heroin misuse significantly increased in 2016 compared to annual estimates from 2002-2013 (SAMHSA, 2017). It is also estimated that more than 77% of heroin users first used prescription opioids (Jones, 2013). While the reasons for the transition from prescription opioids to heroin are likely complex, the decrease in the availability of prescription opioids (Dart et al., 2015; Delcher et al., 2015) and the increased availability of low-cost, high-purity heroin (Compton, Jones and Baldwin, 2016) may be contributing factors. In Ohio and around the country, illicit suppliers of opioids are responding to demand by turning to fentanyl to reduce costs and maintain a supply of strong, fast-acting drugs (Mars, Rosenblum and Ciccarone, 2019) which has lead to unprecedented rates of overdose (Daniulaityte et al., 2017). This progression from the initial prescription opioid epidemic to heroin and then to fentanyl reflects the three waves of the opioid epidemic (Ciccarone, 2019).
In this work, we estimate local trends in overdose deaths due to prescription opioids, heroin, and fentanyl in Ohio to address three main questions. First, we are interested in modeling the waves of the epidemic and the timing of changes in the death rates attributed to the three drug types. We estimate spatially varying change points in each of the death rate trends to identify when the waves of the epidemic affected each county. This helps illuminate where the initial impacts are observed and how the changes in death rates proliferate to the rest of the state. Second, we estimate county-specific intercepts and slopes before and after the change point to describe local differences in trajectory. It is important to assess trends at the county-level because Ohio is a geographically heterogeneous state with urban, rural, Appalachian, and Rust Belt regions that have experienced the epidemic differently. In addition, counties have health departments that are allocated resources and coordinate local responses to the epidemic making them a meaningful unit of analysis. Finally, we estimate correlation between slopes and intercepts across drug types to explore how trends in overdose may be interrelated. Together, these insights illuminate differences across the state that can then be taken into consideration while formulating policies and interventions.

To accomplish the above goals, we propose a Bayesian model that builds on techniques for multivariate disease mapping and change point regression models for binomial data. The multivariate disease mapping framework allows us to jointly analyze deaths due to the three types of opioids. This improves estimation by borrowing strength across drug types in addition to across space (Martinez-Beneito, Botella-Rocamora and Banerjee, 2017). Warren, Pingali and Weinberger (2017) developed a spatially-varying change point regression model to model the probability that invasive pneumococcal disease is caused by a targeted serotype. Berchuck, Mwanza and Warren (2019) used a similar change point regression model to study glaucoma progression. Our proposed model extends these to the case of multivariate outcomes. We assume the death rate trend due to each type of opioid considered has its own spatially varying change point regression model, and correlations among the three drug types are induced by assuming a multivariate conditional autoregressive (MCAR) model for the regression coefficients (Gelfand and Vounatsou, 2003).

The rest of the paper is organized as follows. Section 2 describes the

2.1. Data. We acquired routinely collected county-level mortality data for the state of Ohio. The Ohio Department of Health makes state mortality data publicly available via the Ohio Resident Mortality Data (Ohio Public Health Data Warehouse, 2020). For this study, we limit deaths to those categorized as *unintentional drug poisonings*. We then specifically focus on those deaths coded by the state with the poisoning indicator for prescription opioids, heroin, and fentanyl. International Classification of Diseases, Revision 10 (ICD 10) codes listed in the multiple cause codes on the death certificate are used to classify whether prescription opioids (T40.2-T40.4, T40.6) and heroin (T40.1) are mentioned. The involvement of fentanyl is determined via a text search of the literal cause of death statements. Annual counts of deaths involving the three types of drugs were obtained from 2007-2018 for each of Ohio’s 88 counties. A death can be attributed to multiple drugs, and so a single death can be included in the count for multiple drug types. We follow the practice of the Ohio Department of Health and the recommendation by Seth et al. (2018) and exclude deaths involving fentanyl from the count for prescription opioid deaths, which removes double counting of fentanyl related deaths in the prescription category. Annual estimates of the population for each county were also obtained from the Ohio Department of Health website listed above and were provided by the National Center for Health Statistics (Ohio Public Health Data Warehouse, 2020). Maps and a scatterplot matrix of the annual observed death rates involving each drug per 100,000 residents are included in the supplementary material.

2.2. Model. Our goal is to jointly model counts of overdose death by type of drug from 2007-2018 for each county in Ohio. We focus on the three most common types of opioids associated with overdose and the waves of the epidemic: prescription opioids, heroin, and fentanyl. We introduce a novel multivariate model that allows for county-specific trends and local change points in the trajectories and can quantify the relationship between outcomes and their respective trends. As in
Berliner (1996), let $[Y \mid Z]$ denote the conditional probability density of $Y$ given $Z$. We assume a three-stage Bayesian hierarchical model of the form:

Stage 1: [Data $|$ Process, Parameters]
Stage 2: [Process $|$ Parameters]
Stage 3: [Parameters],

and specify the model accordingly in the following subsections.

2.2.1. Data Model. For the death counts associated with each drug type, we assume a binomial logistic regression model. That is, for drug type $\ell$ ($\ell = 1, 2, 3$) in county $i$ ($i = 1, \ldots, 88$) at year $t$ ($t = 1, \ldots, 12$),

$$Y_{it}^{(\ell)} \mid p_{it}^{(\ell)} \sim \text{Binomial} \left( N_{it}, p_{it}^{(\ell)} \right),$$

where $Y_{it}^{(\ell)}$ is the death count, $N_{it}$ is the population, and $p_{it}^{(\ell)}$ is the death rate. Using the canonical logit link, we specify the following mixed effects logistic regression model:

$$\text{logit} \left( p_{it}^{(\ell)} \right) = \mu_{it}^{(\ell)} + \epsilon_{it}^{(\ell)},$$

where $\mu_{it}^{(\ell)}$ is a spatio-temporal mean trend and $\epsilon_{it}^{(\ell)}$ an independent error term to account for uncorrelated heterogeneity and overdispersion.

The mean function $\mu_{it}^{(\ell)}$ is assumed to be linear before and after the change point with county-specific intercepts and slopes. That is,

$$\mu_{it}^{(\ell)} = \begin{cases} \beta_{0i}^{(\ell)} + \beta_{1i}^{(\ell)} t & t \leq \theta_i^{(\ell)} \\ \beta_{2i}^{(\ell)} + \beta_{3i}^{(\ell)} t & t > \theta_i^{(\ell)} \end{cases},$$

where $\beta_{0i}^{(\ell)}$ and $\beta_{1i}^{(\ell)}$ are the intercept and slope before the change point, $\theta_i^{(\ell)}$ is the change point, and $\beta_{2i}^{(\ell)}$ and $\beta_{3i}^{(\ell)}$ are the intercept and slope after the change point for drug $\ell$ in county $i$. These parameters characterize the county-level heterogeneity in overdose trends and allow us to estimate the local onset of the waves of the epidemic.

2.2.2. Process Model. We assume the random error terms are independently distributed as mean zero normal random variables, $\epsilon_{it}^{(\ell)} \sim$
$N(0, \sigma^2)$. For the mean function, we assume:

\begin{align*}
\beta_{0i}^{(t)} &= \beta_{0i}^{(t)} + u_{0i}^{(t)} \\
\beta_{1i}^{(t)} &= \beta_{1i}^{(t)} + u_{1i}^{(t)} \\
\beta_{2i}^{(t)} &= \beta_{2i}^{(t)} + u_{2i}^{(t)} \\
\beta_{3i}^{(t)} &= \beta_{3i}^{(t)} + u_{3i}^{(t)}
\end{align*} \tag{2.4}

where $\beta_{0i}^{(t)}$, $\beta_{1i}^{(t)}$, $\beta_{2i}^{(t)}$ and $\beta_{3i}^{(t)}$ are overall means, and for each $h \in \{0, 1, 2, 3\}$, $u_{hi} = (u_{hi}^{(1)}, u_{hi}^{(2)}, u_{hi}^{(3)})'$ is a vector of spatial random effects that quantify county-level deviations from the overall mean and account for correlation between parameters across drug types.

Since we are jointly modeling deaths due to multiple drug types, one source of dependence is between the different drug types. In our model, we assume this dependence is captured through each regression parameter. For example, we assume that the intercepts before the change point are correlated across each drug type. Similarly, we assume that the slopes after the change point are correlated across each drug type, and so on. To account for both spatial dependence and dependence across drug types, we assume an intrinsic MCAR model (Carlin and Banerjee, 2003) for each regression parameter. Let $N(\mathbf{m}, \mathbf{C})$ denote a multivariate normal distribution with mean $\mathbf{m}$ and covariance $\mathbf{C}$. For parameter $h$, our model assumes

\begin{align*}
\mathbf{u}_{hi} | \mathbf{u}_{h(-i)} &\sim N \left( \sum_j w_{ij} \mathbf{u}_{hj}, \frac{1}{w_{i+}} \Sigma_h \right), \tag{2.5}
\end{align*}

where $\mathbf{u}_{h(-i)} = \{ \mathbf{u}_{hj} : j \neq i \}$, $w_{ij} = 1$ if counties $i$ and $j$ are neighbors (share a border) and $w_{ij} = 0$ otherwise, and $w_{i+}$ is the total number of neighbors of county $i$. The matrix $\Sigma_h$ is a $3 \times 3$ random matrix that captures the conditional covariance between elements of $\mathbf{u}_{hi}$. The intrinsic MCAR model is improper as the precision matrix of the joint distribution is not of full rank; however, it can be used as a process model when a mean zero centering constraint is enforced (Banerjee, Carlin and Gelfand, 2004).

2.2.3. **Parameter Model.** We fit our model in the Bayesian paradigm and therefore must specify prior distributions for all parameters. The
prior distributions for the overall means \( \beta_0^{(\ell)} \), \( \beta_1^{(\ell)} \), \( \beta_2^{(\ell)} \), and \( \beta_3^{(\ell)} \) are independent and uniform on the real line for each drug type. For each \( \Sigma_h \), we assign independent inverse Wishart prior distributions with 5 degrees of freedom and a \( 3 \times 3 \) identity scale matrix. For each county and drug type, we independently assign the change point \( \theta_i^{(\ell)} \) a discrete uniform distribution over the years 2008-2016. Finally, for \( \sigma_2^{(\ell)} \) we assume independent inverse gamma distributions with shape and scale of 0.5.

2.3. Computation. We implemented our model using the R package NIMBLE (de Valpine et al., 2017) to perform an adaptive Metropolis-within-Gibbs Markov chain Monte Carlo (MCMC) algorithm. The MCAR process models are specified following the approach outlined in Lawson (in press 2020). The centering requirement for the intrinsic CAR processes are enforced within NIMBLE through a commonly used ad-hoc approach that samples these latent variates without the mean-zero constraint and then empirically enforces the constraint by subtracting the mean after the random vector is updated. While this approach results in sampling from a stationary distribution that approximates, but is not exactly equal to, the desired posterior distribution, (Rue and Held, 2005, page 37) in practice the departure may be minimal (Paciorek, 2009). The MCMC sampler was performed for 2,000,000 iterations with the first 1,000,000 discarded as a burn-in. For storage considerations and to reduce autocorrelation, the samples were thinned with only every 50th iteration included in the sample. Convergence was assessed by visually inspecting trace plots of model parameters. The R NIMBLE code is provided in the supplementary material.

2.4. Alternative Models for Comparison. To evaluate the added benefit of our multivariate change point model, we also fit our data using two simpler spatio-temporal models. The first comparison model specifies intrinsic univariate CAR models for the spatial random effects instead of intrinsic MCAR models. This assumes the spatial random effects are independent across the three drug types and is equivalent to assuming \( \Sigma_h \) is a diagonal matrix for each \( h \in \{0, 1, 2, 3\} \) in Equation (2.5). The second comparison model uses an interrupted time series instead of a change point regression model by including an indicator variable for year 2011 or later. As discussed in Section 1, various state policies were implemented in Ohio starting in 2011 with the goal of
slowing the opioid epidemic (Governor’s Cabinet Opiate Action Team, 2012). Thus, a reasonable comparison model is the model that assumes all counties experience a change in the trend at this time. More specifically, this model assumes Equation (2.3) is replaced by

\[ \mu_{it}^{(t)} = \beta_{0i}^{(t)} + \beta_{1i}^{(t)} t + (\beta_{2i}^{(t)} + \beta_{3i}^{(t)} t)I(t \geq 5). \]

As in the proposed model, the regression coefficients are decomposed into an overall mean component and a spatial random effect, and an MCAR model is assumed for the spatial random effects.

3. Results.

3.1. Goodness of Fit. We assessed the appropriateness of our proposed model for the observed data by computing posterior predictive p-values for five different test quantities including the mean, standard deviation, maximum, proportion of observations that equal zero, and the chi-square discrepancy function (Gelman et al., 2014). These test quantities were chosen to assess different features of the posterior predictive distributions including the center, spread, tail behavior, and also to assess whether the binomial model adequately captures the number of zeros in the data. The posterior predictive p-values of the five tests for each of the three drug types are included in the supplementary material and range from 0.22 to 0.57. Thus, there is no strong evidence of lack of fit for our proposed model. In addition, maps of the estimated rates for each drug type from the proposed model are presented in the supplementary material and look very similar to the corresponding maps of the observed rates, indicating appropriate model fit.

3.2. Comparison to Alternative Models. We compared our proposed model to the two baseline models described in Section 2.4 using WAIC (Watanabe, 2010). WAIC is a more recently developed alternative to DIC for Bayesian model comparison and is more desirable since it averages over the posterior distribution (Gelman, Hwang and Vehtari, 2014). Small values for WAIC indicate better model fit. Our proposed model resulted in a WAIC of 11382.79. The comparison model that assumed drug types were independent yielded a WAIC of 11406.52, and the interrupted time series model 11531.53. Thus, we can see that while our model is more complicated, the flexibility afforded by our
more general dependence and trend structures resulted in a better fit to the observed data.

3.3. Change Points. The first objective of the study was to assess the waves of the epidemic by estimating spatially varying change points. Looking across the three drug types, we observe evidence of these waves in the ordering of the changes. Figure 1 shows the number of counties whose most likely (mode) change point was each year. In general, we see earlier estimated change points for prescription with a statewide median estimated change point of 2012. For heroin, 40 of the 88 counties had an estimated change between 2011 and 2013, with roughly 27 counties experiencing a later change in 2015 or 2016. The statewide median estimated change point for heroin is 2013. Fentanyl shows lesser variability in the most likely change point across the state with roughly 63% of counties having an estimated change point of 2013 or 2014, and the statewide median estimated change point is 2013.

Our goal was not just to capture the overall waves of the epidemic, but to see how they varied across the state. Figure 2 shows the county-specific cumulative posterior probabilities that the change point occurred at or prior to each year. Based on our parameterization, a county with a change point estimated in year $t$ has a different linear trend starting in year $t + 1$. Thus, the years in Figure 2 reflect the final year before a change occurs in the trend of overdose death rates. The color scheme for Figure 2 is designed so that the change from blue to red at

Fig 1. Counts of the number of counties whose mostly likely change point occurred in the given year.
the midpoint of the scale reflects the posterior median change point.

We notice there is spatial heterogeneity in the estimated change points. For prescription, early changes in trends generally occur in more rural parts of the state, including counties in southern Ohio where there was an emphasis on pill mills. These early changes can be observed starting in 2009 and 2010. In contrast, we notice the initial changes in heroin in 2010 and 2011 in counties in the western, southwestern, and central regions of the state which are around Dayton, Cincinnati, and suburban Columbus. We also see evidence of changes in the northwestern and northeastern regions around Toledo and Cleveland. This is consistent with the idea that heroin spread out from cities and then into the rest of the state. Similarly with fentanyl, we see the early changes in the western, southwestern, and northwestern parts of the state which are the areas of Dayton, Cincinnati, and Toledo. We observe some early changes in fentanyl trends in southern Ohio along the border with Kentucky and West Virginia. Through the maps in Figure 2, we gain insights in how changes in overdose trends have moved through space and time across the three drugs of interest.

3.4. County-specific Effects. The second objective of the study was to estimate county-specific trends in overdose rates attributed to the three drug types. In Figure 3, we plot the estimated conditional posterior mean intercept before and after each county’s respective mode change point, where we estimate this quantity for each county using only the draws for which the change point was equal to its mode. We also plot the conditional posterior mean difference in the trend at the change point which reflects a shift in the level following the change point. The color scale for each plot is centered at the estimated state average for each parameter, which can be found in the supplementary material. Before the change point, we observe very similar relative spatial patterns across the three drug types with higher values in the southwestern and central parts of the state and slightly above average values in the northeastern part of the state. This reflects the region around Cincinnati, Columbus, and Cleveland, respectively. After the change point, all three drug types remain higher than average in southwestern Ohio. We observe fentanyl is also above average in the northeast. After the change point, the estimated differences in the trend for prescription are relatively small with the largest positive shifts in
Fig 2. Cumulative probability of the change point occurring at or prior to each year for each drug type.
For heroin, we see positive estimated differences in eastern and northwestern Ohio. For fentanyl, we see large, upward shifts after the change point with the largest increases in western and southwestern Ohio. Posterior means and 95% credible intervals (CI) for the intercept parameters are presented in the supplementary material.

In Figure 4, we plot the estimated posterior mean slope before and after each county’s respective mode change point, conditioning on the change point equaling the mode. Each slope plotted reflects the change in log odds for an increase of one year in time. Posterior means and 95% CIs for the slope parameters are presented in the supplementary material. For prescription, we generally see positive slopes before the
change point reflecting increasing rates of overdose deaths. The posterior mean state average slope before the change point is 0.06 (95% CI: [0.02, 0.10]) which corresponds to an 6% increase in the odds of overdose death per year. The highest rates of increase are in southern and northwestern Ohio. After the change point, we see slopes that are typically less than or equal to zero which reflect decreasing rates of overdose. The posterior mean state average slope after the change point is -0.11 (95% CI: [-0.14, -0.08]) which corresponds to a 10% decrease in the odds of overdose death per year. In the eastern part of the state, we still observe increasing rates. Looking at the difference in the slopes, we see the smallest decreases in the slope in the southwestern and eastern parts of the state and the largest decreases in the northwest.

The slopes for heroin in Figure 4 show different trends than were observed for prescription. Before the change point, slopes were positive across the state reflecting increasing rates of heroin overdose deaths. The posterior mean state average slope was 0.26 (95% CI: [0.21, 0.31]) which corresponds to a 30% increase in the odds per year. The rates of increase were generally highest in the northeastern part of the state. After the change point, rates of increase slowed and even began decreasing across the eastern, western, and northwestern parts of the state. However, rates continued to increase in southern Ohio with little change in the slope from before the change point. The posterior mean state average slope after the change point was -0.07 (95% CI: [-0.12, -0.01]) which corresponds to a 7% decrease per year in odds of heroin overdose deaths. While all Ohio counties showed reduced rates of change in heroin deaths, counties on the southeastern border tended to have slopes more similar to those before the change point, indicating that they remained on a similar trajectory.

For fentanyl, Figure 4 shows the explosion in the rate of overdose deaths after the change point. Before the change point, the slopes were fairly flat with a posterior mean state average slope of -0.03 (95% CI: [-0.12, 0.06]). However, after the change point, we see rapid increases in the rates of fentanyl deaths. The posterior mean state average slope after the change point is 0.49 (95% CI: [0.44, 0.55]) which corresponds to a 63% increase in the odds per year. The entire state has positive slopes with the largest values in the southwest, around Cincinnati and Dayton, and in the northeast, around Cleveland. Looking at the change in the slope from before the change point, we see the biggest increases
in the northern, western, and southwestern regions of the state. These plots make it clear how devastating fentanyl overdose deaths have been to the state of Ohio over the latter part of the study period.

Putting all of these estimates together, we examine the estimated log odds of overdose death for each drug across the study period. In Figure 5, we plot the posterior mean estimates of the mean function for each county and the posterior mean for the state average for each drug. For fentanyl, we see the large jump at the change point followed by rapid growth in the log odds of overdose deaths. We also observe the growth and flattening of the log odds of heroin overdose death. Finally,
we see that the log odds for prescription overdose are fairly flat and then slightly decreasing over the study period.

3.5. Correlations. The final objective was to estimate the correlation in the intercepts and slopes between drug types. The posterior median correlation estimates are shown in Table 1. Note that each correlation is residual to the statewide trends and spatial dependence as they are parameters in $\Sigma_h$ from Equation (2.5). As we observed above, the posterior median correlations for the intercepts before the change point reflect positive, moderately strong correlation. There is little correlation in the slopes before the change point. After the change point, correlation in the intercepts is positive but not as strong as it was prior to the change point. While not particularly strong, we do see positive correlations in the slopes after the change point. In particular, we see the strongest correlation between the slopes for the log odds of heroin and fentanyl, which makes sense as fentanyl is commonly an addition to the heroin supply (Mars, Rosenblum and Ciccarone, 2019).

We believe these estimates are likely a reflection of the fact that counties struggling with addiction are likely to exhibit similar trends across drug types. That is, the positive correlations likely reflect that there are underlying addiction problems in a county that can be sat-

\[ \text{Log Odds of Death} \]

\[ \text{Year} \]

\[ \text{Drug Type} \]

- Prescription
- Heroin
- Fentanyl

\[ \text{County specific mean functions } \mu_{ij}^{(\ell)} \text{ (dotted lines) and the statewide average mean function (solid lines) for each drug type.} \]
isfied by consumption of any of these drug types and so we generally see positive correlations in the behavior of overdose trends. While very reasonable, this is not entirely what we expected to observe. In addition to borrowing strength to improve model fit, we were initially curious whether the correlation estimates might reflect hypothesized substitution of drug types (Compton, Jones and Baldwin, 2016). We hypothesized we would observe negative correlations in the slopes between prescription and the other two drugs as the regulation of prescribing has increased and people began to turn to other substances. However, while there is some evidence of this in the larger examination of the statewide mean trends in Figures 4 and 5, there was not evidence of this relationship in the residual county-level correlation structure.

3.6. Summary. In summary, we observed county-level heterogeneity in trends of drug overdose and the timing of changes to those trends. For prescription, we estimated a general slightly increasing trend until around 2012 when we started to observe a decreasing trend. For heroin, we observed increasing trends until 2013 when a slightly decreasing trend began. Finally, for fentanyl, we observed the start of a quickly increasing trend around 2013.

While our analysis is not causal or a formal policy evaluation, the timing and direction of the changing trends fits with larger policy interventions taking place in Ohio (Penm et al., 2017; Governor’s Cabinet Opiate Action Team, 2018). In 2011 and 2012, policies targeting “pill mills”, new prescribing guidelines, expansion of medication assisted treatment, and secure drug disposal programs were enacted. Ohio also saw the creation and expansion of a naloxone distribution program starting in 2012 and the expansion of Medicaid in 2014. While these interventions likely contributed to the slowing of prescription and heroin overdoses during this time period, our model captured the onset and

<table>
<thead>
<tr>
<th>Drug Type Pair</th>
<th>Before Intercept</th>
<th>Before Slope</th>
<th>After Intercept</th>
<th>After Slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescription and Heroin</td>
<td>0.7694</td>
<td>0.0669</td>
<td>0.4371</td>
<td>0.1925</td>
</tr>
<tr>
<td>Prescription and Fentanyl</td>
<td>0.6546</td>
<td>0.1044</td>
<td>0.2978</td>
<td>0.1328</td>
</tr>
<tr>
<td>Heroin and Fentanyl</td>
<td>0.6073</td>
<td>0.0225</td>
<td>0.4860</td>
<td>0.2339</td>
</tr>
</tbody>
</table>

**Table 1**

*Posterior median correlation between parameters across pairs of drug types after accounting for the statewide trend.*

---

**HEPLER ET AL**

**Before**

Intercept | Slope
---|---
0.7694 | 0.0669
0.4371 | 0.1925
0.6546 | 0.1044
0.2978 | 0.1328
0.6073 | 0.0225
0.4860 | 0.2339

**After**

**Intercept**

**Slope**

---

---
rapid growth of the illicit fentanyl market which has driven overdose in more recent years. Thus, our model seems to have captured the waning of the first wave (prescription), the peak of the second wave (heroin), and the beginning of the third wave (fentanyl) during this study period.

4. Discussion. In this study, we developed a novel multivariate spatio-temporal model with spatially varying change points. We used the model to estimate the trends and changes in trends in county-level overdose death rates attributed to prescription opioids, heroin, and fentanyl. By doing so, we are able to better understand how the opioid epidemic has changed over time and better describe heterogeneity across counties in Ohio. Our model includes a rich parameterization that allows us to learn about when trends changed, how they changed, and how they were related across drug types.

While developing the model, we identified a few areas for future research. We did not explicitly include spatial dependence in the change points. However, we noted in the results that there appeared to be some spatial structure to the estimates such that the model may benefit from devising a way to incorporate such dependence. In addition, more work could be done to explore changes in the dependence structure around the change point. For example, we assume that, while the timing may be different, neighboring counties will experience similar trends once they hit a change point. In our application, we believe this is reasonable as the change points likely reflect changes in the statewide policy or drug market environment that may take time to propagate throughout the state but should have similar effects. In other applications, this may not be as reasonable and there may need to be additional complexity added into the modeling of the dependence structure.

There are several limitations to our study. This study was based on cause of death classification from death certificates. We recognize that this is often imperfect (Slavova et al., 2015); however, we believe that it still provides valuable information about the evolution of the epidemic. This analysis was also conducted at the county-level and so all estimates must be interpreted at the county-level to avoid the ecological fallacy (Pianntadosi, Byar and Green, 1988).

In conclusion, our multivariate spatio-temporal change point model provided a wealth of information regarding spatio-temporal trends in opioid overdose. This work illuminates where changes began, and it
highlights areas that changed more or less rapidly than others in the state. This information can be used to target areas for interventions or further investigations into what may be driving overdose in those counties. Our work has added valuable insights into the spatio-temporal epidemiology of the opioid epidemic that can be utilized by public health practitioners and policymakers to continue to combat the epidemic.
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