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Abstract
At a recent conference on Bayes, fiducial and frequentist inference, David Cox presented eight illustrative examples, chosen to highlight potential difficulties for the theory of inference. We discuss these examples in light of the efforts of the conference, and related meetings, to study the similarities and differences between the approaches to inference. Emphasis is placed on the goal of finding a distribution for an unknown parameter.
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many people, try to understand what they are working on, keep an open mind about the potential of that work, and focus on advancing our field.

1. Introduction. The fourth in a series of workshops on Bayesian, Fiducial, and Frequentist inference took place from May 1 to 3, 2017, at Harvard University; the theme was “foundational thinking in statistics and inference under uncertainty”. The series of workshops has been abbreviated to “BFF”, meant to connote at the same time “Best Friends Forever”. At least part of the motivation for this is the desire to explore the possibility that approaches to inference by the three routes in the title can all be used to provide something like a distribution for an unknown parameter.

The Bayesian method based on the posterior distribution for a parameter of interest, conditional on the data, is perhaps the most accessible approach to constructing a distribution for a parameter. While ‘frequentism’ is often associated with the approach to inference based on maximizing the power of tests, building on the fundamental lemma of Neyman and Pearson (1933), the frequentist approach in this trio usually refers to confidence distribution functions (Fisher, 1930; Cox, 1958), more recently reviewed and developed for example by Xie and Singh (2013) and Hjort and Schweder (2016). The fiducial approach originated with Fisher (1930), was developed in transformation models in Fraser (1961) and more recently has been the focus of generalized fiducial inference in work by Hannig and his collaborators, for example Hannig (2009) and Hannig et al. (2016). The $p$-value function or significance function approach of (Fraser, 1990) that we emphasize below is a frequentist approach, close to the confidence distribution, but taking inspiration from a structural version of Fisher’s fiducial argument.

David Cox submitted to the workshop eight seemingly simple statistical examples as challenges for approaches to statistical inference. We list the examples below, and then provide a brief overview of the “B, F, F” approaches to inference. Our view is that the theory of higher order approximation based on the likelihood function addresses some of the issues in the eight examples, by providing both a measure of departure and a calculation of the significance function that is available in wide generality. An outline of the theory is given below, and then applied to the examples.

Although the examples are highly idealized, they isolate issues that can arise in applications where the anomalies might not be so clear-cut, and thus highlight the role of theory in applications. We provide some examples of this in the relevant sections discussing each example.

2. Cox’s challenge questions.
A Variables $y_1, y_2$ are independently normally distributed with means $\mu_1, \mu_2$ and common variance 1. The parameter of interest is $\psi = \mu_2/\mu_1$ and the observed data are $y_1 = 0.5, y_2 = 10$.

B The same model as A, but with data $y_1 = 0.5, y_2 = 0.5$.

C Variables $y$ and $\theta$ are independently normally distributed with means $\theta$ and 0 and common variance 1. The parameter of interest is $\theta$. The value $y = 6$ is observed.

D Variables $y_i, i = 1, \ldots, n$, are independently normally distributed with means $\mu_i$ and common variance $\sigma^2$ for $i = 1, \ldots, n$. The parameter of interest is $\sigma^2$.

E Variables $y_i, i = 1, \ldots, n$, are independently normally distributed with means $\mu_i$, and common variance 1. The parameter of interest is $\Sigma \mu_i^2$.

F Variables $y_i, i = 1, \ldots, n$ are independently normally distributed with means $\cos(\theta x_i)$ and common variance 1. For large $n$, $x_1, \ldots, x_n$ are arbitrarily distributed over $(0,1)$.

G There are $n$ decimal digits. Is their marginal distribution consistent with those digits being independent and uniformly distributed on the set $\{0,1,\ldots,9\}$?

H What is the role of physical randomization?

In these examples, ‘routine’ application of methods, either Bayesian or frequentist, lead to difficulties. Examples A and B highlight anomalies in the construction of confidence intervals; Examples D and E draw attention to the potential for Bayesian, likelihood and fiducial methods to fail in models with large numbers of nuisance parameters. Example C isolates in extreme form disagreement between different sources of information bearing on the problem. This can possibly be resolved in any individual instance, but how do theories of inference deal with this in general? Example F, and to some extent examples A and B, focus attention on the parameterization of the model. In example G the null hypothesis is well-defined, but alternatives are not. Example H draws attention to the divide between inference based on modelling and inference based on the design of the data collection method; the latter can be viewed as non-parametric, although current approaches to non-parametric inference tend to be model-based, even if the models are in some sense infinite-dimensional.

3. **BFF.** Inference in a Bayesian approach is reported as a posterior distribution for the parameter, conditioned on the observed data. Probabilities for $\theta$ are induced by the prior distribution, so the role of this prior is crucial. Bayes (1763) used a mathematically convenient prior as the source of probability for $\theta$. Many later writers saw this assumption as very arbi-
trary, even subjective; see for example, Fisher (1956, Ch. 2). Laplace (1812) was somewhat accepting of the Bayesian argument, and put forward a notion of what would now be called a noninformative prior, meant to express complete lack of prior knowledge about the parameters.

Many, although not all, modern treatments of Bayesian theory for inference accept that inferences based on the posterior distribution from a particular prior should be calibrated under the model for the data. That is, there should be a measure under which the posterior inference maintains its stated properties under repeated sampling from the model for the response $f(y; \theta)$. Often this calibration is defined by the notion of probability matching of one-sided intervals for scalar parameters, which is extensively developed in Datta and Mukerjee (2004), in which case a posterior region of probability $\alpha$ should be a confidence region at the stated level. There is a lengthy discussion of this requirement of calibration in Berger (2006), Goldstein (2006), Fienberg (2006), and Wasserman (2006), and other papers in the same volume.

In contrast, many modern applications of Bayesian inference do not dwell on the choice of prior or on a need for calibration, but rather make a choice of convenience, possibly in the expectation that this will not influence the result “too much”. Fraser (2011) argues that Bayesian inference obtains justification only through calibration, also called repetition validity or confidence. Rubin (1984) examines calibration in a wider sense, averaging over a range of models for the data, rather than calibrating under the given model.

A major difficulty is that calibration needs to be targeted on the parameter of interest, so the usual approach of marginalizing a multi-dimensional posterior to a series of individual parameters of interest gives posteriors that typically cannot be calibrated. A more general concern is raised in Cox and Reid (2015), who discuss different notions of probability, and question whether probability based on the uncertainty in our information should have the same standing for scientific inference as an empirical probability based on a given sampling mechanism.

Fisher (1930) introduced fiducial inference as a means of establishing a distribution for a parameter that did not require the injection of probability from outside the model. He assumed that a statistic $T$ was available with a distribution depending only on the parameter of interest $\theta$, with a known distribution function $F(\cdot; \theta)$. He further supposed that the distribution for $F$ was continuous and stochastically increasing, and argued that fixing $T$ at its observed value $t$ in the equation $p = F(t; \theta)$ established a relationship between $p$ and $\theta$. Then assuming that the relationship was monotone in $\theta$, the fact that $p$ follows a uniform distribution under the model induces a
distribution for $\theta$ called the fiducial distribution, with density

$$f(\theta|t)d\theta = -\frac{\partial}{\partial \theta}F(t; \theta)d\theta.$$ 

Fraser (1966) reformulated Fisher’s fiducial argument for transformation models. In these models linking the observation, or a statistic, to the parameter, is more direct. For example in a location model, a change from an observed value $y$ to $y + a$ can be offset by a corresponding change in the location parameter $\theta$ to $\theta - a$ without changing the basic distribution. Fraser (1966) showed how this could be used to construct structural distributions for parameters in general transformation models. A local location version of the argument leads to

$$f(\theta|t)d\theta = -F_0(t; \theta)d\theta = F_t(t; \theta) \left\{ \frac{-F_0(t; \theta)}{F_t(t; \theta)} \right\} d\theta = L(\theta) \left( \frac{dt}{d\theta} \right) d\theta$$

where $L(\theta)$ is the likelihood function and $dt/d\theta$ can be described as the effect of $\theta$ at a data point $t$. We have used subscripts as shorthand for partial differentiation, and the derivative of $t$ with respect to $\theta$ is for fixed value of the pivot $F(t; \theta)$. The final expression defines a data-dependent prior, discussed in Fraser et al. (2010).

Neyman (1937) restricted the relationship between $t$ and $\theta$ to sets $C$ of values for the pivot $t$ and constructed what he called confidence sets, replacing the term fiducial. Cox (1958) noted that one-sided confidence bounds could be converted to a confidence distribution:

... in the common simple cases, where the upper $\alpha$ limit for $\theta$ is monotone in $\alpha$, there seems no reason why we should not work with the confidence distributions for the unknown parameter. These can either be defined directly, or can be introduced in terms of the set of all confidence intervals at different levels of probability.

More formal notation for this was presented in Efron (1993). Defining the quantile function $\theta_t(\alpha)$ by $\Pr\{\theta \leq \theta_t(\alpha)\} = \alpha$ as calculated from the density $f(t; \theta)$, the confidence density is then $\pi_t(\theta) = d\alpha_t(\theta)/d\theta$, where $\alpha_t(\theta) = \theta_t^{-1}(\alpha)$.

It is usually the case that the parameter of the statistical model is a vector, but the monotonicity requirement for the construction of fiducial or confidence distributions essentially restricts discussion to a scalar parameter of interest. Although a Bayesian approach seems to have an advantage in this case, because a posterior distribution for a single parameter can be obtained by marginalizing the joint posterior, as noted above the resulting inference is not calibrated unless the prior is targeted on the parameter of interest.
In the fiducial and confidence approaches, it is necessary to find a statistic that measures the parameter of interest, and typically to do this for one scalar parameter at a time. One approach is to use the asymptotic normal distribution of familiar likelihood-based quantities, such as the maximum likelihood estimate or the square root of the log-likelihood ratio statistic. These will give approximate confidence distributions; for recent discussion see Hjort and Schweder (2016, Ch. 3).

Our view is that the theory of higher order approximation based on the likelihood function leads to an essentially unique function of the data that measures a scalar parameter of interest and gives an accurate approximation to its distribution in finite samples. While the accuracy of the approximation is emphasized most often in the literature, the simplification offered by providing a single pivotal quantity may be more important. In the next section we summarize this theory by focussing on the key steps in the argument, and in the following section consider the eight challenge problems. The theory is based on a local location construction which provides approximately ancillary directions and leads to an approximate conditional model. The nuisance parameters are then eliminated by integration, and the resulting distribution is inverted to give confidence bounds and a significance function. In this sense it combines aspects of the fiducial argument as reformulated for transformation models, and the confidence distribution approach. An approach less directly tied to transformation models, but leading to similar expressions, is reviewed in Pierce and Bellio (2017).

4. Likelihood inference and accurate approximation.

4.1. Local location approximation. Suppose our model \( f(y; \theta) \) for \( y = (y_1, \ldots, y_n) \) has parameter \( \theta \in \mathbb{R}^p \). Fraser and Reid (1995) obtained a \( p \)-dimensional model on the sample space by conditioning, using inference directions \( V = (v_1, \ldots, v_p) \) at the observed value \( y^0 \). Assuming that a pivotal quantity \( z(y; \theta) \) is available, which could be a vector of marginal distribution functions for independent components, these directions are obtained as

\[
V = -\left( \frac{\partial z}{\partial y} \right)^{-1} \left. \frac{\partial z}{\partial \theta} \right|_{(y^0, \hat{\theta})} = \frac{d}{d\theta} y(z; \theta) \bigg|_{(y^0, \hat{\theta})},
\]

where in the second expression \( z \) is fixed, and appears in a special context in (1). The inference directions \( V \) record how the parameter influences the data, in a neighbourhood of the observed data point and associated maximum likelihood estimate. The conditional model in the linear space of these directions can be approximated by an exponential model with \( p \)-dimensional
canonical parameter \( \varphi^T(\theta) = (\partial/\partial V)\ell(\theta; y)|_{\varphi} \), called the tangent exponential model.

4.2. Exponential family models. An exponential model for \( y \) has a density of the form

\[
f(y; \theta) = \exp\{\varphi^T(\theta)s(y) - \kappa(\theta)\}h(y)
\]

where \( s \) has the same dimension as the canonical parameter \( \varphi \). The parameter \( \varphi(\theta) \) applied to \( s(y) \) provides a logarithmic tilt of the base density \( h(y) \) and \( \kappa(\theta) \) provides the needed norming. In this model inference for \( \theta \) is clearly based only on the variable \( s(y) \), and the distribution of \( s \) can be accurately approximated using saddlepoint methods, leading to

\[
h(s; \varphi) ds = \frac{e^{k/n}}{(2\pi)^{p/2}} \exp\{-(\hat{\ell} - \ell)\}|j|^{-1/2} ds,
\]

where \( \hat{\ell} - \ell = \ell(\hat{\varphi}) - \ell(\varphi) \) is the log of the likelihood ratio, \( \hat{\varphi} = \varphi(\hat{\theta}) \) is the maximum likelihood estimate and \( j = J_{\varphi\varphi}(\hat{\varphi}) = -\partial^2\ell(\varphi)/\partial \varphi \partial \varphi^T \) is the Fisher information matrix; each of these quantities also depends on \( s \). This approximate density depends on relatively simple and widely used statistical quantities. The notation \( \approx \) is used here and below to indicate the leading term of an asymptotic approximation in \( n \). As described in \( \S4.1 \), it can be used whether or not the original model for \( y \) is of exponential family form.

4.3. Scalar case. If the dimension of \( \varphi \) is \( p = 1 \), (2) can be written

\[
h(s; \varphi) ds = \frac{e^{k/n}}{(2\pi)^{1/2}} e^{-r^2/2} \frac{r}{q} dr,
\]

where \( r^2/2 = \hat{\ell} - \ell \), \( r = \text{sign}(\hat{\varphi} - \varphi)^{1/2} \}, q = (\hat{\varphi} - \varphi)|j_{\varphi\varphi}|^{-1/2} \), and \( q = (\hat{\varphi} - \varphi)|j_{\varphi\varphi}|^{-1/2} \) is the Wald departure. The distribution function evaluated at the observed value \( s^0 \) is the \( p \)-value, or significance, function:

\[
p(\varphi) = H(s^0; \varphi) = \int_{-\infty}^{s^0} \frac{e^{k/n}}{(2\pi)^{1/2}} e^{-r^2/2} \frac{r}{q} dr = \Phi \left( r - \frac{1}{r} \log \frac{r}{q} \right) = \Phi(r^*).
\]

This records the percentile position of \( s^0 \) relative to a parameter value \( \varphi \). The approximation in (4) has relative error \( O(n^{-3/2}) \) when the distribution of \( s \) is continuous, and \( O(n^{-1}) \) when it is discrete (Barndorff-Nielsen, 1991).
4.4. **Scalar parameter of interest.** When \( \varphi \) is a vector, and we have a scalar parameter of interest \( \psi(\varphi) \), we need a distribution for a scalar variable that measures \( \psi \). For this we are led to the marginal density of an ancillary recorded as a function of \( s \) on \( L^0_\psi = \{ s : \hat{\lambda}_\psi = \lambda^0_\psi \} \), where \( \lambda = \lambda(\varphi) \) is a complementing nuisance parameter. This integral on the ancillary contour can be approximated by Laplace’s method, leading to

\[
(5) \quad h(s; \psi) = \frac{e^{k/n}}{(2\pi)^{1/2}} e^{-r^2_\psi/2} |j|^{-1/2} |j(\lambda\lambda)(\hat{\varphi})|^{1/2}, \quad s \in L^0_\psi,
\]

where \( \hat{\varphi} = \hat{\varphi}_\psi \) is the constrained maximum likelihood estimate, \( r_\psi = \text{sign}(\hat{\psi} - \psi)[2(\ell(\hat{\varphi}) - \ell(\hat{\varphi}))]^{1/2} \), and \( |j(\lambda\lambda)(\hat{\varphi})| = |j(\lambda\lambda)(\hat{\varphi})| |\hat{\varphi}\hat{\varphi}| \) is the nuisance information for \( \lambda \) rescaled to \( \varphi \); see for example Fraser et al. (1999). The integration is along an ancillary contour for given \( \psi \), and the adjustment factor involving the nuisance information determinants is independent of the choice of ancillary. Essentially the nuisance parameter is eliminated by marginalizing over the distribution that describes that parameter, for a fixed value of \( \psi \) (Fraser, 2016).

The \( p \)-value function \( p(\psi) \) for the scalar \( \psi(\varphi) \) is the observed distribution function from (5). This is available to third order by using the step from (3) to (4) but replacing \( q \) by an adjusted Wald departure

\[
(6) \quad Q = \text{sign}(\hat{\psi} - \psi)|\hat{\chi} - \hat{\chi}|\{j(\lambda\lambda)|/|j\varphi\varphi|\}^{-1/2},
\]

where \( \chi = \chi(\varphi) \) is a local linear approximation to the parameter of interest on the \( \varphi \) scale (Brazzale et al., 2007, Ch. 8.5). The associated significance function is

\[
(7) \quad p(\psi) = H^0(s; \psi) = \Phi \left( r - \frac{1}{r} \log \frac{r}{Q} \right) = \Phi(r^*),
\]

where we have integrated along the line \( L^0_\psi \) described above. As with (4), the approximation has relative error \( O(n^{-3/2}) \) in continuous models and \( O(n^{-1}) \) in discrete models.

The integration from (3) to (4), or from (5) to (7), relies on an asymptotic expansion of \( r \) in terms of \( q \), or \( Q \), of the form \( r = q + aq/n^{1/2} + bq^2/n + O(n^{-3/2}) \), and in particular requires that \( r \) is a monotone function of \( q \) or \( Q \), at least to \( O(n^{-1/2}) \).

The density (5) also gives the marginal log-likelihood function for \( \psi \) provided we use a reparametrization for which the observed Fisher information is rotationally symmetric, in order to have a common reference distribution
on different $L^0_\psi$ lines. This marginal log-likelihood function is

$$\ell_m(\psi) = \ell(\psi, \hat{\lambda}) + \frac{1}{2} \log |\hat{j}(\lambda)|,$$

assuming that the observed Fisher information $\hat{j}_\psi = I$; see Fraser (2003).

4.5. **Vector parameter of interest.** The density approximation (5) applies for scalar or vector parameters of interest, but the $p$-value calculation (7) requires a one-dimensional integration. Davison et al. (2014) and Fraser et al. (2016) show how the exponential family model can be used to construct directional tests and directional $p$-values, where the direction is determined by the observed value of $s$.

5. **Cox’s challenge questions.**

5.1. **A, B: ratio of normal means.** This is an abstraction of a problem treated in Bliss (1935a,b) in connection with probit modelling of biological assays. The dose at which a 50% response is expected, the ED50, is estimated by a ratio of independent normal variables: in Bliss’s case the estimates of the intercept and slope of the regression. Fieller (1954) noted that the confidence region for the ED50 given in Bliss (1935b) could apply more generally, described this as the fiducial distribution and noted that the same distribution arose by inverting a pivotal quantity. Fieller (1954) and Bliss (1935a,b) assumed the variances were estimated from the data, and used the $t$ distribution as the reference, but in the present example the variances are known, and the relevant pivotal quantity is $w = (y_2 - \psi y_1)/(1 + \psi^2)^{1/2}$, which has a standard normal distribution. In personal communication David Cox wrote that it was Fisher who gave the solution in Bliss (1935b); in the acknowledgments Bliss writes: “I am indebted especially to Prof. R. A. Fisher, without whose help it could not have been written”. Fieller (1954) emphasized that pivotal inversion of $w$ in the usual way could result in a confidence interval that was the whole real line, or confidence sets of the form $(-\infty, a] \cup (b, \infty)$, which he called exclusive. Example A leads to an exclusive set.

The pivotal quantity $w$ has an unusual feature: it measures the departure from $\psi$ in an increasing direction if $y_1 > 0$ and in a decreasing direction if $y_1 < 0$, and these contradictory measures of information are averaged in using the normal distribution for $w$. Thus the fiducial or confidence distribution $\Phi(w)$ is not monotone in $\psi \in \mathbb{R}$; see for example Hjort and Schweder (2016, §4.6). As David Cox has pointed out in personal communication, if the observed value of $y_1$, and hence the maximum likelihood estimate of $\mu_1$
is close to zero, then under the model there is appreciable chance that it is less than zero, and even the sign of \( \psi \) is not well determined.

Asymptotic calculations are not needed here, but the requirement of monotonicity in the theory, combined with Figure 1, suggests a reparametrization to the angle \( \alpha = \tan^{-1}(\psi) \); the radial distance \( \rho \) gives a convenient complementary nuisance parameter. Parametrizing the model with the angle \( \alpha \) as the parameter of interest provides a way to enforce the continuity and monotonicity required by the theory outlined in §4, at the expense of changing the parametrization. Although in principle \( \alpha \) takes values on the circle in \( \mathbb{R}^2 \), the meaningful range for \( \alpha \) is \( \hat{\alpha} \pm \pi/2 \), as outside this range we again lose monotonicity and continuity; see Figures 2 and 3. A referee has noted that the parameter space is data-dependent, which is unusual, but seems unavoidable here. The line \( L^0_0 \) in the sample space, where the nuisance parameter is fixed at its constrained estimate, goes through the observed value \( (y_1^0, y_2^0) \) and is in the direction \( \alpha + \pi/2 \) corresponding to increasing \( \alpha \) on the sample space. The distribution on this line is standard normal.

In Figure 2 we centre the graph at the maximum likelihood value; the pivotal statistic is \( w = -y_1 \sin \alpha + y_2 \cos \alpha \), the \( p \)-value function for \( \alpha \) is \( \Phi(w) \) and the likelihood function is \( \exp(-w^2/2) \). This pivotal is algebraically the same as the Fieller pivotal, but in effect is used conditionally and handles the directional effect of \( \psi \) on the data point.
Figure 2. The significance function and likelihood function for example A: $y_1 = 0.5, y_2 = 10$. The maximum likelihood estimate is $\hat{\alpha} = 1.52$ and we show both the $\alpha$ and $\psi$ scale for the parameter. There are two discontinuities in $\psi$ shown, at $\alpha = \pm \pi/2$, where $y_1$ changes from positive to negative. The discontinuity at $\pi/2$ leads to what Fieller (1954) called exclusive confidence regions for $\psi$ at confidence level 0.95. Horizontal dotted lines are drawn at 0.975 and 0.025.
For the data of example A the \( p \)-value function is monotone in \( \alpha \), has range \((0, 1)\) and provides a set of nested confidence intervals for \( \alpha \) in the usual way. For the data of example B both \( y_1 \) and \( y_2 \) are close to 0, and the \( p \)-value function and the likelihood function take values over a much smaller interval; see Figure 3.

The intervals for \( \alpha \) obtained by this route can if desired be converted back to the scale of the parameter of interest \( \psi \), and the plot of the significance function on this scale is consistent with the solution using the pivotal \( w \), but the evident discontinuity in the plot draws attention to the unusual nature of the inference problem. In example A, the upper limit for \( \alpha \) transforms to a negative limit for \( \psi \), and vice versa.

This example suggests that any theory of distributions for parameters needs to pay close attention to the parametrization of the model. Hjort and Schweder (2016, §4.6) use confidence densities that are not required to be monotone, so that exclusive intervals, for example, are included in the approach. Xie and Singh (2013) treat this example in an independent sampling context by finding the approximate distribution of \( \bar{x}_1/\bar{x}_2 \), in their notation, but don’t address the difficulty highlighted by this example.

A Bayesian approach to this problem can avoid “difficult” confidence sets by using informative prior distributions that downweight values of \( \mu_1 \) near zero, but this seems an artificial solution. Ghosh (2011) discusses probability matching priors for this model; as with the approximation of Xie and Singh (2013) this requires an asymptotic setting for validity, and does not draw attention to the need for monotonicity or to the discontinuity noted above.

Estimation of a ratio arises in more complex examples of regression calibration, as well as other contexts; for example, the estimation of density ratios is discussed in the context of the analysis of photometric and spectroscopic data in astronomy in Izbicki et al. (2017, §4).

5.2. C: prior-data conflict. If we assume that the normal distribution for \( \theta \) is a genuine prior in the sense of Efron (2013), for example based on prior observation of a random process, then the prior is more accurately described as part of the model, and standard probability calculus enables derivation of the conditional distribution for \( \theta \) given \( y = y^0 \), which is \( N(y^0/2, 1/2) \). From Figure 4 however we see that this distribution is neither compatible with the initial distribution for \( \theta \) nor with the observed value from the model for \( y \), and it seems appropriate to report the individual density functions shown there. The separation of the two models suggests that one or other assumption is incorrect. From a practical viewpoint, this seems uncontroversial.

For a more formal approach, Box (1980) suggested using the marginal
Figure 3. The significance function and likelihood function for example B, \((y_1 = 0.5, y_2 = 0.5)\). The maximum likelihood estimate is \(\hat{\alpha} = 0.785\) and we show both the \(\alpha\) and \(\psi\) scale for the parameter. There are discontinuities in \(\psi\), at \(\alpha = \pm \pi/2\), where \(y_1\) changes from positive to negative. Confidence intervals for \(\alpha\) are only available for a restricted range of confidence levels, (0.24, 0.76). For other confidence levels all values of \(\alpha\) and all values of \(\psi\) are consistent with the data.
distribution for $y$ which is $N(0, 1.41)$; an observation of 6 conveys the inadequacy of the modelling. The marginal distribution for $y$ is also called the prior predictive distribution; the posterior predictive distribution or some modification of it seems to be preferred in the literature. Two recent examples implementing posterior predictive checks are Simoiu et al. (2017) and Hartmann et al. (2017). A formal theory for assessing conflict between the prior and the data is summarized in Evans (2015, Ch. 5). In the application studied in Keele and Quinn (2017), an informative prior for the parameter of interest was required, and sensitivity of the inference to that prior is carefully considered.

A referee questioned what the fiducial approach might suggest in this example. This question highlights one difficulty, that ‘the fiducial approach’ is not very well defined. If the information about $\theta$ is ignored, then the fiducial distribution for $\theta$ is $N(y^0, 1)$. If both the $N(0, 1)$ model for $\theta$ and the $N(\theta, 1)$ model for $y$ are considered to be on equal footing, but with $\theta$ unobserved, then there seems to be no basis for the construction of a fiducial density.

In this example the theory of §4 is not directly helpful, because all the calculations outlined there are valid under the assumption that the model for $y$, given $\theta$ is correct. However the general principle of using diagnostic plots or calculations to check the assumptions continues to apply, no matter how the inference is conducted. In a setting where there is an asymptotic theory in $n$, one might expect that a large discrepancy between the conventional normal approximation and a higher order approximation sheds doubt on the validity of the model. We are not aware however of any work that has succeeded in demonstrating a general result along these lines. Typically even the first order approximation is dependent on the correctness of the model, although exceptions to this are discussed in Ogden (2017), where conditions on approximation likelihoods are given that ensure standard first order theory continues to be valid.

5.3. \textit{D: Neyman-Scott problem.} This is an exponential model, with $n$ nuisance parameters and a scalar parameter of interest, $\psi = \sigma^2$. The canonical parameter is

$$\varphi = (\frac{\mu_1}{\sigma^2}, \ldots, \frac{\mu_n}{\sigma^2}, \frac{1}{\sigma^2})$$

and the canonical variable is

$$\{\bar{y}_1, \ldots, \bar{y}_n, \sum_{i=1}^{n} (y_{i1}^2 + y_{i2}^2)\}.$$
Figure 4. Conditional likelihood function for $\theta$, given $y = 6$ (top). Individual likelihood functions (bottom) show the incompatibility of this with both the prior and the model.

The saddlepoint density approximation (5) leads to an expression equivalent to deriving inference from the marginal density of $s^2 = \Sigma_i(y_{i1} - y_{i2})^2$, which is $2\sigma^2 \chi^2_n$. The method of marginalizing along an ancillary contour for fixed $\sigma$ sketched in §4.3 is equivalent in this example to eliminating the nuisance parameters $\mu_i$ by marginalizing over the distribution of $\bar{y}_i$. The saddlepoint approximation is not needed as the exact distribution for $s^2$ is readily available, but if used, the information correction term in (5) gives the correct degrees of freedom adjustment for inference about $\sigma^2$ (Cox and Reid, 1987). Use of the usual likelihood methods based on the profile log-likelihood function in this example leads to an inconsistent estimator of $\sigma^2$. Although in principle the higher order theory does not apply to the setting with increasing numbers of nuisance parameters, the methodology that it provides for eliminating nuisance parameters does lead to the correct solution. It is a feature of the approximations that the elimination of nuisance parameters in examples where there is an exact conditional or marginal density for the parameter of interest is a close approximation to this exact density, even with increasing numbers of parameters; see for example Sartori (2003).

This example is also discussed in Hjort and Schweder (2016, §4.4), where the pivotal quantity $\Sigma_i(y_{i1} - y_{i2})^2/(2\sigma^2)$ is deduced from the form of the profile log-likelihood function. With this choice of pivotal quantity the con-
fiducial density is the same as the fiducial density. As noted above any joint fiducial distribution for the vector parameter \((\mu_1, \ldots, \mu_n, \sigma)\) cannot be marginalized to a valid marginal fiducial distribution. A historical survey of this discussion is provided in Hjort and Schweder (2016, Ch. 6). A Bayesian approach to this example is discussed in Ghosh (2011, Ex. 3), where it is shown that the improper prior for location-scale models \(d\mu_1 \ldots d\mu_n d\sigma/\sigma\) leads again to the same solution based on the \(\chi_n^2\) distribution, but the posterior based on Jeffreys’ prior leads to inconsistent inference for \(\sigma^2\). Ghosh (2011) motivates the location-scale prior as a two-group reference prior.

5.4. \(E:\) Curved parameter of interest. This example is due to Stein (1959), and is a simple illustration that using a flat prior for \(\mu\) gives a posterior marginal distribution for the parameter of interest \(\psi = ||\mu||^2\) that is far from calibrated; see for example Cox and Hinkley (1974, p.383). It has also been discussed as an example where the fiducial argument fails, as there seems to be no obvious single pivotal quantity for \(\psi\) from exact calculations.

The model is an exponential family with canonical parameter \(\mu\) and variable \(y\). Following the development of §4.4, the density measuring \(\psi\) is on the line in the sample space where the nuisance parameter estimate is constant, \(\hat{\lambda}_\psi = \hat{\lambda}_\psi^0\). The easiest version of the nuisance parameter for the calculations is \(\lambda = \mu/||\mu||\), so that \(\mu_i = \psi^{1/2} \lambda_i\), \(\hat{\lambda}_{i,\psi} = \psi^{1/2} y_i/||y||\), and the line \(L_\psi^0\) goes through \(y^0\) and \(\psi^{1/2} y^0/||y^0||\). Integration to this line is marginalization over the sphere through \(y^0\) with radius \(\psi\). The inference summaries \(p(\psi)\) and \(\ell(\psi)\) are then given by (7) and (8). In a slightly different setting, where \(y_i \sim N(0, 1/n), i = 1, \ldots, k\), Reid and Sun (2010) show that the normal approximation to \(r_{\psi}^*\) is very close to the exact distribution of \(n||y||^2\), which is a non-central \(\chi_k^2\) distribution with noncentrality parameter \(n\psi^2\), even for very small values of \(n\) and large values of \(k\). In this version of the problem this exact distribution can be recovered in a Bayesian argument by using a matching prior for \(\psi\); the prior \(\pi(\mu) \propto ||\mu||^{-(k-1)}\) is both a probability matching prior and a reference prior (Datta and Ghosh, 1995). This prior will not be a matching prior for any other function of \(\mu\); it is necessary to target the prior on the parameter of interest.

Nearly all applications of Bayesian models in complex applied settings involve marginalization of a joint posterior to construct inference about one or more parameters of interest. While the Stein example may be an extreme case, it seems plausible that some version of this could apply in other settings, unless the prior is effectively swamped by the data. Tak et al. (2017) explicitly check the frequentist coverage of their posterior intervals in simulations, but this does seem to be the exception.
5.5. *F: Cosine regression.* This model has a scalar parameter and an \(n\)-dimensional variable \(y\) and the log-likelihood function can be multi-modal. To reduce from the dimension of the data to that of the parameter using the approximate conditioning described in §4.1, we compute the inference direction \(v\),

\[
v = \left\{ \frac{\partial}{\partial \theta} \cos(\theta x_1), \ldots, \frac{\partial}{\partial \theta} \cos(\theta x_n) \right\}^T |_{(y^0, \hat{\theta}^0)} = -\left\{ x_1 \sin(\hat{\theta}^0 x_1), \ldots, x_n \sin(\hat{\theta}^0 x_n) \right\}^T.
\]

The tangent exponential model for the standardized direction \(v^T / ||v||\) is normal with variance one and mean

\[
\mu(\theta) = (v^T / ||v||) \{\cos(\theta x_1), \ldots, \cos(\theta x_n)\}^T.
\]

This has likelihood function \(L(\mu) = \phi((v^T / ||v||) y - \mu)\) and significance function

\[
p(\mu) = \Phi((v^T / ||v||) y - \mu);
\]

\(\mu\) is the canonical parameter for this exponential family.

An example of a log-likelihood function with equally spaced values of \(x\) on \((0, 1)\) is illustrated in Figure 5 (left). Removing the interval constraint, here by letting \(x_i = i\), gives an oscillating log-likelihood function supporting disjoint intervals for values of \(\theta\), as described in Cox and Hinkley (1974, Ch. 7.5). Cox (2006, Ex. 7.4) considers a related time-series regression problem, showing that the usual asymptotic theory for likelihood inference does not apply to the estimation of \(\theta\) in the context of Figure 5 (right). This example has some similarities to the ratio problem of examples A and B in that inference for the given parameter of interest does not lead to a series of nested confidence intervals, but there is a parametrization in which this can be attained. However in this case the parametrization seems more difficult to interpret.

In a Bayesian approach a \(U(0, 2\pi)\) prior on \(\theta\) may well be viewed as non-informative; under this prior the posterior and log-likelihood function have the same behaviour, and the construction of posterior quantiles for \(\theta\) would lead to the same anomalies as standard likelihood inference. An informative prior for \(\theta\) could in principle smooth out the oscillations in the likelihood, at the expense of injecting a lot of information into the solution. To construct a confidence distribution, or a fiducial distribution, requires specification of a pivotal quantity by some means; the most direct pivotal quantity is the residual sum of squares, but this is equivalent to the log-likelihood function and will lead to the same difficulties. A very similar log-likelihood function arises in a much more complex model described in Tak et al. (2017), where
Figure 5. Cosine Regression (example F). Plots of log-likelihood function (top) and significance function against $\theta$ (middle) and against $\mu$ (bottom) for $n = 10$, $\theta_0 = 1$, with $x_i = i/n$ (left); $x_i = i$ (right).
the profile log-likelihood is used for the parameter of interest, which is a
time delay in a polynomial regression.

5.6. G: Random numbers. The decimal digits are \(x_1, \ldots, x_n\) and we
define \(y_0, \ldots, y_9\) to be the number of 0’s, \ldots, 9’s. The hypothesis to be assessed
is that the marginal distribution of the \(y_0, \ldots, y_9\) is consistent with the digit
vector \((x_1, \ldots, x_n)\) having a uniform distribution on \(S = \{0, 1, \ldots, 9\}^n\).
Under the uniform distribution the vector \(y = (y_0, \ldots, y_9)\) has a multino-
momial distribution \((n; 1/10, \ldots, 1/10)\) with expected value \((4.5, \ldots, 4.5)\). We
embed this in an exponential model based on the Poisson distribution with
canonical parameter \(\varphi = (\log p_0, \ldots, \log p_9)\); conditioning on \(\Sigma y_i = n\) recov-
er the multinomial distribution. The parameter of interest in this model
is a vector, so we consider a directional test as developed in Davison et al.
(2014) and Fraser et al. (2016).
The starting point is the saddlepoint approximation of (5)

\[
h(y; \varphi)dy = \frac{e^{k/n}}{(2\pi)^{10/2}} e^{\ell - \hat{\ell}} |j|^{-1/2} dy,
\]
with \(\ell(\varphi; y) = \{\varphi_0 y_0 - \log \varphi_0, \ldots, \varphi_9 y_9 - \log \varphi_9\}\); the domain for the model
is \(S^* = (-.5, \ldots, 9.5)^9 \cap \{\sum y_i = n\}\). As in Davison et al. (2014) we measure
the discrepancy of \(y\) from its expected value conditional on the direction of
departure. We compute the \(p\)-value using the squared length \(s^2 = \sum (y_i -
4.5)^2\), integrating from the origin along the vector \((y_0 - 4.5, \ldots, y_9 - 4.5)^T\) to
the boundary point where some coordinate attains the maximum possible
absolute value 4.5. Denoting the squared length of this boundary point by
\((s^b)^2\) the directional \(p\)-value is

\[
p^0 = \int_0^{s^b} s^9 e^{\ell - \hat{\ell}} |j|^{-1/2} ds / \int_0^{s^b} s^9 e^{\ell - \hat{\ell}} |j|^{-1/2} ds.
\]

Further calculation shows that the \(p\)-value is the same as that obtained using
the chi-squared test of fit of the uniform multinomial distribution. Although
it is based on the squared length of the vector, any other departure measure
in the same vector direction will lead to the same \(p\)-value.
Specific types of departure from the uniform are not addressed by the di-
rectional approach. It is likely that careful construction of pivotal quantities
tailored to a particular departure could be used for the development of a
confidence distribution or a fiducial probability, but there seems to be no
driving principle that could guide this.
5.7. **H: The role of physical randomization.** We interpret physical randomization to refer to the random allocation of treatments to experimental units in a designed experiment, or to the selection of units for measurement in a sample survey. While the modelling aspects of randomization introduce some symmetries into the model that are exploited in randomization inference, using these model properties to derive a significance function for a parameter does not seem to be available using the methods we have outlined. In simple cases where there is an identified parameter, for example an additive treatment effect, it may be possible to construct a nested set of confidence intervals from the randomization distribution, as suggested for example in Hjort and Schweder (2016, §11.6), which would provide a confidence distribution for that parameter.

6. **Discussion.** As David Cox has stated, the questions he proposed are simplified in order to bring out some essential issues, and the issue is not so much whether an answer can be obtained, as whether theories of inference can address these issues. We have emphasized the approach to significance functions developed through higher order approximations, as this seems to give a principled approach to both to the elimination of nuisance parameters, and to defining a quantity, \( r^∗_ψ \), that can be used to assess individual parameters in light of the data which is pivotal, at least to a high order of approximation.

Several examples closer to the practice of statistics are discussed in Brazzale et al. (2007) and Fraser et al. (2009). As one example, the latter paper treats the transformed regression model of Box and Cox (1964), with independent observations \( y^λ_i = w + \beta x_i + \epsilon_i \), where \( \epsilon_i \) is assumed to follow a \( N(0, \sigma^2) \) distribution. The inference directions form an \( n \times 4 \) matrix with \( i \)th row

\[
V_i = \left( \frac{\partial}{\partial \theta} \right) (\alpha + \beta x_i + \sigma z)^{1/\lambda} \bigg|_{(y, \hat{\theta})} = \frac{y_i}{\lambda y_i^\lambda}(1, x_i, \hat{z}_i, -y_i^{\hat{\lambda}} \log y_i),
\]

where \( \theta = (\alpha, \beta, \sigma, \lambda) \) and \( \hat{z}_i = \hat{\sigma}^{-1}(y_i^{\hat{\lambda}} - \hat{\alpha} - \hat{\beta} x_i) \). Differentiating the log-likelihood in the directions \( V \) gives the canonical parameter

\[
\varphi^T = \Sigma_i \{-\lambda y_i^{\lambda-1}(y_i^{\hat{\lambda}} - \hat{\alpha} - \hat{\beta} x_i)/\sigma^2 + (\lambda - 1) y_i^{-1}\} V_i.
\]

Numerical work presented in Fraser et al. (2009, §6) show that the \( p \)-value function computed using (7) is very accurate for several different parameters in the model.

The development of the approximate \( p \)-value function, and particularly the requirement of monotonicity, highlights the role of the parametrization of
the model. Examples A, B and F feature non-monotonicity that raises issues of interpretation. The importance of a theory concerning parametrization of statistical models has been emphasized by McCullagh (2002), but there seems to be little else on this point in the literature. Perhaps the theory of significance functions can be used as a diagnostic to alert the user to potential problems with a given model parametrization.

The examples D and E involving several nuisance parameters highlight the failure of likelihood or Bayesian methods that are not specifically targeted on the parameter of interest. In these problems the asymptotic theory outlined here seems satisfactory; it effectively eliminates the nuisance parameters as part of the development of a measure for the parameter of interest, and for example E, shows what the Bayesian prior will need to be in order that the resulting inference be calibrated in a frequency sense. The necessity for targeting parameters of interest in the development of non-informative, or reference, priors, is well-known in the theoretical literature but seems to have had less impact on applications.

Asymptotic theory is often argued to be of limited importance for practical applications either because the sample size is sufficiently large that refined approximations are not seen to be necessary, or because the models are sufficiently tentative that achieving very precise inference under the model is not very important for the application at hand. For the former, it does often seem to be the case that the number of parameters, or the model complexity, increases with the sample size, and examples D and E are reminders of the difficulties that this can create. When there are several parameters of interest the construction of confidence distributions or significance functions treats each parameter separately. In some settings the vector approach described in §4.5 and illustrated in example G may be useful. Posterior inference for each parameter of interest in turn is readily implemented in a Bayesian approach, but will only be calibrated if the prior is adapted for each calculation (Fraser et al., 2016).

If the schools of thought are indeed to be best friends forever they can of course reasonably share a commitment to finding ultimate resolutions. In a Bayesian approach this seems to require a commitment to ensuring, or assessing, calibration of the resulting inference, at least to some order of approximation. The confidence distribution approach takes as its starting point essentially a nested set of confidence intervals, but is somewhat agnostic about what method is used for this. Our approach to significance functions emphasizes the role of higher order asymptotics in determining this starting point. In very complex models for applications of the type that feature in this journal, it must be said that a Bayesian approach often
seems conceptually simpler, if computationally demanding. The simple but challenging examples presented by David Cox serve as a useful caution to reliance on simple solutions.
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