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ABSTRACT. We establish analogues of the geometric Pitman $2M - X$ theorem of Matsumoto and Yor and of the classical Dufresne identity, for a multiplicative random walk on positive definite matrices with Beta type II distributed increments. The Dufresne type identity provides another example of a stochastic matrix recursion, as considered by Chamayou and Letac (J. Theoret. Probab. 12, 1999), that admits an explicit solution.

1. INTRODUCTION

1.1. BACKGROUND AND LITERATURE. Let $B = (B(t), t \geq 0)$ be a one-dimensional Brownian motion with variance $1/2$ and drift $\alpha \in \mathbb{R}$; namely, $B(t) = W(t)/\sqrt{2} + \alpha t$, where $W(t)$ is a standard one-dimensional Brownian motion. Let

$$
G(t) := e^{2B(t)} , \quad H(t) := \int_0^t G(s) \, ds , \quad t \geq 0 .
$$

Matsumoto and Yor [25] proved that

$$
D(t) := G(t)H(t)^{-2} , \quad t > 0 ,
$$

is a diffusion process, in its own filtration, with an explicit infinitesimal generator.

This result is related to the celebrated Pitman $2M - X$ theorem [34, 36], which states that, setting

$$
\mathcal{D}(t) := 2\left( \sup_{0 \leq s \leq t} B(s) \right) - B(t) , \quad t \geq 0 ,
$$

the process $(\mathcal{D}(2t), t \geq 0)$ is Markov and equals in law the three-dimensional Bessel process, started at zero, with drift $2|\alpha|$. The process $D$ can be regarded as a ‘geometric lifting’ of $\mathcal{D}$. Indeed, the scaling property of Brownian motion and a Laplace approximation argument yield that the process $\left(-\frac{1}{2} \log D\left(\frac{t}{\varepsilon}\right), t > 0\right)$, constructed starting from a Brownian motion $B$ with drift $\varepsilon\alpha$, converges weakly to the process $(\mathcal{D}(t), t > 0)$ as $\varepsilon \downarrow 0$.
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A related theorem, usually referred to as Dufresne identity, states that, if $B$ has drift $-\alpha/2$, with $\alpha > 0$, then the random variable

$$\lim_{t \to \infty} H(t) = \int_0^\infty G(s) \, ds = \int_0^\infty e^{\sqrt{2}W(s)-\alpha s} \, ds$$

(1.2)

is finite and has the inverse gamma distribution with parameter $\alpha$. This result has been discovered simultaneously by Dufresne [9], in a financial context, and by Bouchaud, Comtet, Georges and Le Doussal [2], in a physical context.

Rider and Valkó [35] proved a matrix version of the Dufresne identity (1.2) and introduced matrix-valued diffusions that generalise (1.1). More precisely, let now $B(t)$ be a $d \times d$ matrix-valued process whose entries evolve as independent one-dimensional Brownian motions with variance $1/2$ and drift $\alpha$. Let $\mathcal{P}_d$ be the space of $d \times d$ positive definite real symmetric matrices. Then, following [31, Section 2.9], a GL$_d$-invariant Brownian motion on $\mathcal{P}_d$ with drift $\alpha$ may be constructed as the process $G = M^TM$, where $M$ solves the Stratonovich SDE $\partial_t M(t) = (\partial_t B(t)) M(t)$. It was proved in [35] that, when $|\alpha| > \frac{d-1}{2}$, the process

$$D(t) := H(t)^{-1} G(t) H(t)^{-1}, \quad t > 0,$$

(1.3)

is a diffusion in $\mathcal{P}_d$, where

$$H(t) := \int_0^t G(s) \, ds, \quad t \geq 0.$$  

(1.4)

This result was extended to arbitrary $\alpha \in \mathbb{R}$ in [31].

Moreover, it was shown in [35] that, if $G$ has drift $-\alpha/2$, with $\alpha > \frac{d-1}{2}$, then the $d \times d$ random matrix $\lim_{t \to \infty} H(t)$ has the inverse Wishart distribution with parameter $\alpha$ (as defined in Section 3.3). Clearly, in the case $d = 1$, the results of [35, 31] reduce to the aforementioned scalar versions. In the physics literature, variations of this matrix Dufresne identity were studied in [15], in the context of wave scattering in complex media, and in [13], in the context of fermions in a Morse potential.

1.2. CONTRIBUTIONS OF THIS WORK. In this article, we establish analogues of the above results for a certain class of random walks on the space of positive definite matrices. More precisely, we consider a GL$_d$-invariant multiplicative random walk $R$ on $\mathcal{P}_d$, which may be defined as follows. Given a (possibly random) initial state $R(0)$ in $\mathcal{P}_d$ and a sequence $(X(n), n \geq 1)$ of i.i.d. and orthogonally invariant random matrices in $\mathcal{P}_d$, we define recursively

$$R(n) = R(n-1)^{1/2} X(n) R(n-1)^{1/2},$$

(1.5)
where, for $x \in \mathcal{P}_d$, $x^{1/2}$ denotes the only matrix $b \in \mathcal{P}_d$ such that $bb = x$. We also consider the running sum of $R$:

$$A(n) := \sum_{k=0}^{n} R(k), \quad n \geq 0,$$

which may be viewed as a discrete-time analogue of (1.4). Then, we define a discrete-time version of (1.3) by setting

$$S(n) := A(n-1)^{-1} R(n) A(n)^{-1}, \quad n \geq 1.$$

The first main result of this work is that the process $S = (S(n), n \geq 1)$ has the Markov property for a certain choice of the law of the random walk $R$ (see Theorem 4.2 for a more precise statement). This may be seen as a discrete-time matrix analogue of the Matsumoto-Yor theorem.

**Theorem 1.1.** If the initial state $R(0)$ of the random walk has the inverse Wishart distribution of parameter $\beta$ and its increments $X(n)$ have the matrix Beta type II distribution (as defined in Section 3.3) of parameters $\alpha$ and $\beta$, then $S = (S(n), n \geq 1)$ is a Markov process in its own filtration with an explicit transition kernel.

To prove Theorem 1.1, we use a classical criterion (reviewed in Appendix D) for a function of a Markov process to be Markov itself. Notice that $S(n)$ is a (deterministic) function of $(R(n), A(n))$ and that the pair $(R, A)$ has a Markov evolution. The key step in the proof is to establish an intertwining relation: we show that there exists a Markov kernel $Q$ such that $K\Pi = QK$, where $\Pi$ is the transition kernel of $(R, A)$ and $K$ is the intertwining kernel, which encodes the conditional distribution of $(R, A)$ given $S$ (see Corollary 4.6). This essentially implies that $S$ is Markov with transition kernel $Q$.

We stress that Theorem 1.1 appears to be new even in the $d = 1$ case. In fact, to arrive at the assumptions of Theorem 1.1 and thus, ultimately, at the intertwining relation, we started from some computations and considerations in the scalar case. These are based on the integrability of a random polymer model with inverse gamma weights, studied in [7] by means of a geometric Robinson-Schensted-Knuth dynamics. In particular, the Beta type II random walk of Theorem 1.1 arises, essentially, as a ratio of two random walks with inverse gamma increments, see equation (2.3). As we believe that one might both draw motivation and gain insight from these preliminary considerations, we have included an outline of them in Section 2.

Our second main result is the following discrete-time matrix analogue of the Dufresne identity (see Theorem 4.10 for a more precise statement).

**Theorem 1.2.** Under the hypotheses of Theorem 1.1 and the additional condition $\beta - \alpha > \frac{d-1}{2}$, the limit $\lim_{n \to \infty} A(n)$ exists a.s. and has the inverse Wishart distribution with parameter $\beta - \alpha$. 

3
We prove this as a consequence of the intertwining relation mentioned above. Essentially, the limiting distribution of $A(n)$ is given by the intertwining kernel $K(s; \cdot)$ in the limit as $s \to 0$.

Let us recall that one of the standard proofs of the classical Dufresne identity (1.2) (see e.g. [2]) relies on constructing a modification of the process $H = (H(t), t \geq 0)$, which has the same fixed-time marginal distributions. One can show that this auxiliary process is a diffusion (even though $H$ is not!), for which the inverse gamma distribution is stationary. By letting $t \to \infty$, one obtains the desired distributional identity for $H$. Close in spirit to this approach, we provide an alternative proof of Theorem 1.2 (see Section 5). Let $\xi$ be the matrix-valued Markov process determined by the stochastic recursion

$$
\xi(n) := X(n)^{1/2}(1 + \xi(n-1))X(n)^{1/2}, \quad n \geq 1,
$$

(1.6)

where $(X(n), n \geq 1)$ are i.i.d. Beta type II matrices as above. By using a different realisation (introduced in Proposition 5.1) of the random walk $R$, we show that, whenever $\lim_n A(n)$ is a.s. finite, its distribution can be expressed in terms of the unique stationary distribution of $\xi$. To determine the latter, we are then reduced to solving the stochastic matrix equation

$$
Z \overset{d}{=} X^{1/2}(1 + Z)X^{1/2},
$$

(1.7)

for $Z$, where $X$ has the same distribution as $X(1)$ and is independent of $Z$. This also establishes a connection with the stochastic matrix recursions considered by Chamayou and Letac in [6, Section 6]. The case $d = 1$ of (1.7) dates back to [5, Example 9], see also [10, Remark 1]. We solve (1.7) by using certain properties that relate Wishart and matrix Beta distributions (see e.g. [4, 33]), which may be seen as a matrix generalisation of the so-called ‘beta-gamma algebra’ (see Proposition 5.3).

For $d = 1$, the process defined in (1.6), for general distribution on $X(1)$, is the classical Kesten recursion introduced in [20]. This is of fundamental importance in the study of random walks in random environment [38], among other mathematics and physics applications. One of the salient features of the Kesten recursion is that it has a heavy-tailed limit law [20].

It is worth comparing (1.6) with the matrix stochastic recursion determined by the alternative symmetrisation

$$
\xi'(n) := (1 + \xi'(n-1))^{1/2}X(n)(1 + \xi'(n-1))^{1/2}, \quad n \geq 1.
$$

(1.8)

Although different from $\xi$, the process $\xi'$ has the same stationary distribution (see Corollary 5.6). Gautié, Bouchaud and Le Doussal [13] considered $\xi'$ for more general distributions on $X(1)$ and studied its limit law in the regime when the matrix dimension $d$ grows large, showing that the distribution of the eigenvalues exhibits heavy tails and thus generalising Kesten’s result to the matrix case. They also considered the continuous limit of
the process $\xi'$, which is a diffusion in $\mathcal{P}_d$, finding a version of the matrix Dufresne identity in this setting. Such a diffusion was also discussed briefly in [31, Section 9]. On the other hand, a continuous-time version of the process $\xi$, also a diffusion in $\mathcal{P}_d$, was studied in [35] (see also [31, Section 9]). The former is driven by a $\text{GL}_d$-invariant Brownian motion on $\mathcal{P}_d$, whereas the latter is driven by a different, $\text{O}_d$-invariant, ‘Brownian motion’ on $\mathcal{P}_d$. See e.g. [27] for a detailed explanation on the distinction between these two types of Brownian motion on $\mathcal{P}_d$.

### 1.3. Related Aspects

A question that naturally arises is whether results similar to those presented here may be obtained for matrix random walks with different distributions. Somewhat conversely, it would be interesting to investigate if other matrix distributions have representations in terms of matrix random walks. Notice that other examples of (matrix) stochastic equations have been considered e.g. in [5, 6], which may provide a helpful starting point for answering such questions. In general, most of these equations involve Wishart and Beta type distributions and generalisations of them.

The Matsumoto-Yor and Dufresne theorems are deeply related to the integrability of the semi-discrete Brownian polymer [30]. In the matrix setting, certain interacting diffusions with integrable properties have been studied in [31], in connection with the matrix Dufresne identity of [35]. Analogously, given the results of the present work in the discrete matrix setting, one might wonder about possible integrable matrix analogues of discrete polymer models. In this direction, a system of matrix-valued interacting random walks with inverse Wishart increments, which can be seen as a matrix generalisation of the log-gamma polymer [37], has been recently introduced by the authors in [1].

### 1.4. Organisation of the Article

As a motivation, in Section 2 we discuss some of the results of this article in the scalar $d = 1$ case. In Sections 3, we collect some preliminary notions about measures and random walks on positive definite matrices. In Section 4, we establish the two main results of this work: discrete-time matrix versions of the Matsumoto-Yor theorem and of the Dufresne identity. In Section 5, we discuss the connections with stochastic matrix equations and give another proof of the Dufresne type identity. In Appendix A, we prove the equivalence of various constructions of matrix random walks. Appendix B collects some properties of the Wishart and matrix Beta distributions. Appendix C presents a method for computing Lyapunov exponents of matrix random walks using Cholesky decompositions. Finally, Appendix D reviews the theory of Markov functions.

## 2. Motivation: The scalar case

In [7], a certain Markov dynamics on triangular arrays of positive real numbers, based on the so-called geometric RSK correspondence, was considered. In the particular case where
the triangular arrays consist of only two rows, the dynamics is on three ‘particles’ \((X, Y, Z)\) and is defined as follows. Let \((\mathcal{A}(n), n \geq 1)\) and \((\mathcal{B}(n), n \geq 1)\) be two families of independent inverse gamma random variables with parameters \(\alpha\) and \(\beta\), respectively (for us, the gamma distribution is the continuous distribution on \(\mathbb{R}^+\) with density \( \Gamma(\alpha)^{-1}x^{\alpha-1}e^{-x}\)). Let us fix a (possibly random) initial state \((X(0), Y(0), Z(0))\) in \(\mathbb{R}^3_+\). The particle \(X\) evolves as a multiplicative random walk on \(\mathbb{R}^+_+\) with increments \((\mathcal{B}(n), n \geq 1)\), i.e.,

\[
X(n) := X(n-1)\mathcal{B}(n).
\]

At time \(n\), once \(X\) has been updated, the particles \(Y\) any \(Z\) are updated as follows:

\[
Y(n) := (Y(n-1) + X(n)) \mathcal{A}(n), \quad Z(n) := \frac{Z(n-1) \cdot X(n)Y(n-1)}{X(n-1) \cdot X(n) + Y(n-1)}.
\]

The above equations can be seen as a ‘geometric lifting’ of a transformation of paths introduced in [32] (see also [28, 29]) in a queueing-theoretic context and closely related to the Pitman 2M – X theorem. By induction, one obtains the following closed expression for \(Y\):

\[
Y(n) = Y(0) \prod_{k=1}^{n} \mathcal{A}(k) + X(0) \sum_{k=1}^{n} \left( \prod_{i=1}^{k} \mathcal{B}(i) \right) \left( \prod_{i=k}^{n} \mathcal{A}(i) \right), \quad (2.1)
\]

Choosing the initial conditions \(Y(0) = 0\) and \(X(0) = 1\), \(Y(n)\) takes then the form of the (two-row) partition function of the log-gamma polymer model, whose distribution was a central object of study in [7].

It was proved in [7] that, for a special class of initial distributions for \((X, Y, Z)\), the process \((Y, Z)\) is (autonomously) Markov with an explicit transition kernel. An elementary calculation, based on (2.1) and the fact that \(Y(n)Z(n) = Y(0)Z(0) \prod_{k=1}^{n} \mathcal{A}(k)\mathcal{B}(k)\), shows that the ratio \(Z(n)/Y(n-1)\) takes the form

\[
S(n) := \frac{Z(n)}{Y(n-1)} = \left( \sum_{k=0}^{n-1} R(k) \right)^{-1} R(n) \left( \sum_{k=0}^{n} R(k) \right)^{-1}, \quad n \geq 1, \quad (2.2)
\]

where

\[
R(n) := \frac{X(0)}{Z(0)} \prod_{i=1}^{n} \frac{\mathcal{B}(i)}{\mathcal{A}(i-1)}, \quad n \geq 0, \quad (2.3)
\]

with the convention \(\mathcal{A}(0) := Y(0)/X(0)\).

The process \(S = (S(n), n \geq 1)\) in (2.2) may be seen as a discrete-time version of the Matsumoto-Yor diffusion [11] for the random walk \(R = (R(n), n \geq 0)\); however, \(S\) is not Markov for the whole class of initial distributions for \((X, Y, Z)\) found by [7]. The original motivation for the present article was to find further conditions on \((X(0), Y(0), Z(0))\) that guarantee the Markov property for \(S\).

Define

\[
\varphi(s) := \int_{0}^{\infty} x^{\alpha-\beta} (1 + sx)^{-\alpha} e^{-1/x} \frac{dx}{x}, \quad s > 0. \quad (2.4)
\]
Since $S$ is a function of $(Y, Z)$ and we know from (7) the transition kernel of $(Y, Z)$ explicitly, a few computations (which we omit) show that, if $Z(0) := z$, with $z \in \mathbb{R}_+$, and $(X(0), Y(0))$ is chosen with distribution

\[
\frac{1}{\Gamma(\alpha)} \frac{1}{\varphi(z)} \left( \frac{x}{z} \right)^{\alpha - \beta} y^{-\alpha} \exp \left\{ -\frac{z}{x} \frac{1}{y}(1 + x) \right\} \frac{dx}{x} \frac{dy}{y},
\]

then $S$ has the Markov property and its corresponding transition kernel is

\[
Q(s; d\tilde{s}) := \frac{1}{B(\alpha, \beta)} \varphi(\tilde{s}) \left( \frac{s}{\tilde{s}} \right)^{\alpha} \left( 1 + \frac{s}{\tilde{s}} \right)^{-(\alpha + \beta)} e^{-\tilde{s}} \frac{d\tilde{s}}{\tilde{s}}.
\]

Moreover, using (2.5), the joint distribution of $(X(0)/Z(0), Y(0)/X(0))$ is

\[
\frac{1}{\Gamma(\alpha)} \frac{1}{\varphi(z)} z^{-\alpha} u_1^{-\beta} u_2^{-\alpha} \exp \left\{ -\left( \frac{1}{u_1} + \frac{1}{u_2} + \frac{1}{z u_1 u_2} \right) \right\} \frac{du_1}{u_1} \frac{du_2}{u_2}.
\]

Notice that $\varphi(z) \sim z^{-\alpha} \Gamma(\beta)$ as $z \to \infty$. It is then clear from (2.6) that, under this limit, $X(0)/Z(0)$ and $A(0) := Y(0)/X(0)$ in (2.3) are asymptotically independent inverse gamma variables with parameters $\beta$ and $\alpha$, respectively. In particular, $R$ will have the law of a multiplicative random walk with inverse gamma initial state of parameter $\beta$ and Beta type II independent increments of parameters $\alpha$ and $\beta$ (the Beta type II distribution of parameters $\alpha$ and $\beta$ can be defined as the law of the ratio between a gamma variable of parameter $\alpha$ and another independent gamma variable of parameter $\beta$). To sum up, one arrives at the following result:

**Theorem 2.1.** Let $R = (R(n), n \geq 0)$ be a multiplicative random walk defined as follows: the initial state $R(0)$ has the inverse gamma distribution of parameter $\beta$, and the increments $R(n)/R(n-1)$, $n \geq 1$, are independent random variables with the Beta type II distribution of parameters $\alpha$ and $\beta$. Then, the process $S(n) := (\sum_{k=0}^{n-1} R(k))^{-1} R(n)(\sum_{k=0}^{n} R(k))^{-1}$, $n \geq 1$, is Markov with transition kernel $Q$.

In the next sections, we will consider a matrix generalisation of the above result. In particular, Theorem 2.1 will follow from Theorem 4.2 by taking the matrix dimension to be $d = 1$. We will provide a direct proof via some intertwining relations and the theory of Markov functions. The latter ‘algebraic’ approach is convenient because of the noncommutative nature of the variables involved in the matrix setting.

### 3. Preliminaries

In this section, we present some facts and notations about positive definite matrices and introduce the matrix measures and random walks that we are interested in. For background and details, we refer the reader to [16, 17, 24, 39]. We provide more details on these preliminaries in Appendices A and B.
3.1. Positive definite matrices. Let \( \mathcal{P}_d \) denote the set of all \( d \times d \) real symmetric positive definite matrices. For \( x \in \mathcal{P}_d \), we denote by \( |x| \) the determinant of \( x \) and by \( \text{tr}[x] \) its trace. Any \( x \in \mathcal{P}_d \) has \( d \) (strictly) positive real eigenvalues, so we denote by \( \lambda_{\text{max}}(x) \) and \( \lambda_{\text{min}}(x) \) its maximum and minimum eigenvalues, respectively. For arbitrary \( x, y \in \mathcal{P}_d \), we have:

\[
\begin{align*}
\lambda_{\text{min}}(x) + \lambda_{\text{min}}(y) & \leq \lambda_{\text{min}}(x+y) \leq \lambda_{\text{max}}(x) + \lambda_{\text{max}}(y), \\
\lambda_{\text{min}}(x) \lambda_{\text{min}}(y) & \leq \lambda_{\text{min}}(xy) \leq \lambda_{\text{max}}(xy) \leq \lambda_{\text{max}}(x) \lambda_{\text{max}}(y).
\end{align*}
\]

We will consider \( \mathcal{P}_d \) as equipped with the Borel topology, induced by any norm. Thus, for a sequence \( \{x_n, n \geq 0\} \subset \mathcal{P}_d \), we have: \( x_n \) converges to the zero matrix 0, as \( n \to \infty \), if and only if \( \lambda_{\text{max}}(x_n) \to 0 \) if and only if \( \text{tr}[x_n] \to 0 \). We will say that \( x_n \to \infty \), as \( n \to \infty \), if and only if \( x_n^{-1} \to 0 \) if and only if \( \lambda_{\text{min}}(x_n) \to \infty \).

3.2. Integration on \( \mathcal{P}_d \). Let \( \text{GL}_d \) denote the group of \( d \times d \) invertible matrices. The mapping \( \text{GL}_d \times \mathcal{P}_d \to \mathcal{P}_d, (a, x) \mapsto a^\top x a \), defines an action of \( \text{GL}_d \) on \( \mathcal{P}_d \), where \( a^\top \) denotes the transpose of the matrix \( a \). The \( \text{GL}_d \)-invariant (under the group action) measure \( \mu \) on \( \mathcal{P}_d \) is defined, writing \( x = (x_{ij})_{1 \leq i,j \leq d} \), by

\[
\mu(dx) := |x|^{-(d+1)/2} \prod_{1 \leq i,j \leq d} dx_{ij},
\]

where \( dx_{ij} \) is the Lebesgue measure on \( \mathbb{R} \). The measure \( \mu \) has also the property that, if \( z = x^{-1} \), then \( \mu(dx) = \mu(dz) \).

3.3. Orthogonally invariant distributions. Let \( \mathcal{O}_d \) be the group of \( d \times d \) orthogonal matrices. We say that a random matrix \( X \in \mathcal{P}_d \) (equivalently, its distribution) is \( \mathcal{O}_d \)-invariant if \( k^\top X x \overset{d}{=} X \), for any \( k \in \mathcal{O}_d \), where \( \overset{d}{=} \) denotes equality in distribution.

Below we define some families of probability distributions on \( \mathcal{P}_d \), all of which are \( \mathcal{O}_d \)-invariant: the Wishart and matrix Beta distributions. In Appendix B we collect some important relations between them that we use throughout this work.

Let \( \alpha > \frac{d-1}{2} \) and let \( \Gamma_d(\alpha) \) be the \( d \)-variate gamma function, i.e.

\[
\Gamma_d(\alpha) := \int_{\mathcal{P}_d} |x|^{\alpha} e^{-\text{tr}[x]} \mu(dx) = \pi^{\frac{d(d-1)}{4}} \prod_{k=1}^{d} \Gamma \left( \alpha - \frac{k-1}{2} \right).
\]

We denote by \( W_d(\alpha) \) the \textit{Wishart distribution} on \( \mathcal{P}_d \) with parameter \( \alpha \), defined by

\[
\Gamma_d(\alpha)^{-1} |x|^{\alpha} e^{-\text{tr}[x]} \mu(dx).
\]

We denote by \( IW_d(\alpha) \) the \textit{inverse Wishart distribution} with parameter \( \alpha \), i.e.

\[
\Gamma_d(\alpha)^{-1} |x|^{-\alpha} e^{-\text{tr}[x^{-1}]} \mu(dx).
\]

The distribution \( (3.4) \) is also known as (matrix) \textit{gamma distribution} since, when \( d = 1 \), it defines the (real) gamma distribution with shape parameter \( \alpha \) and scale parameter 1.
For $\alpha > \frac{d-1}{2}$ and $\beta > \frac{d-1}{2}$, let $B_d$ be the $d$-variate beta function
\[
B_d(\alpha, \beta) := \frac{\Gamma_d(\alpha)^\alpha \Gamma_d(\beta)^\beta}{\Gamma_d(\alpha + \beta)} = \int_{P_d} |x|^{\alpha} |I + x|^{-(\alpha + \beta)} \mu(dx), \tag{3.6}
\]
where $I$ is (as always from now on) the $d \times d$ identity matrix. We denote by $I_{B}^d(\alpha, \beta)$ the (matrix) Beta type I distribution on $P_d$ with parameters $\alpha$ and $\beta$, which is
\[
B_d(\alpha, \beta)^{-1}|x|^{\alpha}|I - x|^{\beta-(d+1)/2} \|_{P_d}(I - x) \mu(dx). \tag{3.7}
\]
We denote by $IB_d(\alpha, \beta)$ the (matrix) inverse Beta type I distribution, i.e. the distribution of a matrix $X$ such that $X^{-1}$ has the $B_d(\alpha, \beta)$ distribution. Finally, we denote by $B^I_d(\alpha, \beta)$ the (matrix) Beta type II distribution with parameters $\alpha$ and $\beta$, which is
\[
B_d(\alpha, \beta)^{-1}|x|^{\alpha}|I + x|^{-(\alpha + \beta)} \mu(dx). \tag{3.8}
\]
The latter is also known as (matrix) Beta prime distribution.

3.4. Invariant random walks on $P_d$. We now deal with $GL_d$-invariant multiplicative random walks on positive definite matrices with $O_d$-invariant increments. We provide various constructions, which are suited to our purposes. The equivalence of such constructions is stated in Proposition 3.1, which, to the best of our knowledge, cannot be found in the literature as such; we therefore provide a proof of it in Appendix A. On the other hand, for more comprehensive accounts of the literature on products of random matrices, we refer the reader to standard texts such as [3, 12]; see also [6].

Notice that, for $x, y \in P_d$, the usual matrix product $xy$ has positive eigenvalues, but is not necessarily symmetric, hence it may not belong to $P_d$. We will define a sort of ‘symmetrised product’ that lives in $P_d$, recalling from Section 3.2 that $a^\top x a \in P_d$ for all $x \in P_d$ and $a \in GL_d$. Let $w$ be any measurable function $w: P_d \to GL_d$ such that
\[
x = w(x)^\top w(x) \quad \text{for all } x \in P_d. \tag{3.9}
\]
Notable examples of such functions are:

- the square root function $x \mapsto b$, which maps $x$ to the unique $b \in P_d$ such that $bb = x$ (b is called the square root of $x$ and denoted by $x^{1/2}$);
- the Cholesky function $x \mapsto u$, where $u$ is the unique upper triangular matrix with positive diagonal entries such that $x = u^\top u$ (the latter equality is usually referred to as the Cholesky decomposition of $x$).

For any choice of the function $w$ satisfying (3.9) and for any $y \in P_d$, we may now define a ‘symmetrised product operation’ by $y$ in $P_d$ as
\[
T_y^w: P_d \to P_d, \quad T_y^w(x) := w(y)^\top x w(y), \quad x \in P_d. \tag{3.10}
\]
Let $Y = \{Y(n), n \geq 0\}$ be a (not necessarily time-homogeneous) Markov process in $P_d$. We will say that $Y$ is $GL_d$-invariant if, for every $n$, the time-$n$ transition kernel of
the process \((a^\top Y(n)a, n \geq 0)\) does not depend on the choice of \(a \in \text{GL}_d\) (the initial distribution may, however, depend on \(a\)). In Appendix A we will prove:

**Proposition 3.1.** Let \((X(n), n \geq 1)\) be a family of independent and \(\mathcal{O}_d\)-invariant random matrices in \(\mathcal{P}_d\) and let \(M\) be any random matrix in \(\mathcal{P}_d\) that is independent of \((X(n), n \geq 1)\). Define \(R_1^w = (R_1^w(n), n \geq 0)\) and \(R_2^w = (R_2^w(n), n \geq 0)\) by

\[
\begin{align*}
R_1^w(n) &:= T_{R_1^w(n-1)}^w(X(n)), \quad n \geq 1, \quad \text{with} \quad R_1^w(0) := M, \quad (3.11) \\
R_2^w(n) &:= T_M^w \circ T_{X(1)}^w \circ \cdots \circ T_{X(n)}^w(1), \quad n \geq 0. \quad (3.12)
\end{align*}
\]

Then, \(R_1^w\) and \(R_2^w\) are \(\text{GL}_d\)-invariant Markov processes with the same law. Moreover, their law is the same for any choice of the function \(w\) satisfying (3.9).

**Remark 3.2.** Notice that \(R_2^w\) has a closed form, while \(R_1^w\), in general, does not. For instance, if \(w\) is the square root function \(w(x) := x^{1/2}\), then the processes \(R_1^w\) and \(R_2^w\) are given by

\[
\begin{align*}
R_1^w(n) &:= R_1^w(n-1)^{1/2}X(n)R_2^w(n-1)^{1/2}, \quad n \geq 1, \quad \text{with} \quad R_1^w(0) := M, \\
R_2^w(n) &:= M^{1/2}X(1)^{1/2} \cdots X(n-1)^{1/2}X(n)X(n-1)^{1/2} \cdots X(1)^{1/2}M^{1/2}, \quad n \geq 0.
\end{align*}
\]

**Remark 3.3.** In the commutative case \(d = 1\), no matter the choice of \(w\), we have

\[R_1^w(n) = R_2^w(n) = M \cdot X(1) \cdots X(n).\]

Throughout this article, a \(\text{GL}_d\)-invariant random walk on \(\mathcal{P}_d\) with initial state \(M\) and increments \((X(n), n \geq 1)\) will be referred to as any stochastic process whose law is determined by Proposition 3.1. Each of the two basic constructions, (3.11) and (3.12), can be based on any multiplication operation of type (3.10) and thus, ultimately, on any function \(w\) satisfying (3.9). In the special case in which \(w\) is the Cholesky function, the Markov processes \(R_1^w\) and \(R_2^w\) are not only identical in law, but even almost surely; this fact can be easily verified by induction, using the uniqueness of the Cholesky decomposition.

All the results of Sections 4 and 5 are of a distributional nature, hence they hold for any of the constructions of Proposition 3.1. Only the proof methods of Section 5, where the connection with stochastic matrix recursions is discussed, will be explicitly based on the second construction \(R_2^w\). Finally, in Appendix C some explicit computations of so-called Lyapunov exponents simplify greatly when using the Cholesky function, even though the results we present do hold in full generality.

**4. Main results**

In this section, we establish a Matsumoto-Yor type theorem for a multiplicative random walk on \(\mathcal{P}_d\) with Beta type II distributed increments (Theorem 4.2) and also prove an analogue of the classical Dufresne identity (Theorem 4.10).
Throughout, we consider kernels between measurable spaces, which can be equivalently viewed as integral operators. We refer to Appendix D for standard notions and notational conventions about kernels. The spaces we consider will be usually (subsets of) $\mathcal{P}_d^n$, the $n$-ary cartesian power of $\mathcal{P}_d$, with their Borel sigma-algebras. We denote by $\delta(x;dy)$ the Dirac measure at $x$.

4.1. MATSUMOTO-YOR TYPE THEOREM. Let $\alpha > \frac{d-1}{2}$ and $\beta > \frac{d-1}{2}$. Let $(X(n), n \geq 1)$ be a family of independent and identically distributed (i.i.d.) random matrices in $\mathcal{P}_d$ with the Beta type II distribution $B_{II}^{d} (\alpha, \beta)$.

Consider a $GL_d$-invariant random walk $R = (R(n), n \geq 0)$ on $\mathcal{P}_d$ with increments $(X(n), n \geq 1)$ and initial state $R(0)$, independent of $(X(n), n \geq 1)$ and with the inverse Wishart $IW_d(\beta)$ distribution. The transition kernel of $R$ will then be

$$P(r; d\tilde{r}) := B_d(\alpha, \beta)^{-1} |r^{-1} \tilde{r}|^\alpha \left[I + r^{-1} \tilde{r} \right]^{-1}(\alpha+\beta) \mu(d\tilde{r}), \quad r, \tilde{r} \in \mathcal{P}_d. \quad (4.1)$$

Define also the sub-Markov (or killed) kernel

$$Q(s; d\tilde{s}) := P(s; d\tilde{s}) e^{-tr(\tilde{s})}, \quad s, \tilde{s} \in \mathcal{P}_d. \quad (4.2)$$

Consider now the running sum of $R$, i.e.

$$A(n) := \sum_{k=0}^{n} R(k), \quad n \geq 0, \quad (4.3)$$

and define, in analogy to (2.2), the ‘Matsumoto-Yor type process’

$$S(n) := A(n-1)^{-1} R(n) A(n)^{-1}, \quad n \geq 1. \quad (4.4)$$

The first main result of this work (see Theorem 1.1 below) states that the process $S = (S(n), n \geq 1)$ is Markov.

We first need to define additional kernels, whose interpretation in terms of $R, A$ and $S$ will be shortly given in Remark 4.3

$$k(s; da) := |a|^{|\alpha-\beta| \left[ I + sa \right]^{-\alpha}} e^{-tr(a^{-1})} \mu(da), \quad s, a \in \mathcal{P}_d, \quad (4.5)$$

$$K(s; dr da) := k(s; da) \delta(a(s^{-1} + a)^{-1} a; dr), \quad s, r, a \in \mathcal{P}_d. \quad (4.6)$$

Their (common) normalisation

$$\varphi(s) := \int_{\mathcal{P}_d} k(s; da) = \int_{\mathcal{P}_d} K(s; dr da) \quad (4.7)$$

is finite for any $s \in \mathcal{P}_d$ and reduces to (2.4) in the case $d = 1$.

**Remark 4.1.** The integral $\varphi$ is actually finite under the more general hypotheses $\alpha \in \mathbb{R}$ and $\beta > \frac{d-1}{2}$. In fact, for any such choice of parameters, we have

$$\varphi(s) = |s|^{|\beta-\alpha} \Psi(\beta, \beta - \alpha + (d + 1)/2; s),$$
where \( \Psi \) is the confluent hypergeometric function of type II of matrix argument (see [16, Definition 1.6.3]). Moreover, we can write
\[
\phi(s) = |s|^\frac{1}{2} (\beta - \alpha - \frac{d+1}{2}) e^{\frac{1}{2} \text{tr}[s]} W_{\frac{d+1}{2} - \frac{1}{2} \alpha} \beta (s),
\]
where \( W \) is the classical Whittaker function of matrix argument (see [24, Section 5.2.5]).

We now define the following modifications of the kernels \( K \) and \( Q \):
\[
\overline{K}(s; d s) := \frac{1}{\phi(s)} K(s; d s), \quad \overline{Q}(s; d s) := \frac{\phi(s)}{\phi(s)} Q(s; d s). \tag{4.8}
\]
By (4.7), \( K \) is simply the normalised version of \( K\). On the other hand, \( \overline{Q} \) will turn out to be also Markov (in fact, by Corollary 4.5 below, \( \overline{Q} \) will be the Doob transform of the sub-Markov kernel \( Q \) through the \( Q \)-harmonic function \( \phi \)).

Finally, define the measure
\[
\eta(d s) := B_d(\alpha, \beta)^{-1} \Gamma_d(\beta)^{-1} \phi(s) |s|^{\alpha} e^{-\text{tr}[s]} \mu(d s). \tag{4.9}
\]
It is not difficult to check that the density of \( \eta \) with respect to \( \mu \) is the pointwise limit of the density of \( \overline{Q}(s; \cdot) \) as \( s \to \infty \). We will show in Lemma 4.7 that there is no loss of probability mass under this limiting procedure.

**Theorem 4.2.** The process \( S = (S(n), n \geq 1) \) defined in (4.4) is a time-homogeneous Markov process (in its own filtration) in \( \mathcal{P}_d \) with initial distribution \( \eta \) and transition kernel \( \overline{Q} \). Moreover, for any bounded measurable function \( f : \mathcal{P}_d^2 \to \mathbb{R} \) and \( n \geq 1 \), we have
\[
E \left[ f(R(n), A(n)) \mid S(1), \ldots, S(n-1), S(n) \right] = \overline{K} f(S(n)) \quad \text{a.s.} \tag{4.10}
\]

**Remark 4.3.** Essentially, (4.10) states that \( \overline{K} \) should be interpreted as the conditional distribution of \((R(n), A(n))\) given \( S(n) \), for any \( n \geq 1 \).

We will establish Theorem 4.2 via a classical criterion (reviewed in Appendix D) for a function of a Markov process to be Markov itself. Using (4.3) and (4.4), the process \( S \) may be written as
\[
S(n) = \phi(R(n), A(n)), \quad n \geq 1, \tag{4.11}
\]
where \( \phi \) is the function
\[
\phi : D \to \mathcal{P}_d, \quad \phi(r, a) := (a - r)^{-1} ra^{-1} \tag{4.12}
\]
on the domain \( D := \{(r, a) \in \mathcal{P}_d^2 : a - r \in \mathcal{P}_d \} \). Notice that \((R(n), A(n)), n \geq 0)\) is a Markov process in \( \mathcal{P}_d^2 \) with transition kernel
\[
\Pi(r, a; d \bar{r} d \bar{a}) := P(r; d \bar{r}) \delta(a + \bar{r}; d \bar{a}) \tag{4.13}
\]
and initial distribution
\[
\lambda(d r d a) := \Gamma_d(\beta)^{-1} |a|^{-\beta} e^{-\text{tr}[a^{-1}]} \mu(d a) \delta(a; d r), \tag{4.14}
\]
since \( A(0) = R(0) \sim IW_d(\beta) \). The key step in the proof is to establish an \textit{intertwining relation} between the kernels \( \Pi \) and \( Q \) through the ‘intertwining kernel’ \( K \):

\textbf{Proposition 4.4.} \textit{The following intertwining relation holds:}

\[ K \Pi = Q K, \tag{4.15} \]

where both sides are kernels from \( \mathcal{P}_d \) to \( \mathcal{P}^2_d \).

\textit{Proof.} The proof is by direct calculation of both sides of (4.15). Using (4.6) and (4.13), for any bounded measurable function \( f \) on \( \mathcal{P}^2_d \) we have

\[ K \Pi f(s) = \int_{\mathcal{P}^2_d} K(s;dr \, da) \int_{\mathcal{P}^2_d} \Pi(\tau, a; d\tau \, d\bar{a}) f(\bar{\tau}, \bar{a}) \]

\[ = \int_{\mathcal{P}_d} K(s; da) \int_{\mathcal{P}_d} Q(a(s^{-1} + a)^{-1}; d\bar{a}) f(\bar{a}, \alpha + \bar{\tau}). \]

Note that both kernels \( k \) and \( P \) are absolutely continuous with respect to the reference measure \( \mu \). Thus, writing the corresponding densities and interchanging the order of integration, we have

\[ K \Pi f(s) = B_d(\alpha, \beta)^{-1} \int_{\mathcal{P}_d} \mu(\bar{d} \bar{r}) \int_{\mathcal{P}_d} \mu(da) |a|^{\alpha - 1} |I + sa|^{-\alpha} e^{-\text{tr}(a^{-1})} \]

\[ |a^{-1}(s^{-1} + a)a^{-1}\bar{r}|^\alpha |I + a^{-1}(s^{-1} + a)a^{-1}\bar{r}|^{-(\alpha + \beta)} f(\bar{r}, a + \bar{\tau}). \]

Substituting the variable \( a \) with \( \bar{a} := a + \bar{\tau} \in \mathcal{P}_d \) and using the fact that

\[ |a|^{(d+1)/2} \mu(da) = |\bar{a}|^{(d+1)/2} \mu(\bar{d} \bar{a}), \]

after some algebraic manipulations we obtain

\[ K \Pi f(s) = B_d(\alpha, \beta)^{-1} |s|^\beta \int_{\mathcal{P}_d} \mu(\bar{d} \bar{r}) |\bar{r}|^\alpha \int_{\mathcal{P}_d} \mu(\bar{d} \bar{a}) I_{\mathcal{P}_d}(\bar{a} + \bar{\tau}) e^{-\text{tr}[(a^{-1} - \bar{a})^{-1}]} \]

\[ |s\bar{a} + (\bar{a} - \bar{\tau})^{-1}\bar{r}|^{-(\alpha + \beta)} |(\bar{a} - \bar{\tau})^{-1}\bar{a}|^{(d+1)/2} f(\bar{r}, \bar{a}). \tag{4.16} \]

On the other side, again by (4.6), we have

\[ Q K f(s) = \int_{\mathcal{P}_d} Q(s; d\bar{s}) \int_{\mathcal{P}_d} k(\bar{s}; d\bar{a}) f(\bar{a}(\bar{s}^{-1} + \bar{a})^{-1} \bar{a}, \bar{a}). \]

Similarly to the previous case, we write the densities of \( Q \) and \( k \) and then interchange the order of integration, obtaining

\[ Q K f(s) = B_d(\alpha, \beta)^{-1} \int_{\mathcal{P}_d} \mu(\bar{d} \bar{s}) |\bar{s}|^\alpha e^{-\text{tr}[\bar{a}^{-1}]} \int_{\mathcal{P}_d} \mu(\bar{d} \bar{s}) |s^{-1} \bar{s}|^\alpha \]

\[ \int_{\mathcal{P}_d} \mu(\bar{d} \bar{s}) e^{-\text{tr}[\bar{s}]} |I + \bar{s} \bar{s}|^{-\alpha} f\left(\bar{s}(\bar{s}^{-1} + \bar{a})^{-1} \bar{a}, \bar{a}\right). \tag{4.17} \]

Now, substitute the variable \( \bar{s} \) with

\[ \bar{r} := \bar{a}(\bar{s}^{-1} + \bar{a})^{-1} \bar{a} = ((\bar{a} \bar{s} \bar{a})^{-1} + \bar{a}^{-1})^{-1}, \]
or equivalently \( \tilde{s} = \tilde{a}^{-1}(\tilde{r}^{-1} - \tilde{a}^{-1})\tilde{a}^{-1} \). Notice that \( \tilde{s} \in \mathcal{P}_d \) if and only if \( \tilde{r}^{-1} - \tilde{a}^{-1} \in \mathcal{P}_d \) if and only if \( \tilde{a} - \tilde{r} \in \mathcal{P}_d \). Since the reference measure \( \mu \) is \( GL_d \)-invariant and also invariant under inversion (see Section 3.2), we have

\[
|\tilde{a}\tilde{s}|^{-(d+1)/2}\mu(d\tilde{s}) = |\tilde{r}|^{-(d+1)/2}\mu(d\tilde{r}).
\]

Using these facts and carrying out a few algebraic manipulations, we obtain that (4.17) agrees with (4.16), thus concluding the proof. □

**Corollary 4.5.** We have the eigenfunction equation \( \varphi = Q\varphi \).

**Proof.** By integrating the intertwining relation (4.15), we have \( K\Pi 1 = QK 1 \), where \( 1 \) is the function that equals identically 1 on \( \mathcal{P}_d^2 \). Noting that \( \Pi 1 = 1 \) (as \( \Pi \) is a Markov kernel) and \( K 1 = \varphi \) (by definition (4.7)), we arrive at the claim. □

Corollary (4.5) ensures that \( Q \) is a Markov kernel. The following normalised intertwining relation is an immediate consequence of (4.8) and Proposition 4.4.

**Corollary 4.6.** The following intertwining relation holds:

\[
\overline{K}\Pi = \overline{Q}\overline{K},
\]

where both sides are kernels from \( \mathcal{P}_d \) to \( \mathcal{P}_d^2 \).

Let us now turn to the measure \( \eta \) defined in (4.9), which, according to Theorem 4.2, will be the initial distribution of the process \( S \).

**Lemma 4.7.** The measure \( \eta \) is a probability measure.

**Proof.** Observe that

\[
\int_{\mathcal{P}_d} \mu(d\tilde{s}) \varphi(\tilde{s}) |\tilde{s}|^\alpha e^{-\text{tr}[\tilde{s}]} = \int_{\mathcal{P}_d} \mu(d\tilde{s}) |\tilde{s}|^\alpha e^{-\text{tr}[\tilde{s}]} \int_{\mathcal{P}_d} \mu(d\tilde{a}) |\tilde{a}|^{\alpha-\beta} |I + \tilde{s}\tilde{a}|^{-\alpha} e^{-\text{tr}[\tilde{a}^{-1}]} \\
= \int_{\mathcal{P}_d} \mu(dx) |x|^{\beta-\alpha} |I + x|^{-\alpha} \int_{\mathcal{P}_d} \mu(d\tilde{s}) |\tilde{s}|^\beta e^{-\text{tr}[\tilde{s}(I+x)]} \\
= \int_{\mathcal{P}_d} \mu(dx) |x|^{\beta} |I + x|^{-\alpha-\beta} \int_{\mathcal{P}_d} \mu(dy) |y|^{\beta} e^{-\text{tr}[y]} \\
= B_d(\alpha, \beta) \Gamma_d(\beta).
\]

For the above equalities, we have used (4.7), the changes of variables \( x := \tilde{s}^{-1/2}\tilde{a}^{-1}\tilde{a}^{-1/2} \) (noting that \( \mu(dx) = \mu(d\tilde{a}) \)) and \( y := (I+x)^{1/2}\tilde{s}(I+x)^{1/2} \) (noting that \( \mu(dy) = \mu(d\tilde{s}) \)), and, finally, the definitions of gamma and beta functions (3.3) and (3.6). □

**Lemma 4.8.** We have

\[
\lambda \Pi = \eta \overline{K},
\]

where both sides are probability measures on \( \mathcal{P}_d^2 \).
Proof. This is checked directly by computing both sides of (4.19), similarly to the proof of Proposition 4.4. □

Finally, we are ready to prove Theorem 4.2.

Proof of Theorem 4.2. Recall from (4.12) that
\[ \phi(r, a) := (a - r)^{-b} - (ra - 1)^{a-1} \]
on the domain \( D = \{(r, a) \in P_d^2 : a - r \in P_d\} \), so that \( S(n) = \phi(R(n), A(n)) \) for \( n \geq 1 \).

We would like to apply Theorem D.1. Notice first that we may view \( K \) as a Markov kernel from \( P_d \) to \( D \) and \( \Pi \) as a Markov kernel from \( D \) to \( D \). We may then view the intertwining relation \( K \Pi = Q K \) of Corollary 4.6 as an equality of kernels from \( P_d \) to \( D \).

Notice now that \( \phi - 1\{s\} = \{(r, a) \in D : r = a(s^{-1} + a)^{-1} \} \), \( s \in P_d \).

It is then clear from the definitions (see (4.8) and (4.6)) that the probability measure \( K(s; \cdot) \) is supported on \( \phi - 1\{s\} \), namely \( K(s; \phi - 1\{s\}) = 1 \), for all \( s \in P_d \).

Since \( (R(0), A(0)) \) has distribution \( \lambda \) and the transition kernel of \( ((R(n), A(n)), n \geq 1) \) is \( \Pi \), the distribution of \( (R(1), A(1)) \) is \( \lambda \Pi \), which equals \( \eta K \) by Lemma 4.8. Theorem D.1 then implies that \( (\phi(R(n), A(n)), n \geq 1) \) is a \( P_d \)-valued time-homogeneous Markov process, in its own filtration, with initial distribution \( \eta \) and transition kernel \( Q \); moreover, (4.10) holds. □

4.2. Dufresne Type Identity. Here we prove a discrete, matrix analogue of the classical Dufresne identity: under the additional assumption that \( \beta - \alpha > \frac{d-1}{2} \), the running sum \( A(n) \) in (4.3) converges a.s. as \( n \to \infty \) and the limit has an inverse Wishart distribution. We deduce this from Theorem 4.2, using also a result on Lyapunov exponents of random walks in \( P_d \) with Beta type II distributed increments from Appendix C.

Proposition 4.9. If \( \beta - \alpha > \frac{d-1}{2} \), the series
\[ A_\infty := \lim_{n \to \infty} A(n) = \sum_{k=0}^{\infty} R(k) \] (4.20)
converges a.s. in \( P_d \).

Proof. By Corollary C.4, we have
\[ \gamma := \lim_{n \to \infty} \frac{1}{n} \log \lambda_{\max}(R(n)) = \psi(\alpha) - \psi\left(\beta - \frac{d-1}{2}\right), \quad \text{a.s.,} \]
where \( \psi \) is the digamma function defined in (C.5). Since \( \psi \) is strictly increasing on \( (0, \infty) \) and, by assumption, \( \beta - \alpha > \frac{d-1}{2} \), we have \( \gamma < 0 \) almost surely. As a consequence, \( \lambda_{\max}(R(n)) \) vanishes exponentially fast, as \( n \to \infty \), a.s., hence the series \( \sum_{k=0}^{\infty} \lambda_{\max}(R(k)) \) converges a.s. The space of \( d \times d \) real symmetric matrices with the norm \( \|\cdot\| := \lambda_{\max}(\cdot) \) is complete; therefore, the series \( A_\infty \) defined in (4.20) converges absolutely a.s. in such a
Theorem 4.10. If \( \beta - \alpha > \frac{d-1}{2} \), then \( A_\infty \) has the inverse Wishart distribution \( IW_d(\beta - \alpha) \).

Proof. Using (4.4) and (3.1)-(3.2), we have, a.s.,

\[
\lambda_{\max}(S(n)) \leq \lambda_{\max}(A(n-1)^{-1}) \lambda_{\max}(R(n)) \lambda_{\min}(A(n))^{-1} = \lambda_{\min}(A(n-1))^{-1} \lambda_{\max}(R(n)) \lambda_{\min}(A(n))^{-1} \\
\leq \lambda_{\min}(A(0))^{-2} \lambda_{\max}(R(n)).
\]

Since \( A(0) \) is a random matrix in \( \mathcal{P}_d \), \( \lambda_{\min}(A(0))^{-2} \) is an a.s. real positive random variable. On the other hand, we showed in the proof of Proposition 4.9 that \( \lambda_{\max}(R(n)) \rightarrow 0 \) as \( n \rightarrow \infty \) a.s., hence \( \lambda_{\max}(S(n)) \rightarrow 0 \) a.s., i.e. \( S(n) \rightarrow 0 \) a.s.

Let \( \nu_n \) be the distribution of \( S(n) \), for \( n \geq 1 \), so that, by the above argument, \( \nu_n \) converges weakly to the Dirac measure at 0. Let \( g \) be any bounded and continuous function on \( \mathcal{P}_d \). By averaging (4.10) with \( f(x, y) := g(y) \), we obtain

\[
\mathbb{E}\left[g(A(n))\right] = \int_{\mathcal{P}_d} \nu_n(ds) \mathbb{K} f(s) = \int_{\mathcal{P}_d} \nu_n(ds) K^\dagger g(s),
\]

where

\[
K^\dagger(s; da) := \frac{1}{\varphi(s)} k(s; da) = \frac{1}{\varphi(s)} |a|^{\alpha-\beta} |I + sa|^{-\alpha} e^{-\text{tr}(a^{-1})} \mu(da),
\]

and \( \varphi(s) \) is the normalisation given in (4.7). The function \( s \mapsto K^\dagger g(s) \) is bounded on \( \mathcal{P}_d \). Moreover, note that \( K^\dagger(s; da) \) converges weakly, as \( s \rightarrow 0 \), to the inverse Wishart distribution with parameter \( \beta - \alpha \):

\[
K^\dagger(0; da) := \Gamma_d(\beta - \alpha)^{-1} |a|^{-(\beta-\alpha)} e^{-\text{tr}(a^{-1})} \mu(da). \quad (4.21)
\]

It follows that \( s \mapsto K^\dagger g(s) \) is continuous at \( s = 0 \). Since \( \nu_n \) converges weakly to the Dirac measure at zero, we have \( \mathbb{E}\left[g(A(n))\right] \rightarrow K^\dagger g(0) \), as \( n \rightarrow \infty \), as desired. \( \square \)

5. Stochastic matrix equations

In this section, we give a completely different proof of the Dufresne type identity of Section 4.2, linking it to the solution to certain stochastic matrix equations.

Recall that \( T^w \) is the symmetrised multiplication operation (3.10). Throughout this section, \( w \) will be an arbitrary function satisfying (3.9); thus, for the sake of notational simplicity, we will drop the superscript \( w \) in \( T^w \). We will also denote by \( \mathcal{L}(X) \) the distribution of a random matrix \( X \) in \( \mathcal{P}_d \).
5.1. Matrix Kesten Recursions. Let $x \in \mathcal{P}_d$ and consider a family $(X(n), n \geq 1)$ of i.i.d. $O_d$-invariant random matrices in $\mathcal{P}_d$. Define a Markov process $\xi = (\xi(n), n \geq 0)$ in $\mathcal{P}_d$ by the recursion

$$
\xi(0) := x, \quad \xi(n) := T_{X(n)}(I + \xi(n-1)) \quad \text{for } n \geq 1.
$$

(5.1)

When $d = 1$, this process is sometimes referred to as Kesten recursion and has been widely considered in the mathematical literature (see e.g. [20, 40, 5, 14, 10, 6, 8]). Note that the distribution $\mathcal{L}(Z)$ of a random matrix $Z$ in $\mathcal{P}_d$ is stationary for the Markov process $\xi$, if and only if

$$
Z \overset{d}{=} T_X(I + Z),
$$

(5.2)

where $X \overset{d}{=} X(1)$ is independent of $Z$. Define now $F_n(z) := T_{X(n)}(I + z)$ for any $z \in \mathcal{P}_d$ and $n \geq 1$. By iterating (5.1), one may write

$$
\xi(n) = F_n \circ \cdots \circ F_1(x) \overset{d}{=} F_1 \circ \cdots \circ F_n(x),
$$

(5.3)

for all $n \geq 1$, where the distributional equality is due to the fact that $(X(n), n \geq 1)$ are i.i.d.

As an application of a criterion appeared in [22, 5], we obtain the following.

**Proposition 5.1.** Assume that the series

$$
Z_\infty := \sum_{k=1}^{\infty} T_{X(1)} \circ T_{X(2)} \circ \cdots \circ T_{X(k)}(I)
$$

(5.4)

converges a.s. Then, $\mathcal{L}(Z_\infty)$ is the unique stationary distribution for the Markov process $\xi$, i.e. $\mathcal{L}(Z_\infty)$ is the unique solution to (5.2). Furthermore, $\mathcal{L}(Z_\infty)$ is $O_d$-invariant.

**Proof.** By [5, Proposition 1], if $F_1 \circ \cdots \circ F_n(x)$ converges a.s. to a limit $Z$ that does not depend on $x$, then $\xi(n) = F_n \circ \cdots \circ F_1(x)$ has a unique stationary distribution given by $\mathcal{L}(Z)$. To prove the first claim, it then suffices to show that $F_1 \circ \cdots \circ F_n(x)$ converges a.s. to $Z_\infty$. Notice that

$$
F_1 \circ \cdots \circ F_n(x) = T_{X(1)} \circ T_{X(2)} \circ \cdots \circ T_{X(n)}(x) + \sum_{k=1}^{n} T_{X(1)} \circ T_{X(2)} \circ \cdots \circ T_{X(k)}(I).
$$

(5.5)

By hypothesis, the sum in (5.5) converges a.s. as $n \to \infty$, hence $T_{X(1)} \circ T_{X(2)} \circ \cdots \circ T_{X(n)}(I)$ converges to the zero matrix a.s. By (3.1) and the fact that the matrices $ab$ and $ba$ have the same eigenvalues (for $a, b \in \text{GL}_d$), we have

$$
\lambda_{\text{max}}(T_{X(1)} \circ T_{X(2)} \circ \cdots \circ T_{X(n)}(x)) \leq \lambda_{\text{max}}(x) \lambda_{\text{max}}(T_{X(1)} \circ T_{X(2)} \circ \cdots \circ T_{X(n)}(I)).
$$

The right-hand side of the latter inequality vanishes a.s., hence $T_{X(1)} \circ T_{X(2)} \circ \cdots \circ T_{X(n)}(x)$ converges to the zero matrix a.s., for all $x$. We conclude that (5.5) converges a.s. to $Z_\infty$, as desired.
It remains to check that $\mathcal{L}(Z_\infty)$ is $O_d$-invariant. Notice first that, by (5.3), (5.4) and (5.5), $\mathcal{L}(Z_\infty)$ is the $n \to \infty$ limit in distribution of $\xi(n)$, when the initial state of $\xi$ is taken to be $x = 0$. On the other hand, when $x = 0$, it can be checked inductively, using Proposition A.3-(iii), that $\xi(n)$ is $O_d$-invariant for all $n \geq 1$. Therefore, $\mathcal{L}(Z_\infty)$ is the weak limit of a sequence of $O_d$-invariant distributions. □

Instead of (5.1), consider now the recursion $\xi' = (\xi'(n), n \geq 0)$ defined by

$$\xi'(0) := x, \quad \xi'(n) := T_{1+\xi'(n-1)}(X(n)) \quad \text{for } n \geq 1. \quad (5.6)$$

This process was studied, under various aspects, in [13] and called matrix Kesten recursion in that article.

**Corollary 5.2.** Under the assumption that the series $Z_\infty$ defined in (5.4) converges a.s., $\mathcal{L}(Z_\infty)$ is the unique $O_d$-invariant stationary distribution for both processes $\xi$ and $\xi'$.

**Proof.** Notice that $T_Y(X) \overset{d}{=} T_X(Y)$ if $X$ and $Y$ are both $O_d$-invariant (cfr. Lemma B.1). Therefore, the $O_d$-invariant stationary distributions for $\xi$ and $\xi'$ coincide. The claim then follows from Proposition 5.1. □

**5.2. Alternative proof of the Dufresne type identity.** We now give an alternative proof of Theorem 4.10 by explicitly solving a stochastic matrix equation of type (5.2).

To do so, we use various classical properties that relate Wishart and matrix Beta distributions, all collected in Appendix B for the reader’s convenience.

For this alternative proof, it will be convenient to work with a GL$_d$-invariant random walk $R$ realised by the second construction (3.12) given in Proposition 3.1:

$$R(n) := T_{R(0)} \circ T_{X(1)} \circ \cdots \circ T_{X(n)}(I), \quad n \geq 0.$$  

As in Section 4.2 we fix $\alpha > \frac{d-1}{2}$ and $\beta - \alpha > \frac{d-1}{2}$, and take $R(0), X(1), X(2), \ldots$ to be independent random matrices such that

- $R(0)$ has the inverse Wishart distribution $IW_d(\beta)$;
- $X(n)$ has the Beta type II distribution $B_{d_1}(\alpha, \beta)$, for all $n \geq 1$.

By Proposition 4.9, the series

$$A_\infty := \sum_{k=0}^{\infty} \circ T_{R(0)} \circ T_{X(1)} \circ \cdots \circ T_{X(k)}(I) \quad (5.7)$$

converges almost surely. Note that we may write

$$A_\infty = T_{R(0)}(I + Z_\infty), \quad (5.8)$$

where

$$Z_\infty := \sum_{k=1}^{\infty} T_{X(1)} \circ T_{X(2)} \circ \cdots \circ T_{X(k)}(I) \quad (5.9)$$
is a random matrix in $\mathcal{P}_d$, independent of $R(0)$. We will now show that $\mathcal{L}(Z_\infty)$ is the unique solution to a stochastic equation of type (5.2).

**Proposition 5.3.** Let $X \sim B^{II}_d(\alpha, \beta)$. Consider the stochastic equation

$$Z \overset{d}{=} T_X(I + Z),$$

(5.10)

for a random matrix $Z$ in $\mathcal{P}_d$ independent of $X$. Then, $\mathcal{L}(Z_\infty)$ is the unique solution to equation (5.10), and $\mathcal{L}(Z_\infty) = B^{II}_d(\alpha, \beta - \alpha)$.

**Remark 5.4.** Proposition 5.3 is a generalisation of the $d = 1$ case addressed by Chamayou and Letac [5, Example 9] and Dufresne [10, Remark 1].

**Proof of Proposition 5.3.** As the series $A_\infty$ converges a.s. by Proposition 4.9, the series $Z_\infty$ also does. Then, by Proposition 5.1, the distribution $\mathcal{L}(Z_\infty)$ is the unique solution to equation (5.10).

It remains to prove that (5.10) is satisfied for $Z \sim B^{II}_d(\alpha, \beta - \alpha)$. By Proposition B.2-(v), $Z \sim B^{II}_d(\alpha, \beta - \alpha)$ if and only if $I + Z \sim IB^I_d(\beta - \alpha, \alpha)$. Therefore, using the notation $\odot$ from Appendix B, our aim is to show that

$$B^{II}_d(\alpha, \beta - \alpha) = B^{II}_d(\alpha, \beta) \odot IB^I_d(\beta - \alpha, \alpha).$$

Using Proposition B.2-(iii), Lemma B.1 and the identity (B.2), we obtain

$$B^{II}_d(\alpha, \beta) \odot IB^I_d(\beta - \alpha, \alpha) = (IW_d(\beta) \odot W_d(\alpha)) \odot IB^I_d(\beta - \alpha, \alpha)$$

$$= (IW_d(\beta) \odot IB^I_d(\beta - \alpha, \alpha)) \odot W_d(\alpha) = IW_d(\beta - \alpha) \odot W_d(\alpha) = B^{II}_d(\alpha, \beta - \alpha),$$

as desired. □

**Corollary 5.5.** $A_\infty$ has the inverse Wishart distribution $IW_d(\beta - \alpha)$.

**Proof.** We have $Z_\infty \sim B^{II}_d(\alpha, \beta - \alpha)$ by Proposition 5.3, hence $I + Z_\infty \sim IB^I_d(\beta - \alpha, \alpha)$ by Proposition B.2-(v). It then follows from (5.8) and (B.2) that

$$A_\infty = T_{R(0)}(I + Z_\infty) \sim IW_d(\beta) \odot IB^I_d(\beta - \alpha, \alpha) = IW_d(\beta - \alpha),$$

as desired. □

Finally, combining Proposition 5.3 with Corollary 5.2, we obtain the $O_d$-invariant stationary distributions of the matrix Kesten recursions of Section 5.1 in the case of Beta type II increments.

**Corollary 5.6.** The Beta type II distribution $B^{II}_d(\alpha, \beta - \alpha)$ is the unique $O_d$-invariant stationary distribution for both processes $\xi$, and $\xi'$, defined in (5.1) and (5.6), respectively, when the i.i.d. increments $(X(n), n \geq 1)$ have the Beta type II distribution $B^{II}_d(\alpha, \beta)$.
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APPENDIX A. RANDOM WALK CONSTRUCTIONS

The main goal of this appendix is to prove Proposition 3.1. Let us start with a few preliminary lemmas.

Lemma A.1. Let $X$ be an $O_d$-invariant random matrix in $\mathcal{P}_d$. Let $Z$ be any random variable independent of $X$. Let $O$ be a random matrix in $O_d$ that is a deterministic function of $Z$. Then, $(O^TX, Z) \overset{d}{=} (X, Z)$. In particular, $O^TX$ is independent of $Z$ and $O$.

Proof. Conditioned on $Z$, the random matrix $O$ is constant, as a deterministic function of $Z$. Since $X$ is $O_d$-invariant and independent of $Z$, we then have

$$E[f(O^TXO)g(Z)] = E[E[f(O^TXO)g(Z) \mid Z]]$$

$$= E[g(Z)E[f(X) \mid Z]] = E[f(X)]E[g(Z)]$$

for any bounded and measurable functions $f, g$. This proves that $(O^TXO, Z) \overset{d}{=} (X, Z)$ and that $O^TX$ is independent of $Z$. Since $O$ is a deterministic function of $Z$, $O^TXO$ is also independent of $O$. □

Lemma A.2. Let $A$ and $B$ be random matrices in $GL_d$ with $A^TA = B^TB$. Let $X$ be an $O_d$-invariant random matrix in $\mathcal{P}_d$, independent of $(A, B)$. Then, $(A^TXA, A, B) \overset{d}{=} (B^TXB, A, B)$.

Proof. The matrix $O := AB^{-1}$ is orthogonal, since, by hypothesis,

$$O^T = (B^T)^{-1}A^TA^{-1} = (B^T)^{-1}B^TB^{-1} = I.$$ 

Moreover, $O$ is a deterministic function of $Z := (A, B)$, which, by hypothesis, is independent of $X$. We deduce from Lemma A.1 that $(O^TXO, A, B) \overset{d}{=} (X, A, B)$. Applying the measurable function $f(x, a, b) := (b^Txb, a, b)$, for $x, a, b \in GL_d$, to this distributional equality, we obtain

$$(A^TXA, A, B) = f(O^TXO, A, B) \overset{d}{=} f(X, A, B) = (B^TXB, A, B),$$

as desired. □

Recall from Section 3.4 that $w$ denotes any measurable function $w: \mathcal{P}_d \rightarrow GL_d$ such that $x = w(x)^Tw(x)$ for all $x \in \mathcal{P}_d$. Given $y \in \mathcal{P}_d$, recall also the ‘multiplication operation’ by $y$ defined in (3.10), denoted by $T^w_y: \mathcal{P}_d \rightarrow \mathcal{P}_d$.

Proposition A.3. Let $X$ and $Y$ be independent random matrices in $\mathcal{P}_d$, and assume that $X$ is $O_d$-invariant. Then:
We then have

\[ R \mid \text{choice of } w \mid w \mid \text{choice of the function } w \]

Furthermore, by Proposition A.3-(i), the time-invariant.

For any \( w \) in the square root function, the distribution of \( w \) Wishart matrix and let \( T \) be independent and both \( 0 \)-invariant. On the other hand, when \( w \) is the square root function, the distribution of \( w \) is the Cholesky function, \( T \) has an explicit distribution (see e.g. [16] Theorem 5.4.2), which is not Beta II, nor is it \( 0 \)-invariant.

Proof of Proposition 3.1. For any \( w \), \( R^w_1 \) is clearly a Markov process with initial state \( M \). Furthermore, by Proposition A.3-(i), the time-\( n \) transition kernel does not depend on the choice of the function \( w \), for any \( n \). As a result, the law of the process \( R^w_1 \) does not depend on the choice of \( w \) either.

We now show that, for any fixed function \( w \) satisfying (3.9), \( R^w_2 \) is a \( GL_\mathbb{d} \)-invariant Markov process with the same law as \( R^w_1 \). Fix \( a \in GL_\mathbb{d} \) and, for any \( n \geq 0 \), let

\[ A(n) := w(X(n)) \cdots w(X(1))w(M)a, \quad B(n) := w(a^\top R^w_2(n)a). \]

We then have

\[ A(n)^\top A(n) = a^\top R^w_2(n)a = B(n)^\top B(n). \]
Since \( X(n) \) is independent of \((A(n-1), B(n-1))\), it follows from Lemma \ref{lem:chol_decomp} that

\[
(A(n-1)^\top X(n)A(n-1), B(n-1)) \overset{\text{d}}{=} (B(n-1)^\top X(n)B(n-1), B(n-1))
\]

for all \( n \geq 1 \). Now, we have

\[
A(n-1)^\top X(n)A(n-1) = A(n)^\top A(n) = a^\top R_2^w(n)a,
\]

\[
B(n-1)^\top X(n)B(n-1) = T_0^w R_2^w(n-1)a(X(n)).
\]

Since \( a^\top R_2^w(n-1)a \) is a deterministic function of \( B(n-1) \), we then have

\[
(a^\top R_2^w(n)a, a^\top R_2^w(n-1)a) \overset{\text{d}}{=} (T_0^w R_2^w(n-1)a(X(n)), a^\top R_2^w(n-1)a). \tag{A.2}
\]

It follows that \((a^\top R_2^w(n)a, n \geq 0)\) is a Markov process whose time-\( n \) transition kernel does not depend on the choice of \( a \in \text{GL}_d \), for all \( n \); in other words, \( R_2^w \) is \( \text{GL}_d \)-invariant. Letting \( a = I \) in \ref{lem:chol_decomp}, we also see that \( R_2^w \) has the same time-\( n \) transition kernel as \( R_1^w \), for all \( n \); since \( R_2^w \) and \( R_1^w \) also have the same initial state \( R_2^w(0) = M = R_1^w(0) \), we conclude that they have the same law.

\[\square\]

\section*{Appendix B. Wishart and Matrix Beta Distributions}

In this appendix we collect some important properties that relate Wishart and matrix Beta distributions (defined in Section \ref{sec:matrix_beta}), and present their Cholesky decompositions.

By Proposition \ref{prop:wishart_wishart}, if \( Y \sim \eta \) and \( X \sim \nu \) are two independent random matrices in \( \mathcal{P}_d \) with \( \mathcal{O}_d \)-invariant distributions, then the distribution of \( T_0^w(X) \) is the same for any choice of \( w \) and is itself \( \mathcal{O}_d \)-invariant; throughout, we denote such a distribution by \( \eta \odot \nu \). In fact, the operation \( \odot \) on the space of \( \mathcal{O}_d \)-invariant distributions may be expressed in terms of the usual convolution with respect to the Haar measure on \( \text{GL}_d \) (see e.g. \cite{16} Lemma 1.1.1). This, in particular, implies:

\begin{lemma}
The operation \( \odot \) is commutative and associative.
\end{lemma}

Recall also the alternative operator \( T_0^w : \mathcal{P}_d \to \mathcal{P}_d \), for \( y \in \mathcal{P}_d \), defined in \ref{def:generalized_t}. The next proposition is a collection of known results on matrix variate distributions, see e.g. \cite{16} Chapter 5 and \cite{24} Chapter 5. For item \( (ii) \), see also \cite{4} Theorem 3.1-(i); item \( (iii) \) follows from \cite{16} Theorem 5.2.5] together with Proposition \ref{prop:beta_wishart}:\ref{prop:beta_wishart_iii}.

\begin{proposition}
Let \( \alpha > \frac{d-1}{2} \) and \( \beta > \frac{d-1}{2} \). Consider independent Wishart matrices \( Y_\alpha \sim W_d(\alpha) \) and \( Y_\beta \sim W_d(\beta) \). Then:

\begin{itemize}
  \item[(i)] \( Y_\alpha + Y_\beta \sim W_d(\alpha + \beta) \).
  \item[(ii)] \( T_0^{w}(Y_{\alpha} + Y_{\beta})^{-1}(Y_{\alpha}) \sim B_d^{I}(\alpha, \beta) \) for any choice of \( w \).
  \item[(iii)] \( T_0^{w}(Y_{\alpha}) \sim B_d^{I}(\alpha, \beta) \) for any choice of \( w \), i.e. \( B_d^{I}(\alpha, \beta) = IW_d(\beta) \odot W_d(\alpha) \).
  \item[(iv)] If \( Z \sim B_d^{I}(\alpha, \beta) \), then \( Z^{-1} \sim B_d^{I}(\beta, \alpha) \).
\end{itemize}
\end{proposition}
(v) If \( U \sim B_d^I(\alpha, \beta) \), then \( V := U^{-1} - I \sim B_d^{II}(\beta, \alpha) \). Conversely, if \( V \sim B_d^{II}(\beta, \alpha) \), then \( U := (I + V)^{-1} \sim B_d^I(\alpha, \beta) \).

Notice that (iii) and (iv) no longer hold if replacing the \( T^w \)-operator with \( T^w \) or vice versa (unless \( w \) is the square root function, for which the two operators coincide).

**B.1. Matrix Lukacs theorem.** A well-known characterisation of the gamma distribution, due to Lukacs [23], states that if \( X \) and \( Y \) are two positive, non-Dirac, and independent random variables, then \( \frac{X}{X+Y} \) and \( X+Y \) are independent if and only if \( X \) and \( Y \) have gamma distributions with the same scale parameter. In the matrix setting, there is a generalisation in terms of the Wishart distribution, due to Olkin and Rubin [33, Theorems 1 and 2] and Casalis and Letac [4, Theorem 1.2]. We state below only the part of such a generalisation that is necessary for our purposes.

**Theorem B.3** (Matrix Lukacs theorem). If \( X \) and \( Y \) are two independent Wishart matrices (with possibly different parameters), then \( T^w_{(X+Y)^{-1}}(X) \) and \( X+Y \) are independent, for any choice of \( w \).

**Remark B.4.** As observed in [33], this result is no longer valid, in general, if we replace \( T^w_{(X+Y)^{-1}}(X) \) with \( T^w_X((X+Y)^{-1}) \) or if we replace the \( T^w \)-operator with \( T^w \).

**Corollary B.5.** For \( \alpha > \frac{d-1}{2} \) and \( \beta > \frac{d-1}{2} \), we have

\[
W_d(\alpha) = W_d(\alpha + \beta) \odot B_d^I(\alpha, \beta), \quad (B.1)
\]

\[
IW_d(\alpha) = IW_d(\alpha + \beta) \odot IB_d^I(\alpha, \beta). \quad (B.2)
\]

**Proof.** For simplicity, and without loss of generality, we may choose the square root function \( w(x) := x^{1/2} \) in the definition of \( \circ \). In this case, we have \( T^w_y = T^w_y \) and \( (T^w_y)^{-1} = T^{w^{-1}}_y \), for all \( y \in P_d \). Let \( X \sim W_d(\alpha) \) and \( Y \sim W_d(\beta) \) be independent. We then have \( X = T^w_{X+Y}(T^w_{(X+Y)^{-1}}(X)) \). By Proposition B.2, items (i) and (ii), we have \( X+Y \sim W_d(\alpha + \beta) \) and \( T^w_{(X+Y)^{-1}}(X) \sim B_d^I(\alpha, \beta) \). On the other hand, by Theorem B.3, \( T^w_{(X+Y)^{-1}}(X) \) is independent of \( X+Y \). Therefore, we have \( T^w_{X+Y}(T^w_{(X+Y)^{-1}}(X)) \sim W_d(\alpha + \beta) \odot B_d^I(\alpha, \beta) \), which proves (B.1). Identity (B.2) follows from (B.1) together with Proposition A.3 and (ii). \( \square \)

**Remark B.6.** It is instructive to prove Corollary B.5 by using a general function \( w \) satisfying (B.3) that is not the square root. One may then better distinguish the different roles that the two operators \( T^w \) and \( T^w \) play and their properties (with particular reference to Proposition B.2 and Theorem B.3).

**B.2. Cholesky decompositions.** The Cholesky decomposition of a Wishart matrix is standard and widely known as Bartlett decomposition. We now give a quick proof of this and deduce the Cholesky decompositions of inverse Wishart and Beta type II random matrices.
Let $\alpha$ and $c_1, \ldots, c_d$ be real parameters such that $\alpha - \frac{c_k - 1}{2} > 0$ for all $1 \leq k \leq d$. For the sake of convenience, let us define the distribution $\mathcal{B}_d(\alpha; c_1, \ldots, c_d)$ as the distribution of an upper triangular matrix $U$ with independent entries such that

- $U^2_{k,k} \sim W_1 \left( \alpha - \frac{c_k - 1}{2} \right)$, for $1 \leq k \leq d$;
- $U_{i,j} \sim N(0,1/2)$, for $1 \leq i < j \leq d$.

Defining

$$\omega = (\delta_{i,d+1-j})_{1 \leq i,j \leq d} \quad \text{(B.3)}$$

to be the matrix corresponding to the reverse permutation, it is immediate to check that

$$\omega U \omega \sim \mathcal{B}_d(\alpha; c_1, \ldots, c_d) \quad \text{if and only if} \quad (\omega U \omega)^\top \sim \mathcal{B}_d(\alpha; c_d, \ldots, c_1) \quad \text{(B.4)}$$

Recall that the Cholesky decomposition of a matrix $x \in P_d$ is given by $x = u^\top u$, where $u$ is upper triangular with positive diagonal entries (such a matrix is unique).

**Proposition B.7.** Let $X$ be a random matrix in $P_d$ and let $X = U^\top U$ be its Cholesky decomposition. Let $\alpha, \beta > \frac{d-1}{2}$. Let $A \sim \mathcal{B}(\alpha; 1, \ldots, d)$ and $B \sim \mathcal{B}(\beta; d, \ldots, 1)$ be independent.

(i) If $X \sim W_d(\alpha)$, then $U \overset{d}{=} A$.

(ii) If $X \sim IW_d(\beta)$, then $U \overset{d}{=} B^{-1}$.

(iii) If $X \sim B^d_1(\alpha, \beta)$, then $U \overset{d}{=} \Delta A B^{-1}$.

**Proof.** (i) If $x \in P_d$ has Cholesky decomposition $x = u^\top u$, we have

$$|x| = \prod_{k=1}^d u^2_{k,k}, \quad \text{tr}[x] = \sum_{1 \leq i < j \leq d} u^2_{i,j}, \quad \mu(dx) = 2^d \prod_{k=1}^d u^{-k}_{k,k} \prod_{1 \leq i < j \leq d} du_{i,j}.$$

The first two formulas are immediate, while the third formula can be found for example in [39 Exercise 1.1.21-(b)]. By hypothesis, we have

$$X \sim \Gamma_d(\alpha)^{-1} |x|^{\alpha} e^{-\text{tr}[x]} \mu(dx).$$

As $X = U^\top U$, it follows easily from the above formulas that

$$U \sim c \prod_{k=1}^d \left\{ u^2_{k,k}^{(2(\alpha - \frac{k-1}{2}) - 1)} e^{-u^2_{k,k}} du_{k,k} \right\} \prod_{1 \leq i < j \leq d} \left\{ e^{-u^2_{i,j}} du_{i,j} \right\},$$

where $c$ is the normalisation constant. Therefore, all the entries of $U$ are independent, $U^2_{k,k}$ has the gamma distribution with parameter $\alpha - \frac{k-1}{2}$, for $1 \leq k \leq d$, and $U_{i,j}$ is Gaussian with mean $0$ and variance $1/2$, for $1 \leq i < j \leq d$. We conclude that $U \sim \mathcal{B}(\alpha; 1, \ldots, d)$.

(ii) By hypothesis, $X^{-1} = U^{-1}(U^{-1})^\top \sim W_d(\beta)$. As the matrix $\omega$ defined in (B.3) satisfies $\omega \omega^\top = 1$, by orthogonal invariance of the Wishart distribution we have

$$X^{-1} \overset{d}{=} \omega U^{-1}(U^{-1})^\top \omega^\top = \omega U^{-1} \omega^\top (U^{-1})^\top \omega^\top = V^\top V,$$
where \( V := (\omega U^{-1} \omega)^\top \). As \( V \) is an upper triangular matrix with positive diagonal entries, it follows from [3] and from the uniqueness of the Cholesky decomposition that \( V \sim \mathcal{B}(\beta; 1, \ldots, d) \). By [3, Eq. (3)], this implies that \( U^{-1} \sim \mathcal{B}(\beta; 1, \ldots, 1) \), i.e. \( U \overset{d}{=} B^{-1} \).

(iii) By Proposition B.2-(iii), we have \( X \overset{d}{=} T_{X_{\beta}}(X_{\alpha}) \), where \( X_{\alpha} \sim W_d(\alpha) \) and \( X_{\beta} \sim W_d(\beta) \) are independent, for any choice of \( w \). In particular, we may choose \( w \) to be the Cholesky function, so that, using [3, (ii)] and the independence of \( X_{\alpha} \) and \( X_{\beta} \), we have \( (X_{\alpha}, X^{-1}_{\beta}) \overset{d}{=} (A^\top A, (B^{-1})^\top B^{-1}) \). Therefore, we obtain

\[
X \overset{d}{=} T_{X_{\beta}}(X_{\alpha}) = (B^{-1})^\top A^\top A B^{-1} = (AB^{-1})^\top (AB^{-1}),
\]

which implies \( U \overset{d}{=} AB^{-1} \), by the uniqueness of the Cholesky decomposition. \( \square \)

**Appendix C. Lyapunov Exponents of Random Walks on \( \mathcal{P}_d \)**

Here we present a method for computing the Lyapunov exponents of \( GL_d \)-invariant random walks on \( \mathcal{P}_d \). To do so, we start from an argument proposed by Newmann [26] and generalise it via the use of Cholesky decompositions. Next, we specialise this method to the case of random walks with Wishart, inverse Wishart or Beta type II increments.

Throughout this appendix, we denote by \( \lambda_k(Y) \) the \( k \)-th largest eigenvalue of a random matrix \( Y \) in \( \mathcal{P}_d \), for \( 1 \leq k \leq d \). The following lemma is a reformulation of an identity that can be found in [26, Eq. (4)].

**Lemma C.1.** Let \( Y \) be a nonsingular random matrix such that \( Y^\top Y \) is \( \mathcal{O}_d \)-invariant. Denote by \( Y^{[k]} \) the (rectangular) matrix of the first \( k \) columns of \( Y \). Define \( \mu_1, \ldots, \mu_d \) by setting

\[
\mu_1 + \cdots + \mu_k := \mathbb{E} \log \left| (Y^{[k]})^\top Y^{[k]} \right|, \quad 1 \leq k \leq d, \tag{C.1}
\]

assuming that the right-hand side are finite for all \( k \). Consider a family \( \{Y(n), n \geq 1\} \) of i.i.d. random matrices with the same distribution as \( Y \). Then, for \( 1 \leq k \leq d \), we have

\[
\mu_k = \lim_{n \to \infty} \frac{1}{n} \log \lambda_k \left( (Y(n) \cdots Y(1))^\top (Y(n) \cdots Y(1)) \right) \quad \text{a.s.}
\]

**Remark C.2.** The equivalence between [26, Eq. (4)] and Lemma C.1 is due to the definition of the usual norm on the \( k \)-th exterior power of \( \mathbb{R}^d \) in terms of a Gram determinant:

\[
||v_1 \wedge \cdots \wedge v_k||^2 = \left| \left( v_i^\top v_j \right)_{1 \leq i, j \leq k} \right| = \left| V^\top V \right|,
\]

where \( V \) is the \( d \times k \) matrix whose columns are the vectors \( v_1, \ldots, v_k \in \mathbb{R}^d \).

Let \( R = (R(n), n \geq 0) \) be a \( GL_d \)-invariant random walk on \( \mathcal{P}_d \) with initial state \( R(0) \) and increments \( (X(n), n \geq 1) \), where \( (X(n), n \geq 1) \) is a family of i.i.d. and \( \mathcal{O}_d \)-invariant random matrices in \( \mathcal{P}_d \) and \( R(0) \) is any random matrix in \( \mathcal{P}_d \) independent of \( (X(n), n \geq 1) \) (see Section 3.4). We will say that the \( k \)-th Lyapunov exponent of the random walk \( R \) is the quantity \( \mu_k(R) \) defined in the following proposition.
**Proposition C.3.** Let $X(1) = U \top U$, where $U = (U_{i,j})_{1 \leq i,j \leq d}$ is the Cholesky decomposition of $X(1)$. For all $1 \leq k \leq d$, we have

$$\mu_k(R) := \mathbb{E} \log(U_{k,k}^2) = \lim_{n \to \infty} \frac{1}{n} \log \lambda_k(R(n)) \quad \text{a.s.,} \quad (C.2)$$

assuming that all the above expected values are finite.

**Proof.** Notice first that, if $\xi = (\xi(n), n \geq 0)$ and $\xi' = (\xi'(n), n \geq 0)$ are two real-valued processes with the same law, such that $\xi$ converges a.s., as $n \to \infty$, to a constant $c$, then $\xi'$ also converges a.s. to $c$ (this follows from the fact that, since $\xi \overset{d}{=} \xi'$, the probability that $\xi$ converges is the same as the probability that $\xi'$ converges). Therefore, it suffices to show $(C.2)$ when $R$ is realised by the $\text{GL}_d$-invariant random walk $R^n_0$ of Proposition 3.1 with $w$ being the Cholesky function. Namely, we let

$$R(n) := (U(n) \cdots U(0)) \top (U(n) \cdots U(0)), \quad n \geq 0,$$  

where $X(n) = U(n) \top U(n)$ is the Cholesky decomposition of $X(n)$, for any $n \geq 1$, and $R(0) = U(0) \top U(0)$ is the Cholesky decomposition of $R(0)$.

The next step is to prove the equalities

$$\left| (U^{[k]}) \top U^{[k]} \right| = \prod_{i=1}^{k} U_{i,i}^2, \quad 1 \leq k \leq d, \quad (C.4)$$

where $U^{[k]}$ is the matrix of the first $k$ columns of $U$. Since $U$ is a $d \times d$ upper triangular matrix, the last $d - k$ rows of $U^{[k]}$ are zero. Therefore, we have

$$\left( U^{[k]} \right) \top U^{[k]} = (U^{[k]}_{[k]}) \top U^{[k]}_{[k]},$$

where $U_{[k]}^{[k]}$ is the $k$-th leading principal minor of $U$. Since $U^{[k]}_{[k]}$ is a $k \times k$ upper triangular matrix with diagonal entries $U_{1,1}, \ldots, U_{k,k}$, we then have

$$\left| (U^{[k]}) \top U^{[k]} \right| = \left| (U^{[k]}_{[k]}) \top U^{[k]}_{[k]} \right| = \left| U^{[k]}_{[k]} \right|^2 = \prod_{i=1}^{k} U_{i,i}^2$$

for all $1 \leq k \leq d$, as desired.

By $(C.4)$ and the definition $(C.2)$ of $\mu_k(R)$, we have

$$\mu_1(R) + \cdots + \mu_k(R) = \mathbb{E} \log \left| (U^{[k]}) \top U^{[k]} \right|. $$

It then follows immediately from Lemma C.1 (taking $Y(n) := U(n)$ for all $n \geq 1$) that $(C.2)$ holds when $R(0) = U(0) = I$ is the identity matrix.

To prove the claim in the general case where $R(0)$ is an arbitrary random matrix in $\mathcal{P}_d$ independent of $(X(n), n \geq 1)$, we need an additional simple argument. Using the standard inequalities $\lambda_d(a) \lambda_k(b) \leq \lambda_k(ab) \leq \lambda_1(a) \lambda_k(b)$ (for $a, b \in \mathcal{P}_d$), which generalise $(3.2)$,
and the fact that the matrices $ab$ and $ba$ have the same eigenvalues (for $a, b \in \text{GL}_d$), we obtain
\[
\lambda_d(R(0)) \lambda_k \left( (U(n) \cdots U(1))^\top (U(n) \cdots U(1)) \right) \leq \lambda_k(R(n)) \\
\leq \lambda_1(R(0)) \lambda_k \left( (U(n) \cdots U(1))^\top (U(n) \cdots U(1)) \right).
\]
Since both $\lambda_d(R(0))$ and $\lambda_1(R(0))$ are a.s. positive, the claim now follows from the case $R(0) = U(0) = I$. \hfill \Box

Let $\psi$ be the digamma function, i.e. the logarithmic derivative of the gamma function:
\[
\psi(x) := \frac{d}{dx} \log \Gamma(x). \quad (C.5)
\]

**Corollary C.4.** Let $\mu_k(R)$ be the $k$-th Lyapunov exponent of the $\text{GL}_d$-invariant random walk $R$, as defined in Corollary C.2. Let $\alpha, \beta > \frac{d-1}{2}$. Then,

(i) If $X(1) \sim W_d(\alpha)$, then $\mu_k(R) = \psi \left( \alpha - \frac{k-1}{2} \right)$.

(ii) If $X(1) \sim IW_d(\beta)$, then $\mu_k(R) = -\psi \left( \beta - \frac{d-k}{2} \right)$.

(iii) If $X(1) \sim B_\alpha^0(\alpha, \beta)$, then $\mu_k(R) = \psi \left( \alpha - \frac{k-1}{2} \right) - \psi \left( \beta - \frac{d-k}{2} \right)$.

**Proof.** It follows immediately from Proposition B.7 that:

(i) If $X(1) \sim W_d(\alpha)$, then $U_{k,k}^2 \sim W_1 \left( \alpha - \frac{k-1}{2} \right)$.

(ii) If $X(1) \sim IW_d(\beta)$, then $U_{k,k}^2 \sim IW_1 \left( \beta - \frac{d-k}{2} \right)$.

(iii) If $X(1) \sim B_\alpha^0(\alpha, \beta)$, then $U_{k,k}^2 \sim B_\beta^1 \left( \alpha - \frac{k-1}{2}, \beta - \frac{d-k}{2} \right)$.

The claim then follows from the fact that, if $G$ has a univariate Wishart (i.e., gamma) distribution with parameter $\nu$, then $\mathbb{E} \log G = \psi(\nu)$. \hfill \Box

**Appendix D. Markov functions**

Let $(S, \mathcal{S})$ and $(S', \mathcal{S}')$ be measurable spaces and $\phi : S \to S'$ be a measurable function. Consider a time-homogeneous Markov process $X = (X(n), n \geq 0)$ with state space $S$ and transition kernel $\Pi$. Defining $Y(n) := \phi(X(n))$ for all $n \geq 0$, we are interested in conditions that guarantee that the transformed process $Y = (Y(n), n \geq 0)$ is Markov in its own filtration. The well-known Dynkin criterion [11] provides conditions under which $Y$ has the Markov property for any possible initial distribution of $X$. There is also a more subtle criterion, which has been proved at various levels of generality by Kemeny and Snell [19], Kelly [18], Rogers and Pitman [36] and Kurtz [21], which ensures that $Y$ is Markov only for special initial distributions of $X$. We review this below, in the setting that is suited to our needs.

First we need some basic terminology. Let $\mathcal{B}$ denote the set of real-valued bounded measurable functions on a given measurable space $(E, \mathcal{E})$. A Markov kernel from $S'$ to $S$ is a map $N : S' \times S \to \mathbb{R}$ such that, for each $y \in S'$, $N(y, \cdot)$ is a probability measure on $(S, \mathcal{S})$. 
and, for each $A \in \mathcal{S}$, $N(\cdot; A)$ is an element of $b\mathcal{S}'$. The kernel $N$ can be also viewed as the Markov operator that maps $f \in b\mathcal{S}$ to $Nf \in b\mathcal{S}'$, where

$$ Nf(y) := \int_{\mathcal{S}} N(y; dz)f(z), \quad f \in b\mathcal{S}, \ y \in \mathcal{S}'. \quad (D.1) $$

If $(\mathcal{U}, \mathcal{U})$ is another measurable space and we consider a Markov kernel $M : \mathcal{S} \times \mathcal{U} \rightarrow \mathbb{R}$, then

$$ NM(y; A) := \int_{\mathcal{S}} N(y; dz)M(z; A), \quad y \in \mathcal{S}', \ A \in \mathcal{U}, \quad (D.2) $$

is again a Markov kernel. The associated operator is the usual composition of the Markov operators $N$ and $M$. Therefore, the operation $(D.2)$ is clearly associative.

We prove the next theorem, by now fairly classical, using a discrete-time version of the argument given for continuous-time Markov processes by Rogers and Pitman in [36, Theorem 2].

**Theorem D.1.** Let $\Pi$ be a Markov kernel from $\mathcal{S}$ to itself and let $\phi : \mathcal{S} \rightarrow \mathcal{S}'$ be a measurable function. Assume that $\mathcal{S}'$ contains all the singleton sets $\{y\}$ and that there exist Markov kernels $Q$ from $\mathcal{S}'$ to itself and $K$ from $\mathcal{S}'$ to $\mathcal{S}$ such that

(i) $K(y; \phi^{-1}\{y\}) = 1$ for every $y \in \mathcal{S}'$;

(ii) $K\Pi = QK$.

For any distribution $\eta$ on $\mathcal{S}'$, if $X = (X(n), n \geq 0)$ is a time-homogeneous Markov process on $\mathcal{S}$ with transition kernel $\Pi$ and initial distribution $\eta K$, then $Y = (Y(n), n \geq 0)$ defined by $Y(n) := \phi(X(n))$, $n \geq 0$, is a time-homogeneous Markov process (in its own filtration) with initial distribution $\eta$ and transition kernel $Q$. Moreover, for all $f \in b\mathcal{S}$ and $n \geq 0$, we have

$$ \mathbb{E} \left[ f(X(n)) \bigg| Y(0), \ldots, Y(n-1), Y(n) \right] = Kf(Y(n)), \ a.s. \quad (D.3) $$

**Proof.** Note that (i) implies

$$ \int_{\mathcal{S}} K(y; dx)g(\phi(x))f(x) = g(y) \int_{\mathcal{S}} K(y; dx)f(x), \quad y \in \mathcal{S}', \quad (D.4) $$

for all $g \in b\mathcal{S}'$ and $f \in b\mathcal{S}$. If we define the Markov operator $\Phi : b\mathcal{S}' \rightarrow b\mathcal{S}$ by $\Phi g := g \circ \phi$ for $g \in b\mathcal{S}'$, then (D.4) may be written as

$$ K(\Phi g) = gKf. \quad (D.5) $$

In the following (as in equation (D.5)), operations should be read from right to left, giving priority to parentheses. Applying $Q$ to both sides of (D.5) and using the assumption (ii), we have

$$ K\Pi(\Phi g) = QgKf. \quad (D.6) $$
For test functions \(g_0, \ldots, g_n\) in \(\mathcal{B}S'\) and \(f \in \mathcal{B}S\), using (D.5) and (D.6) we obtain
\[
K(\Phi g_0)\Pi(\Phi g_1)\Pi(\Phi g_2)\cdots\Pi(\Phi g_n)f = g_0 K\Pi(\Phi g_1)\Pi(\Phi g_2)\cdots\Pi(\Phi g_n)f
\]
and, inductively,
\[
K(\Phi g_0)\Pi(\Phi g_1)\cdots\Pi(\Phi g_n)f = g_0 Q g_1 \cdots Q g_n Kf. \tag{D.7}
\]
Let \(\eta\) be any distribution on \(S'\). Applying \(\eta\) to both sides of (D.7) we have
\[
\eta K(\Phi g_0)\Pi(\Phi g_1)\cdots\Pi(\Phi g_n)f = \eta g_0 Q g_1 \cdots Q g_n Kf. \tag{D.8}
\]
The hypotheses on the processes \(X\) and \(Y\), together with the identity (D.8), imply that
\[
E[\left. g_0(Y(0))g_1(Y(1))\cdots g_n(Y(n))\mid f(X(n)) \right. ] = \eta g_0 Q g_1 Q g_2 \cdots Q g_n Kf.
\]
Taking \(f \equiv 1\), we deduce that \(Y\) is a time-homogeneous Markov process with initial distribution \(\eta\) and transition kernel \(Q\). For general \(f\), the right-hand side of the equation above agrees with
\[
E[\left. g_0(Y(0))g_1(Y(1))\cdots g_n(Y(n))\mid Kf(Y(n)) \right. ].
\]
By definition of conditional expectation, we deduce (D.3). \(\square\)

Remark D.2. Taking \(f \equiv 1\) in (D.5) we have
\[
K\Phi = \text{id}_{\mathcal{B}S'},
\]
where \(\text{id}_{\mathcal{B}S'}\) is the identity operator on \(\mathcal{B}S'\). Using this and the assumption (ii) of Theorem D.1, it is clear that the Markov kernel \(Q\) is uniquely determined by the relation
\[
Q = K\Pi\Phi.
\]
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