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\textbf{Abstract.} We study the real eigenvalue statistics of products of independent real Ginibre random matrices. These are matrices all of whose entries are real i.i.d. standard Gaussian random variables. For such product ensembles, we demonstrate the asymptotic normality of suitably normalised linear statistics of the real eigenvalues and compute the limiting variance explicitly in both global and mesoscopic regimes. A key part of our proof establishes uniform decorrelation estimates for the related Pfaffian point process, thereby allowing us to exploit weak dependence of the real eigenvalues to give simple and quick proofs of the central limit theorems under quite general conditions. We also establish the universality of these point processes. We compute the asymptotic limit of all correlation functions of the real eigenvalues in the bulk, origin and spectral edge regimes. By a suitable strengthening of the convergence at the edge, we also obtain the limiting fluctuations of the largest real eigenvalue. Near the origin we find new limiting distributions characterising the smallest positive real eigenvalue.

\textbf{Résumé.} Nous nous proposons d’étudier la distribution des valeurs propres du produit de matrices de Ginibre réelles indépendantes. Ces matrices ont par définition des coefficients aléatoires i.i.d. réels Gaussiens. Pour de tels produits, on montre le caractère asymptotique Gaussien des statistiques linéaires des valeurs propres réelles et l’on calcule explicitement, en régime global et mésoscopique, les variances asymptotiques associées. Une partie clé de notre preuve établit des estimées de décorrélations pour le processus Pfaffien associé, ce qui permet d’exploiter la faiblesse de la dépendance entre valeurs propres réelles pour donner des preuves simples et concises de théorèmes de la limite centrée sous des conditions générales. On établit également l’universalité de ces processus ponctuels. On calcule la limite des fonctions de corrélation des valeurs propres à l’intérieur et au bord du spectre limite. Grâce à un raffinement adéquat de la convergence au bord, on obtient les fluctuations limites de la plus grande valeur propre réelle. Près de l’origine, on trouve de nouvelles distributions limites caractérisant la plus petite valeur propre réelle.
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1. Introduction and main results

For a real random matrix $G$ of size $N \times N$, a basic question of random matrix theory asks simply what is the total number of real eigenvalues of $G$? This question was answered by Edelman, Kostlan and Shub [EKS94] who first computed the expected number of real eigenvalues in the case that the entries of $G$ are all real \textit{i.i.d.} standard Gaussian random variables, proving a conjecture in [LS91]. This class of random matrices is known as the \textit{real Ginibre ensemble} after Ginibre’s 1965 work [Gin65] and is sometimes referred to as GinOE (Ginibre Orthogonal Ensemble) due to its invariance under orthogonal transformations. It is perhaps among the most technically demanding of the known classical ensembles of Gaussian random matrices. The joint probability density function of the GinOE eigenvalues was obtained in the works [LS91, Ede97]. Subsequently, the eigenvalue correlation functions and their scaling limits were computed in a series of works [Sin07, FN07, SW08, BS09], more than 40 years after Ginibre’s paper. These works demonstrate an exact solvability of the GinOE: the eigenvalues (real or complex) form a Pfaffian point process with an explicit correlation kernel. By analysing this kernel, asymptotics of the point process were obtained in the limiting regimes, both in the bulk of the spectrum and near the spectral edges. This led to further investigations showing that the real eigenvalue statistics of real asymmetric random matrices have surprising connections to other fields including connections between the real
Ginibre ensemble, annihilating Brownian motions [TZ11] and integrable PDEs [BB20], and between truncated orthogonal random matrices and Kac polynomials [For10].

Recently there have been considerable developments pertaining to products of random matrices, see for example the survey [AI15]. The main model that we will consider in this paper is a product of independent real Ginibre random matrices. This product ensemble was studied in [IK14, FI16] where it was shown that the eigenvalue correlation functions continue to enjoy the Pfaffian structure known for a single real Ginibre matrix. However, the correlation kernel is considerably more complicated for a general product, being expressed in terms of Meijer G-functions or certain multiple integrals that do not have closed form expressions. For this reason, many basic asymptotic questions regarding products of real Ginibre random matrices remain open. Using alternative methods, it is possible to probe the eigenvalue density of the full complex spectrum, see [OS11, GT11], for which the techniques of free probability are relevant, see e.g. [BJW10, BNS12] for products of complex Ginibre matrices. It is less clear that such techniques can be applied to the real eigenvalue statistics of GinOE products considered in this article.

1.1. Fluctuations of the real eigenvalues

In previous works the main available asymptotic results concern the expected number of real eigenvalues [FI16, Sim17b], extending the corresponding result of [EKS94] to products of random matrices. Here we take the next natural step of probability theory and look at the fluctuations. Let \( G_1, \ldots, G_m \) be i.i.d. copies of real Ginibre matrices of size \( N \times N \) and consider the product \( G^{(m)} = N^{-\frac{1}{2}} G_1 G_2 \ldots G_m \). With this choice of normalisation, the real eigenvalues of \( G^{(m)} \) have a limiting empirical spectral distribution supported on the open interval \((-1,1)\) with density given by \( \rho(x) = \frac{1}{N m} |x|^\frac{1}{2} - 1 \mathbb{1}_{x \in (-1,1)} \), see [FI16, Sim17b]. Let \( n = N \mathbb{R} \) denote the total number of real eigenvalues of \( G^{(m)} \), and let \( \lambda_1, \ldots, \lambda_n \) denote each individual real eigenvalue. Then we define the linear statistic:

\[
\xi_{N,m}(f) = \sum_{j=1}^{n} f(\lambda_j).
\] (1.1)

Our first result concerns the limiting distribution of the random variables \( \xi_{N,m}(f) \) as \( N \to \infty \).

**Theorem 1.1.** Let \( f \) be a locally integrable and measurable function satisfying the bound,

\[
\sup_{x \in \mathbb{R}} \left\{ |f(x)| e^{-c|x|^2} \right\} < \infty
\] (1.2)

for all \( c > 0 \). Then we have the convergence in distribution to a normal random variable,

\[
\frac{\xi_{N,m}(f) - \mathbb{E}(\xi_{N,m}(f))}{N^{\frac{1}{4}}} \xrightarrow{d} \mathcal{N}(0,\sigma^2(f)), \quad N \to \infty,
\] (1.3)

with limiting variance

\[
\sigma^2(f) = \sqrt{\frac{2m}{\pi} (2 - \sqrt{2})} \int_{-1}^{1} dx \rho(x) f(x)^2.
\] (1.4)

In the particular case \( f(x) \equiv 1 \) the above gives a central limit theorem (CLT) for the number of real eigenvalues of the product matrix \( G^{(m)} \). Forrester, Ipsen and Kumar [FIK20] have conjectured such a CLT for a product model consisting of truncated orthogonal random matrices, we discuss this model and the corresponding CLT further in Section 1.4. The conditions on \( f \) in Theorem 1.1 are quite mild, in particular we do not require compact support, smoothness or even continuity. Previous results comparable to Theorem 1.1 are for a single matrix \( m = 1 \) and in both available cases \( f \) is restricted to polynomials [Sim17a], or smooth functions with support strictly contained in \((-1,1)\) [Kop15].

Theorem 1.1 also extends to \( N \)-dependent test functions. For a fixed \( E \in (-1,1) \) and an exponent \( \tau > 0 \), define

\[
\xi^{(\tau)}_{N,m}(f) = \sum_{j=1}^{n} f(N^{\tau}(E - \lambda_j)).
\] (1.5)

Then we will refer to \( \xi^{(\tau)}_{N,m}(f) \) as a mesoscopic linear statistic, as it samples roughly \( N^{\frac{1}{2} - \tau} \) points, provided \( E \neq 0 \). This regime is intermediate between the global regime (\( \tau = 0 \)), which samples \( N^{\frac{1}{2}} \) points, and the local regime (\( \tau = \frac{1}{2} \)) which samples \( O(1) \) points.

---

1. We assume throughout the article that \( N \) is even. We expect similar results to hold when \( N \) is odd.
Theorem 1.2. Let $f$ be a locally integrable and measurable function satisfying $f \in L^2(\mathbb{R})$ and the boundedness $\sup_{x \in \mathbb{R}} \{(1 + |x|)^{1+\delta} f(x)^2\} < \infty$ for some $\delta > 0$. Assume $0 < \tau < 1/2$ and $E \in (-1, 1) \setminus \{0\}$ are fixed. Then we have the convergence in distribution to a normal random variable,

$$
\frac{\xi^{(\tau)}_{N,m}(f) - \mathbb{E}(\xi^{(\tau)}_{N,m}(f))}{N^{1/2-\frac{\tau}{2}}} \xrightarrow{d} \mathcal{N}(0, \sigma^2(f)), \quad N \to \infty,
$$

(1.6)

with limiting variance

$$
\sigma^2(f) = \sqrt{\frac{2m}{\pi}} (2 - \sqrt{2}) \rho(E) \int_{-\infty}^{\infty} dx f(x)^2.
$$

(1.7)

If $E = 0$ and $0 < \tau < \frac{m}{2}$, then under the same regularity assumptions on $f$ we have the convergence in distribution to a normal random variable,

$$
\frac{\xi^{(\tau)}_{N,m}(f) - \mathbb{E}(\xi^{(\tau)}_{N,m}(f))}{N^{1-\frac{\tau}{2}}} \xrightarrow{d} \mathcal{N}(0, \sigma_0^2(f)), \quad N \to \infty,
$$

(1.8)

with limiting variance

$$
\sigma_0^2(f) = \frac{1}{\sqrt{2m\pi}} (2 - \sqrt{2}) \int_{-\infty}^{\infty} dx f(x)^2 |x|^{-1+\frac{\tau}{2}}.
$$

(1.9)

The result (1.6) is expected to be sharp in the sense that if $\tau = \frac{1}{2}$ we do not expect convergence to a Gaussian. We will see in Theorem 1.5 below that at scale $\tau = \frac{1}{4}$ the point process of real eigenvalues converges to a universal object related to systems of annihilating Brownian motions. These central limit theorems thus bear some comparison to those proved for related interacting particle systems such as the Arratia flow [GF18]. The constant $2 - \sqrt{2}$ in the variance formula (1.4) was first highlighted in the $m = 1$ case in [FN07] and has been referred to as the compressibility of the point process [For15].

The proofs of Theorems 1.1 and 1.2 are based on two main ideas. The first is to exploit the Pfaffian structure of the correlation functions obtained in [FI16] and the explicitly known kernel for the point process of real eigenvalues. This allows in principle to write down exact formulas for the cumulants of random variable (1.1) in terms of integrals involving the test function $f$ and the correlation functions. This approach is well known, see for example [Sos00].

The second idea we use has not been exploited so much in random matrix theory. It is based on the theory of weak dependence, which applies to large classes of point processes whose correlation functions factorise asymptotically at a suitable rate. If this factorisation occurs quickly enough (e.g. exponentially fast) then it is possible to deduce limiting Gaussian distributions for statistics of type (1.1) under certain conditions. Ideas of this type have been known for some time in the physics literature, especially regarding the statistical mechanics of Coulomb systems [MY80]. The theory was further developed and applied with considerable success to point processes and other weakly dependent particle systems [Iva82, GF18, NS12, BYY19], but to our knowledge was not yet applied to Pfaffian point processes or the ensembles considered here. Use of this theory simplifies the estimates of the cumulants and leads to quick and conceptually simple proofs of central limit theorems for real eigenvalue statistics.

1.2. Kernel asymptotics, correlation decay, and universality

We begin by recalling the basic structure of the Pfaffian point process that describes the real eigenvalues for products of finite size real Ginibre matrices. Let us say that a $2 \times 2$ matrix kernel $K(x, y)$ is in derived form if it can be represented as

$$
K(x, y) = \begin{pmatrix}
-\frac{\partial}{\partial y} S(x, y) & S(x, y) \\
-S(y, x) & -\int_{-\infty}^{y} dt S(t, y) + \frac{1}{2} \text{sgn}(x - y)
\end{pmatrix},
$$

(1.10)

for some scalar kernel $S(x, y)$. Therefore the scalar function of two variables $S(x, y)$ completely characterises the kernel and the corresponding point process. The eigenvalue point process of many classical ensembles of random matrix theory take this form. The mentioned GinOE is one example where this structure arises, but also such kernels arise in the analysis of the better known Gaussian Orthogonal Ensemble (GOE) [Meh04], the real elliptic ensemble [FN08], truncated orthogonal random matrices [KSZ10] and products thereof [IK14, FIK20]. Certain interacting particle systems also fit
into this framework with an additional parameter that corresponds to thinning a point process [TZ11, GPTZ18, GTZ20]. Ipsen and Kieburg [IK14], and Forrester and Ipsen [FI16] have shown that this structure holds for products of GinOE matrices.

**Theorem 1.3** (Forrester and Ipsen [FI16]). Let $G^{(m)} = N^{-\frac{m}{2}} G_1 G_2 \ldots G_m$ be a product of $m$ independent real Ginibre random matrices of size $N \times N$. Then the real eigenvalues of $G^{(m)}$ form a Pfaffian point process with kernel $K_N(x, y)$ in the derived form (1.10) with scalar kernel

$$S_N(x, y) = \frac{N^\frac{m}{2}}{(2\sqrt{\pi})^m} \int_{-\infty}^{\infty} dv \, (x - v) \delta(\lambda_1 \ldots \lambda_m) d\lambda_1 \ldots d\lambda_m.$$  

where

$$w(x) = \int_{\mathbb{R}^m} \exp \left( -\frac{1}{2} \sum_{j=1}^{m} \lambda_j^2 \right) \delta(x - \lambda_1 \ldots \lambda_m) \, d\lambda_1 \ldots d\lambda_m,$$

and

$$f_{N-2}(x) = \sum_{j=0}^{N-2} \frac{x^j}{(j!)^m}.$$

More precisely, given the matrix kernel $K_N(x, y)$ constructed as in (1.10), the $k$th order correlation functions of the real eigenvalues of $G^{(m)}$ are given by the Pfaffian,

$$\rho_N^{(k)}(x_1, \ldots, x_k) = \text{Pf} \left\{ K_N(x_i, x_j) \right\}_{i,j=1}^k.$$

Given such an exact structure, it is then of interest to calculate the scaled asymptotic behaviour as $N \to \infty$ of the correlation functions in suitable regimes. Our first result of this type gives a strong uniform approximation of the kernel $K_N(x, y)$ as $N \to \infty$ in the bulk of the spectrum. It is convenient to define explicitly the scalar kernels in the diagonal entries of the derived form (1.10),

$$D_N(x, y) = -\frac{\partial}{\partial y} S_N(x, y),$$

$$I_N(x, y) = -\int_x^y dt \, S_N(t, y) + \frac{1}{2} \delta(x - y).$$

We also define the complementary error function,

$$\text{erfc}(z) = \frac{2}{\sqrt{\pi}} \int_z^{\infty} dt \, e^{-t^2}.$$  

**Theorem 1.4** (Strong global approximation). Given $\epsilon > 0$ small, consider the following subset of $[0, 1]$,

$$E_N = \{ x \in [0, 1] : \{ x > N^{-\frac{2}{m}} + \epsilon \} \wedge \{ x < 1 - N^{-\frac{1}{2} + \epsilon} \} \}.$$  

Then the following estimates hold uniformly on $x, y \in E_N^\perp$ as $N \to \infty$,

$$x^{m-1} S_N(x^m, y^m) = \sqrt{\frac{N}{2m\pi}} e^{-\frac{N}{2m}(x-y)^2} (1 + o(1)) + O(e^{-N^{\epsilon}}),$$

$$(xy)^{m-1} D_N(x^m, y^m) = \frac{N^{\frac{1}{2}}}{m^\frac{1}{2} \sqrt{2\pi}} m(y - x) e^{-\frac{N}{2m}(x-y)^2} (1 + o(1)) + O(e^{-N^{\epsilon}}),$$

$$I_N(x^m, y^m) = \frac{1}{2} \text{sgn}(x - y) \text{erfc} \left( \frac{\sqrt{Nm}(y - x)}{\sqrt{2}} \right) (1 + o(1)) + O(e^{-N^{\epsilon}}).$$
If $x$ and $y$ are negative, and $x, y \in -E^2_N$, the analogous results follow from the above estimates using the symmetries $S_N(-x, -y) = S_N(x, y)$, $D_N(-x, -y) = -D_N(x, y)$ and $I_N(-x, -y) = -I_N(x, y)$. If $x$ and $y$ have mixed signs, and $|x|, |y| < E_N$ then all three kernels are $O(e^{-N})$.

The most immediate feature of Theorem 1.4 is the exponentially fast decay of the kernel outside the diagonal, at least provided $|x - y| \gg N^{-\frac{2}{3}}$. One consequence of this is weak dependence of the real eigenvalues, characterised by a certain clustering property, see Section 3.3 for precise statements. Another consequence of Theorem 1.4 is the bulk convergence of the correlation kernel. To this end, let us take a point $E \in (-1, 1) \setminus \{0\}$ fixed and consider the bulk scaling,

$$s_{N,m}^{(bulk)}(\xi, \zeta) = \frac{1}{2\sqrt{Nm \rho(E)}} S_N \left( E + \frac{\xi}{2\sqrt{Nm \rho(E)}}, E + \frac{\zeta}{2\sqrt{Nm \rho(E)}} \right),$$

where $\rho(E) = \frac{1}{2m} |E|^{-\frac{1}{2}}$ is the limiting density of eigenvalues. We denote by $k_{N,m}^{(bulk)}(\xi, \zeta)$ the $2 \times 2$ matrix kernel in derived form with scalar kernel $s_{N,m}^{(bulk)}(\xi, \zeta)$.

**Theorem 1.5.** We have the convergence to a limiting kernel $k_{N,m}^{(bulk)}(\xi, \zeta) \to k_{\infty}^{(bulk)}(\xi, \zeta)$ as $N \to \infty$ uniformly in compact subsets of $\xi$ and $\zeta$, where the limiting $2 \times 2$ matrix kernel $k_{\infty}^{(bulk)}(\xi, \zeta)$ is in derived form with scalar kernel,

$$s_{\infty}^{(bulk)}(\xi, \zeta) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}(\xi - \zeta)^2}.$$

The above result was previously obtained in [FN07, BS09] for $m = 1$, i.e. for the real eigenvalues of a single real Ginibre random matrix in the bulk. One might therefore anticipate Theorem 1.5 from the general universality principles of random matrix theory. A similar type of universality for products of complex Ginibre random matrices was obtained in the works [LWZ16, LW16]. The limiting kernel $k_{\infty}^{(bulk)}(\xi, \zeta)$ also arises outside of random matrix theory; it was shown in [TZ11] that the Pfaffian point process with kernel $k_{\infty}^{(bulk)}(\xi, \zeta)$ is equivalent to the point process of annihilating Brownian motions under the maximal entrance law.

The other interesting scaling limit to consider for such correlation kernels lies in a small neighbourhood of the spectral edge. Without loss of generality we will focus on the right end point of the spectrum located at $x = 1$. We define

$$s_{N,m}^{(edge)}(\xi, \zeta) = \frac{1}{2\sqrt{Nm \rho(1)}} S_N \left( 1 + \frac{\xi}{2\sqrt{Nm \rho(1)}}, 1 + \frac{\zeta}{2\sqrt{Nm \rho(1)}} \right).$$

Let $k_{N,m}^{(edge)}(\xi, \zeta)$ be the $2 \times 2$ matrix kernel in derived form with scalar kernel $s_{N,m}^{(edge)}(\xi, \zeta)$.

**Theorem 1.6.** For a fixed $s \in \mathbb{R}$ consider the set $A = \{\xi \in \mathbb{R} : \xi > s\}$. Then we have the convergence $k_{N,m}^{(edge)}(\xi, \zeta) \to k_{\infty}^{(edge)}(\xi, \zeta)$ as $N \to \infty$ uniformly for $(\xi, \zeta) \in A^2$, where the limiting $2 \times 2$ matrix kernel $k_{\infty}^{(edge)}(\xi, \zeta)$ is in derived form with scalar kernel,

$$s_{\infty}^{(edge)}(\xi, \zeta) = \frac{1}{2\sqrt{2\pi}} e^{-\frac{1}{2}(\xi - \zeta)^2} \text{erfc} \left( \frac{\xi + \zeta}{\sqrt{2}} \right) + \frac{1}{\sqrt{\pi}} e^{-\xi^2} \text{erfc}(-\zeta).$$

The limit kernel $k_{\infty}^{(edge)}(\xi, \zeta)$ first arose in the $m = 1$ real Ginibre case [BS09] (see [BPS16] for a corrected version). As with the bulk regime it also describes systems of annihilating Brownian motions, now with a half-space initial condition [GPTZ18]. The convergence of Theorem 1.6 is a relatively strong one as it holds uniformly on sets of unbounded height. Such a uniformity will be helpful later in obtaining distributional convergence of the largest real eigenvalue.

Near the origin, in contrast, there are new universality classes which are much more sensitive to the number of factors $m$ in the product. Define the scaled kernel near the origin,

$$s_{N,m}^{(origin)}(\xi, \zeta) = \frac{1}{N^{\frac{2}{3}}} S_N \left( \frac{\xi}{N^{\frac{2}{3}}}, \frac{\zeta}{N^{\frac{2}{3}}} \right).$$

As before, we denote by $k_{N,m}^{(origin)}(\xi, \zeta)$ the $2 \times 2$ matrix kernel in derived form with scalar kernel $s_{N,m}^{(origin)}(\xi, \zeta)$.

**Theorem 1.7.** We have the convergence to a limiting kernel $k_{N,m}^{(origin)}(\xi, \zeta) \to k_{\infty,m}^{(origin)}(\xi, \zeta)$ as $N \to \infty$ uniformly on compact subsets of $\xi$ and $\zeta$, where the limiting $2 \times 2$ matrix kernel $k_{\infty,m}^{(origin)}(\xi, \zeta)$ is in derived form with scalar kernel,

$$s_{\infty,m}^{(origin)}(\xi, \zeta) = \frac{1}{(2\sqrt{2\pi})^m} \int_{-\infty}^{\infty} d\eta (\xi - \eta) \text{sgn}(\zeta - \eta) w(\xi) w(\eta) f_\infty(\xi \zeta).$$
where the weight \( w \) is defined in (1.12) and

\[
f_\infty(\xi\zeta) := \sum_{k=0}^{\infty} \frac{(\xi\zeta)^k}{(k!)^m}. \tag{1.28}
\]

**Remark 1.8.** The above finite-\( N \) matrix kernels \( k_{N,m}^{(\text{bulk})}(\xi,\zeta), k_{N,m}^{(\text{edge})}(\xi,\zeta) \) and \( k_{N,m}^{(\text{origin})}(\xi,\zeta) \) are not precisely those obtained by the corresponding rescaling of \( K_N(x,y) \), as the latter contains slightly different normalisation factors in the diagonal entries of its derived form. However, simple properties of Pfaffians show that these pre-factors cancel out and correspond to the same correlation functions. In the literature such kernels are said to be conjugation equivalent or gauge equivalent.

### 1.3. Fluctuations of extreme eigenvalues

The previous asymptotics for the correlation kernel can be used to extract convergence in distribution style results for the extreme eigenvalues, both for small eigenvalues near the origin and the maximal eigenvalue at the edge. Before we state these results we briefly review the known case \( m = 1 \) that has been the subject of recent interest.

The largest real eigenvalue in the GinOE was first described in the work of Rider and Sinclair [RS14] who computed its distribution in terms of certain Fredholm Pfaffians at finite-\( N \). Concretely, these are series expansions for the cumulative distribution function of the largest real eigenvalue where each term in the series is built from the GinOE correlation functions. Then passing to the limit \( N \to \infty \) with appropriate centering and scaling, one finds the limiting distribution in terms of a certain infinite dimensional operator determinant (the original expression in [RS14] was later corrected, see Theorem 1.1 of [PTZ17]). The kernel of the limiting operator has a convolution form similar to the kernel that appears in the Tracy-Widom formula for the largest eigenvalue of the GOE [TW94, TW96]. In particular it belongs to a class studied using probabilistic techniques in [FTZ20, FTZ21] and this gives one route to obtain the tail asymptotics of the largest real eigenvalue. It has been shown that the mentioned determinant can be re-formulated using the theory of integrable systems.

In the GOE case the largest eigenvalue is famously related to a solution of the Painlevé II equation, whereas in the GinOE case it was very recently shown to be related to a solution of the Zakharov-Shabat system [BB20]. These quantities can be characterised as solutions of an appropriately defined Riemann-Hilbert problem. For the GinOE, applying the non-linear steepest descent method to the Riemann-Hilbert problem allowed the authors of [BB20] to obtain tail asymptotics of the largest real eigenvalue. Very recently, the Zakharov-Shabat system has appeared in the study of the large deviations of the Kardar-Parisi-Zhang equation with weak noise [KLD21].

Our next result shows that products of GinOE random matrices have largest real eigenvalue belonging to the mentioned Zakharov-Shabat universality class. Again let \( G_1, \ldots, G_m \) be i.i.d. copies of real Ginibre matrices of size \( N \times N \) and consider the product \( G^{(m)} = N^{-\frac{m}{2}} G_1 G_2 \ldots G_m \).

**Theorem 1.9.** Let \( \lambda_{N,\text{max}}^{(m)} \) denote the largest real eigenvalue of the product matrix \( G^{(m)} \). Then we have the convergence in distribution,

\[
\sqrt{\frac{N}{m}} (\lambda_{N,\text{max}}^{(m)} - 1) \xrightarrow{d} \lambda_{\text{max}}, \quad N \to \infty,
\]

where the limiting random variable \( \lambda_{\text{max}} \) is independent of \( m \) and has distribution given by the following absolutely convergent series,

\[
\mathbb{P}(\lambda_{\text{max}} < s) = \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{\ell!} \int_{[s,\infty)^\ell} \prod_{j=1}^\ell d\xi_j \text{Pf} \left\{ k_{\infty}^{(\text{edge})}(\xi_i,\xi_j) \right\}_{i,j=1}^\ell. \tag{1.30}
\]

Since the limiting random variable of Theorem 1.9 is independent of \( m \), it coincides with the \( m = 1 \) characterisations given in [BB20]. The notable \( m \) dependence lies in the normalisation of (1.29) which suggests that fluctuations of the largest real eigenvalue become larger for increasing \( m \).

On the other hand, the smallest eigenvalues have limiting distributions with a more complicated dependence on the number of factors \( m \) in the product. Let \( \lambda_{\text{min},N}^{(m)} \) denote the smallest positive real eigenvalue of the product matrix \( G^{(m)} \).

It is worth noting that this random variable is not obviously related to the singular values of \( G^{(m)} \), as the latter would be influenced also by neighbouring complex eigenvalues. After blowing up by a factor \( N^{\frac{m}{2}} \), the random variable \( \lambda_{\text{min},N}^{(m)} \) has a limiting distribution.
Theorem 1.10. We have the convergence in distribution

\[ N \frac{\lambda^{(m)}_{\min,N}}{\sigma} \xrightarrow{d} \lambda^{(m)}_{\min}, \quad N \to \infty, \tag{1.31} \]

where the limiting random variable \( \lambda^{(m)}_{\min} \) has distribution given by the following absolutely convergent series,

\[ \mathbb{P}(\lambda^{(m)}_{\min} > s) = \sum_{\ell=0}^{\infty} \left( \frac{-1}{\ell!} \right)^{\ell} \int_{[0,s]} \prod_{j=1}^{\ell} d\xi_j \text{PF} \left( \begin{pmatrix} k^{(\text{origin})}_{\infty,m} (\xi_1, \xi_j) \end{pmatrix}_{i,j=1}^{\ell} \right). \tag{1.32} \]

In comparison with the largest eigenvalue, it would be interesting to understand whether the limiting distribution (1.32) can be explored using probabilistic [FTZ20, FTZ21] or integrable approaches [BB20], for example to obtain characterisations of (1.32) in terms of differential equations, or to extract the tail asymptotics as \( s \to \infty \).

1.4. Beyond real Ginibre random matrices

The methods developed in this paper likely apply to various other models of real asymmetric random matrices. One particular example is a product of truncated Haar distributed orthogonal random matrices, which has been the subject of recent investigations [FK18, FIK20, LMS22]. As in the case of real Ginibre random matrices, eigenvalue statistics of such products are again described by a Pfaffian point process. This was shown in the single matrix case in the work [KSZ10], then for products of such matrices beginning with [IK14] and simplified expressions for the kernel directly analogous to the one of Theorem 1.3 obtained in [FIK20]. Then it is possible to obtain analogues of the main results discussed in Sections 1.1, 1.2 and 1.3 for such products employing a similar approach developed in this paper. The main difference in the statement of results is that the limiting density \( \rho(x) = \frac{1}{2m} |x|^{-\frac{1}{2}} \mathbb{1}_{x \in (-1,1)} \) that appeared earlier should be replaced with the density

\[ \rho(x) = \frac{1}{2m} |x|^{-1+\frac{1}{m}} \frac{1}{1-|x|^2} \mathbb{1}_{x \in (-\alpha, \alpha)}, \tag{1.33} \]

where \( \alpha := \lim_{N \to \infty} \left( 1 + \frac{L_N}{N} \right)^{-1} \); here \( L_N \) is the number of rows and columns truncated, and \( N \) is the dimension of the truncated matrix. In particular, this replacement gives the appropriate analogue of Theorem 1.1, conjectured in the case \( f(x) \equiv 1 \) in [FIK20].

Another model well suited to the methods described in this article is known as the real elliptic ensemble. This model describes an interpolation between GOE and GinOE random matrices and is constructed as follows. Let \( S \) and \( A \) be \( N \times N \) random matrices sampled from the GOE and anti-symmetric GOE respectively. Then \( X^{(\tau)} = \sqrt{\frac{1+\tau}{2N}} S + \sqrt{\frac{1-\tau}{2N}} A \) is an \( N \times N \) random matrix sampled from the real elliptic ensemble with interpolation parameter \( \tau \in [0,1] \). The Pfaffian structure of the eigenvalue point process and explicit correlation kernel in derived form was obtained in [FPN08]. The work of [FSK98] on the complex elliptic ensemble also provides an expression for the scalar kernel \( S_N(x,y) \) in the real elliptic ensemble in terms of incomplete Gamma functions that is convenient for asymptotics; and [ACV18] obtain asymptotics of such kernels with uniform error bounds. Combining these results allows one to obtain a global approximation of the type given in Theorem 1.4 for this ensemble. We believe that following a similar strategy outlined in the present paper would extend those results to a CLT similar to Theorem 1.1 with \( 0 < \tau < 1 \) fixed (called the strongly non-Hermitian regime). Estimates on the expectation and variance for the number of real eigenvalues in the real elliptic ensemble were recently investigated in the weakly non-Hermitian regime [BKLL21].

This paper is structured as follows. In order to keep the paper self-contained and of appropriate length we will focus on products of real Ginibre random matrices. We begin in Section 2 by obtaining some alternative representations for the kernel \( K_N(x,y) \) of Theorem 1.3 and use these to give the proof of Theorem 1.4 and its consequence, Theorem 1.5. Based on Theorem 1.4, in Section 3.1 we obtain asymptotic formulas for the variance of linear statistics of the real eigenvalues. Then we develop the theory of weak dependence as it applies to real Ginibre matrices and their products in Sections 3.2 and 3.3. This is used to complete the proof of Theorems 1.1 and 1.2 in Section 3.4. Section 4 studies the edge statistics and contains the proofs of Theorems 1.6 and 1.9. The Appendix contains the proof of miscellaneous results, including the proof of Theorems 1.7 and 1.10.
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2. Preliminaries and proof of the global approximation

The goal of this Section is to prove Theorem 1.4. In order to extract the asymptotic behaviour of the kernel \( K_N(x, y) \) defined in Theorem 1.3 we begin by obtaining some alternative expressions for the various scalar kernels comprising \( K_N(x, y) \), namely the functions \( S_N(x, y) \), \( D_N(x, y) \) and \( I_N(x, y) \) mentioned in Theorem 1.4 and (1.15), (1.16). These alternative forms turn out to be better suited for performing asymptotic analysis; the reasons for this will be discussed later in Remark 2.9. Then we will need asymptotic results for the main quantities appearing in the integrand of (1.11), namely the weight (1.12) and the sum (1.13). Bringing these results together will then allow us to complete the proof of Theorem 1.4.

Lemma 2.1. Define the pre-factors,

\[
C_{N,m} = -\frac{N^{3/2}m}{(2\sqrt{2\pi})^m},
\]

\[
D_{N,m} = N^{m(N-3)/2}2^m(N-1)\left(\frac{N-1}{2}\right)!,
\]

Then we have the following equivalent representations for the scalar kernel \( S_N(x, y) \) in (1.11),

\[
S_N(x, y) = -2C_{N,m}\int_y^\infty dv (x-v) w(N\frac{m}{2}x) w(N\frac{m}{2}v) f_{N-2}(N^m x v)
+ C_{N,m}D_{N,m}x^{N-1}w(N\frac{m}{2}x),
\]

(2.2)

\[
S_N(x, y) = 2C_{N,m}\int_{-\infty}^y dv (x-v) w(N\frac{m}{2}x) w(N\frac{m}{2}v) f_{N-2}(N^m x v)
- C_{N,m}D_{N,m}x^{N-1}w(N\frac{m}{2}x),
\]

(2.3)

and

\[
S_N(x, y) = 2C_{N,m}\int_0^y dv (x-v) w(N\frac{m}{2}x) w(N\frac{m}{2}v) f_{N-2}(N^m x v)
- C_{N,m}\left(\frac{2}{N}\right)^m w(N\frac{m}{2}x).
\]

(2.4)

Proof. From the definition of the weight (1.12) it is straightforward to check that,

\[
\int_0^\infty dv v^k w(N\frac{m}{2}v) = \frac{1}{2}\left(\frac{2}{N}\right)^{m(k+1)/2} \left(\Gamma\left(\frac{k+1}{2}\right)\right)^m.
\]

(2.5)

Then by inserting the definition of \( f_{N-2} \) from (1.13) and integrating term by term we obtain the pair of exact identities:

\[
\int_{-\infty}^\infty dv \text{sgn}(v) (v-x) w(N\frac{m}{2}v) f_{N-2}(N^m x v) = \left(\frac{2}{N}\right)^m,
\]

(2.6)

\[
\int_{-\infty}^\infty dv (x-v) w(N\frac{m}{2}v) f_{N-2}(N^m x v) = D_{N,m}x^{N-1}.
\]

(2.7)

To see the first identity (2.6) note that

\[
\int_0^\infty dv (v-x) w(N\frac{m}{2}v) f_{N-2}(N^m x v) - \int_{-\infty}^0 dv (v-x) w(N\frac{m}{2}v) f_{N-2}(N^m x v)
\]

\[
= 2\int_0^\infty dv vw(N\frac{m}{2}v) f_{N-2}^{(c)}(N^m x v) - 2\int_0^\infty dv xw(N\frac{m}{2}v) f_{N-2}^{(o)}(N^m x v)
\]

(2.8)

(2.9)
where \( f^{(e)}_{N-2} \) and \( f^{(o)}_{N-2} \) denote the even and odd monomial contributions to \( f_{N-2} \),

\[
f^{(e)}_{N-2}(v) = \sum_{j=0}^{\infty-1} \frac{v^{2j}}{(2j)!} v^{j-1} m, \quad f^{(o)}_{N-2}(v) = \sum_{j=0}^{\infty-2} \frac{v^{2j+1}}{(2j+1)!} v^{j} m.
\] (2.10)

Explicitly computing the integrals in (2.9) using (2.5) results in a cancellation between adjacent terms in the sum, so that only the \( j=0 \) term from \( f^{(e)}_{N-2} \) gives a non-zero contribution. Again by (2.5) this gives \( (2/N)^m \). The proof of (2.7) is similar, except terms with the same index cancel and one is left with only the \( j = \frac{N}{2} - 1 \) term in \( f^{(e)}_{N-2} \).

Now starting from (1.11) and rearranging the integration limits gives

\[
S_N(x, y) = C_{N,m} \int_{-\infty}^{\infty} dv (x-v) w(N \frac{m}{2} v) w(N \frac{m}{2} x) f_{N-2}(N^m xv) \\
- 2C_{N,m} \int_{-\infty}^{\infty} dv (x-v) w(N \frac{m}{2} v) w(N \frac{m}{2} x) f_{N-2}(N^m xv).
\] (2.11)

Inserting (2.7) into (2.11) completes the proof of representation (2.2). We obtain (2.3) in a similar manner. Finally, to obtain (2.4) we insert (2.6) into

\[
S_N(x, y) = 2C_{N,m} \int_{0}^{y} dv (x-v) w(N \frac{m}{2} v) w(N \frac{m}{2} x) f_{N-2}(N^m xv) \\
- C_{N,m} \int_{-\infty}^{\infty} dv \text{sgn}(v)(x-v) w(N \frac{m}{2} v) w(N \frac{m}{2} x) f_{N-2}(N^m xv).
\] (2.12)

Next we consider the kernels \( D_N(x, y) \) and \( I_N(x, y) \) defined in (1.15) and (1.16).

**Lemma 2.2.** The kernels \( D_N(x, y) \) and \( I_N(x, y) \) are anti-symmetric functions of \( x \) and \( y \). Furthermore, the kernel \( D_N(x, y) \) is given by

\[
D_N(x, y) = 2C_{N,m}(x-y) w(N \frac{m}{2} x) w(N \frac{m}{2} y) f_{N-2}(N^m xy).
\] (2.13)

When \( y > x \) the kernel \( I_N(x, y) \) has the alternative expression,

\[
I_N(x, y) = \int_{0}^{x} dt S_N(t, y) + C_{N,m} \left( \frac{2}{N} \right)^{m} \int_{0}^{y} dt w(N \frac{m}{2} t) - \frac{1}{2}.
\] (2.14)

**Proof.** The anti-symmetry of \( D_N \) and \( I_N \) is implicit in the construction of [FI16], but we give a direct proof here. The representation (2.13) follows by inserting (2.2) into (1.15). This kernel is clearly anti-symmetric. To see the anti-symmetry of \( I_N(x, y) \) it suffices to check anti-symmetry of the first term in (1.16). To show this, starting from (2.2) we have

\[
S_N(t, y) - S_N(t, x) = -2C_{N,m} \int_{x}^{y} dv (v-t) w(N \frac{m}{2} v) w(N \frac{m}{2} t) f_{N-2}(N^m vt)
\] (2.15)

and thus by symmetry in the \( v \) and \( t \) variables,

\[
\int_{x}^{y} dt (S_N(t, y) - S_N(t, x)) = 0,
\] (2.16)

which implies the anti-symmetry of the first term in (1.16). Hence \( I_N(x, y) = -I_N(y, x) \). To establish (2.14), using (1.16) we decompose,

\[
I_N(x, y) = \int_{0}^{x} dt S_N(t, y) - \int_{0}^{y} dt S_N(t, y) - \frac{1}{2}
= \int_{0}^{x} dt S_N(t, y) + C_{N,m} \left( \frac{2}{N} \right)^{m} \int_{0}^{y} dt w(N \frac{m}{2} t) - \frac{1}{2}
\] (2.17)

where to obtain the second line (2.17) we used (2.4) and again used the symmetry of the integrand in \( v \) and \( t \).
We have the crude bound, for $x > MN$.

Remark 2.3. Throughout the paper $C$ and $c$ will always denote absolute positive constants that are uniform in the sense that they are independent of any relevant asymptotic parameters, function arguments or integration variables. Their precise value will be considered unimportant and may change from line to line.

Proposition 2.4. Fix a large constant $M > 0$. Then we have the following asymptotic estimate uniformly on $|x| \in [MN^{-\frac{m}{2}}, \infty)$

$$w(N^{m/2}x) = N^{-\frac{m-1}{2}} e^{-\frac{N^{m/2}}{x^2}} \frac{(4\pi)^{m-1}}{\sqrt{m}} |x|^{-\frac{m-1}{m}} \left(1 + O \left(\frac{1}{N|x|^\frac{m}{2}}\right)\right), \quad N \to \infty. \quad (2.18)$$

Furthermore, we have the crude bound uniformly on $[MN^{-\frac{m}{2}}, \infty)$,

$$w(N^{m/2}x) \leq C e^{-\frac{N^{m/2}}{x^2}}. \quad (2.19)$$

Proposition 2.5. As $N \to \infty$ we have the following estimate uniformly on $x \in \mathbb{R} \setminus ((1 - \omega)^m, (1 + \omega)^m)$,

$$f_{N-2}(N^{m}x) = f_{\infty}(N^{m}x) \mathbb{I}_{-(1+\omega)^m < x < (1-\omega)^m} + \frac{x^{N-1} e^{mN}}{(2\pi N)^{m/2}(x-1)} \left(1 + O \left(\frac{1}{\sqrt{N} \omega}\right)\right), \quad (2.20)$$

where we take $\omega = N^{-\frac{1}{2}}$.

Proposition 2.6. Fix a large constant $M > 0$. Then we have the following estimate uniformly on $x \in (MN^{-m}, \infty)$,

$$f_{\infty}(N^{m}x) = (2\pi)^{-1/2} x^{-\frac{n-1}{2}} e^{Nmx} \frac{1}{\sqrt{m}} N^{-\frac{n+1}{m}} \left(1 + O \left(\frac{1}{(x \pi N)}\right)\right), \quad N \to \infty. \quad (2.21)$$

We have the crude bound, for $x > MN^{-m}$,

$$f_{\infty}(N^{m}x) \leq C e^{Nmx} \frac{1}{\sqrt{m}}. \quad (2.22)$$

Remark 2.7. We do not give the details of the proof of Propositions 2.4 - 2.6 here, but instead refer the reader to Appendix A of [LMS22] where the main ideas are discussed. These asymptotics were also considered in the context of complex Ginibre random matrices in [AB12]. Both the weight function $w(x)$ and the infinite series $f_{\infty}(x)$ are expressible directly in terms of Meijer-G functions or generalised hypergeometric functions. Then the asymptotics of Propositions 2.4 and 2.6 can be extracted from classical sources on the asymptotic behaviour of such special functions, see e.g. [Fie72]. It is less clear that the precise formulation of Proposition 2.5 follows from these sources, and we again refer to [LMS22] for further discussion.

Using these asymptotics we can further simplify the representation (2.14).

Lemma 2.8. Let $0 < x < y$. Then for any $\epsilon, \epsilon'$ such that $0 < \epsilon' < \epsilon$ we have uniformly on $\{x > N^{-\frac{m}{2} + \epsilon}\}$,

$$I_N(x, y) = \int_{N^{-\frac{m}{2} + \epsilon'}}^{x} dt S_N(t, y) + O(e^{-N^{\epsilon'}}), \quad N \to \infty. \quad (2.23)$$

Proof. We first note that

$$I_N(x, y) = \int_{0}^{x} dt S_N(t, y) + O(e^{-cN^{\epsilon'}}). \quad (2.24)$$

To see this, we use the exact identity

$$C_{N,m} \left(\frac{2}{N}\right)^m \int_{0}^{\infty} dt w(N^{-\frac{m}{2}} t) = \frac{1}{2}, \quad (2.25)$$

which follows from (2.5). Comparing with the middle term of (2.14) the error in this approximation is,

$$C_{N,m} \left(\frac{2}{N}\right)^m \int_{y}^{\infty} dt w(N^{-\frac{m}{2}} t) = O(e^{-cN^{\epsilon'}}). \quad (2.26)$$
where we used that \( y > N^{-\frac{2}{3}} + \epsilon \).

It suffices to show that choosing \( 0 < \epsilon' < \epsilon \), we have

\[
\int_0^{N^{-\frac{2}{3}} + \epsilon'} dt \, S_N(t, y) = O(e^{-cN^\epsilon}). \tag{2.27}
\]

Inserting (2.2) we note that the contribution to (2.27) from the second term of (2.2) is exponentially small, this follows from Stirling’s formula and the presence of the term \( tN^{-\frac{1}{2}} \). Next we consider the contribution to (2.27) from first term of (2.2) and obtain,

\[
w(N^{-\frac{2}{3}} t) w(N^{-\frac{2}{3}} t) f_\infty(tvN^m) \leq w(N^{-\frac{2}{3}} t) e^{\frac{2}{3} N m^2} e^{-\frac{2}{3} N (t^{-\frac{1}{2}} - v^{-\frac{1}{2}})^2} \tag{2.28}
\]

\[
= e^{-c(N-1)(t^{-\frac{1}{2}} - v^{-\frac{1}{2}})^2} w(N^{-\frac{2}{3}} t) e^{\frac{2}{3} N m^2} e^{-\frac{2}{3} N (t^{-\frac{1}{2}} - v^{-\frac{1}{2}})^2} \tag{2.29}
\]

\[
\leq C e^{-cN\frac{2}{3} m^2} w(N^{-\frac{2}{3}} t) e^{\frac{2}{3} N m^2} e^{-\frac{2}{3} N (t^{-\frac{1}{2}} - v^{-\frac{1}{2}})^2} \tag{2.30}
\]

where we used that \( 0 < t < N^{-\frac{2}{3}} + \epsilon' \) and \( v > N^{-\frac{2}{3}} + \epsilon \) with \( \epsilon > \epsilon' \) in (2.30). For the integration over \( v \) the last factor in (2.30) can be bounded independently of \( t \) and is integrable on \([y, \infty)\). Next for the integration over \( t \), if \( t > MN^{-\frac{2}{3}} \) for some large constant \( M \) (2.19) implies that \( w(N^{-\frac{2}{3}} t) e^{\frac{2}{3} N m^2} \leq C \). Likewise if \( t \leq MN^{-\frac{2}{3}} \) the factor \( e^{-cNt\frac{2}{3} m^2} \) is uniformly bounded and the weight \( w(N^{-\frac{2}{3}} t) \) is integrable. Hence the contribution to (2.27) on \( v > v^* \) is \( O(e^{-cN\frac{2}{3} m^2}) \). On the other hand if \( v < v^* \) so that \( tvN^m \) is bounded we use that \( f_\infty(tvN^m) \leq C \) uniformly by absolute convergence of the series \( f_\infty \). Then the required exponential decay follows from (2.26). A similar approach applies to the contribution coming from the second term of (2.2).

\[\square\]

**Remark 2.9.** A key point in the representations (2.2) or (1.11) is that the integrand is dominated by points in a small vicinity of the saddle point \( v = x \). A distinct advantage of representation (2.2) over (1.11) is that this saddle point is located outside the domain of integration, at least if \( y > x \). This is a crucial point when proving exponential decay of the correlation kernel and in proving Theorem 1.4. In contrast, representation (1.11) integrates fully over the saddle point making it more challenging to isolate the exponentially small contributions to the asymptotics. The representation (2.23) has a similar advantage over (1.16).

**Proof of Theorem 1.4.** We start with the proof of (1.20) based on representation (2.13). Putting together Propositions 2.4 and 2.6, we have the following asymptotics as \( N \to \infty \),

\[
w(N^{-\frac{2}{3}} x) w(N^{-\frac{2}{3}} y) f_\infty(N^m xy) = c_m^{(1)} N^{-\frac{3m-1}{2}} (xy) e^{-\frac{3m-1}{2} N (y^{-\frac{1}{2}} - x^{-\frac{1}{2}})^2} (1 + o(1)) \tag{2.31}
\]

where

\[
c_m^{(1)} = 2^{m-1} (2\pi)^{m-1} m^{-3/2}. \tag{2.32}
\]

Then from Proposition 2.5 and the crude bound (2.19) we can estimate the error

\[
\left| w(N^{-\frac{2}{3}} x) w(N^{-\frac{2}{3}} y) (f_{N-2}(N^m xy) - f_\infty(N^m xy)) \right| \leq N^c e^{-N(\phi_m(x) + \phi_m(y))} \tag{2.33}
\]

where \( \phi_m(x) = m \left( x^{-\frac{1}{2}} - 1 \right) - \log(x) \). Since \( x < 1 - N^{-\frac{1}{2} + \epsilon} \) we have \( N \phi_m(x) \geq cN^\epsilon \) and so (2.33) is \( O(e^{-cN^\epsilon}) \). Therefore,

\[
w(N^{-\frac{2}{3}} x) w(N^{-\frac{2}{3}} y) f_{N-2}(N^m xy) = c_m^{(1)} N^{-\frac{3m-1}{2}} (xy) e^{-\frac{3m-1}{2} N (y^{-\frac{1}{2}} - x^{-\frac{1}{2}})^2} (1 + o(1)) + O(e^{-cN^\epsilon}) \tag{2.34}
\]

The estimate (2.34) holds uniformly on \((x, y) \in E_N^2\). Replacing \( x \to x^m \), \( y \to y^m \) and inserting (2.34) into (2.13) shows that

\[
(xy)^{m-1} D_N(x^m, y^m) = \frac{N^{\frac{1}{2}}}{m^{\frac{3}{2}} \sqrt{2\pi}} (xy)^{-\frac{m}{2}} e^{-\frac{N}{m}(x-y)^2} (1 + o(1)) + O(e^{-cN^\epsilon}) \tag{2.35}
\]
where to obtain (2.36) we used the Taylor expansion (C.28) assuming \(|y - x| \leq N^{-\frac{1}{2} + \epsilon'}\) and \(x, y > N^{-\frac{1}{2} + \epsilon}\) with \(0 < \epsilon' < \epsilon\). If on the other hand we have \(|y - x| > N^{-\frac{1}{2} + \epsilon} \) then the first line (2.35) is \(O(e^{-N^{\epsilon'}})\). This establishes formula (1.20) of the global approximation.

To establish (1.19) requires a little more work. Firstly we note that the second term in (2.2) can be neglected in the bulk. Indeed, by Stirling’s formula and the crude bound (2.19) we obtain

\[
C_{N,m}D_{N,m} x^{N-1} w(N \frac{y}{x}) \leq N^c e^{-N \phi_m(x)}
\]

(2.37)

where \(\phi_m(x) = \frac{m}{2} (x^\frac{3}{2} - 1) - \log(x)\). Hence (2.37) is \(O(e^{-c N^\epsilon})\) uniformly for \(x \in E_N\).

Next we deal with the main term in (2.2). We begin by assuming \(0 < x < y\). As mentioned in Remark 2.9, the main contribution to the integral in (2.2) comes from a small neighbourhood of the point \(v = x\). Hence the points that are too far away from this neighbourhood will have an exponentially small contribution. In the bounds that follow it will be helpful to define \(y_+^* = \left(y^\frac{1}{3} \pm N^{-\frac{1}{2} + \epsilon'}\right)^m\) with \(x_+^*\) defined similarly. In particular, inserting (2.34) into (2.2), we claim that the part of the integral where \(v > y_+^*\) where \(0 < \epsilon' < \epsilon\) can be neglected. Then the interval \([y, y_+^*]\) is entirely contained in the bulk region \(E_N\) for any \(\epsilon'' > 0\) with \(0 < \epsilon'' < \epsilon' < \epsilon\). This allows us to apply the asymptotics (2.34), yielding

\[
S_N(x, y) = K_{N,m} \int_{y}^{y_+^*} dv \frac{(v - x)}{(xyv)^{2m}} e^{-2\frac{m}{x^2} (v - x)} (1 + O(1)) + O(e^{-N^\epsilon'})
\]

(2.38)

uniformly on \((x, y) \in E_N^2\), where

\[K_{N,m} = \frac{N^{\frac{3}{2}}}{m^{\frac{1}{2}} \sqrt{2\pi}}.
\]

Before proving the claim (2.38) we show how to use it to obtain the desired estimate (1.19) of Theorem 1.4. Working in variables \(x \to x^m\), \(y \to y^m\) and \(v \to v^m\), we make the further change of variables \(v \to x + \sqrt{N} v\) and write (2.38) in terms of the function \(Q(x, v/\sqrt{N})\) defined in Lemma C.3,

\[
x^{m-1} S_N(x^m, y^m) = \frac{mK_{N,m}}{N} \int_{(y-x)^{\sqrt{N}} + N^\epsilon^*} \frac{dNQ(x, v/\sqrt{N}) e^{-\frac{m}{x^2} (1 + o(1)) + O(e^{-N^\epsilon'})}}{N}
\]

(2.40)

\[= \frac{mK_{N,m}}{N} \int_{(y-x)^{\sqrt{N}} + N^\epsilon^*} dv \frac{N^2 e^{-\frac{m}{x^2} (1 + o(1)) + O(e^{-N^\epsilon'})}}{N}
\]

(2.41)

\[= \sqrt{\frac{N}{2\pi m}} e^{-N m (x_+^*)^{\frac{3}{2}}} (1 + o(1)) + O(e^{-N^\epsilon'})
\]

(2.42)

where in the second line (2.41) we used the Taylor expansion (C.28). Now we prove the claim (2.38). Consider \(A := [y_+^*, \infty)\) and denote the contribution to (2.2) with the integral over \(v\) restricted to the set \(A\) as \(I_A\). On this interval we apply (2.19) and the following uniform bound for \(x v > 0\),

\[
f_{N-2}(x v N^m) \leq f_{\infty}(x v; N^m) \leq C e^{N m (x v)^{\frac{1}{2} - 1}}.
\]

(2.43)

Then noting that \(y_+^* > x_+^*\) we have

\[
I_A \leq N^c \int_{x_+^*}^{\infty} dv \left(\frac{N^m}{x v} - \frac{1}{2} \frac{1}{x v} \right) e^{-\frac{N}{x v} (v - x)} (1 + o(1)) + O(e^{-N^\epsilon'})
\]

(2.44)

\[\leq C N^c e^{-\frac{(N - N^m) x_+^*^2}{2} (x_+^*)^{\frac{1}{2}} - x_+^*^{\frac{1}{2}}} = O(e^{-N^\epsilon'}).
\]

This establishes (1.19) when \(0 < x < y\).
If instead $0 < y < x$ we work with representation (2.4). As before, the integral is dominated by points in a small neighbourhood of $v = x$. We begin by cutting out parts of the integral far away from this neighbourhood, this time the interval $A = [0, y^*]$. Since $y < x$, we have

\[
\left| \int_{M N^*-x^-}^{y^*} dv \,(x-v)w(N \overline{w} x)w(N \overline{w} v)f_{N-2}(N^m xv) \right| \\
\leq N^c \int_{M N^*-x^-}^{y^*} dv \, e^{-\frac{N c}{2}(x \overline{w} - v \overline{w})^2} w(N \overline{w} v)e^{\frac{N m}{2}v^2} \\
\leq N^c e^{-\frac{N c}{2} (x \overline{w} - (x^*) \overline{w})^2} \int_{M N^*}^{y^*} dv \, w(N \overline{w} v)e^{\frac{N m}{2}v^2} \\
\leq C N^c e^{-\frac{N c}{2} (x \overline{w} - (x^*) \overline{w})^2} = O(e^{-N'}) ,
\]

where we used (2.19) and (2.43). On the part of the integral near 0, we have

\[
\left| \int_{0}^{M N^*-x^-} dv \,(x-v)w(N \overline{w} x)w(N \overline{w} v)f_{N-2}(N^m xv) \right| \\
\leq C N^c e^{-\frac{N c}{2} x \overline{w}} \int_{0}^{M N^*-x^-} dv \, w(N \overline{w} v) \\
\leq C N^c e^{-\frac{N c}{2} x \overline{w}} = O(e^{-c N^*}) ,
\]

where we again used (2.19) combined with $f_{N-2}(N^m x v) \leq f_{\infty}(N^m x v) \leq C$, which holds as $N^m x v$ is bounded on the domain of integration. The final bound then holds because $x > N^{-\frac{c}{2} + \epsilon}$ on $E_N$. Likewise using (2.19) shows that the second term in (2.4) is exponentially small. We can thus work with the first term in (2.4) with the integration over $v$ restricted to $v \in [y^*, y]$ and apply the same steps that led to (2.42). This establishes (1.19) for $0 < y < x$ and completes the proof of the global approximation for $S_N(x, y)$. For the $I_N(x, y)$ kernel it suffices to assume that $0 < x < y$ by the anti-symmetry property of $I_N(x, y)$, see Lemma 2.2. We make use of the refined asymptotics (2.23). For a renewed value of $\epsilon > 0$ chosen so that $0 < \epsilon' < \epsilon$, we insert (2.42) into (2.23) and changing variable $t \rightarrow t^m$ we obtain,

\[
I_N(x^m, y^m) = m \int_{N^{-\frac{1}{2} + \epsilon'}} dt \, t^{-m-1} S_N(t^m, y^m) + O(e^{-N'}) \\
= m^2 \frac{K_{N,m}}{N} \int_{N^{-\frac{1}{2} + \epsilon'}} dt \ e^{-\frac{2}{N} m(t-y)^2} (1 + o(1)) + O(e^{-N'}) \\
= \frac{1}{2} \text{erfc} \left( \frac{\sqrt{Nm} (y - x)}{\sqrt{2}} \right) (1 + o(1)) + O(e^{-N'}) .
\]

This proves the asymptotics (1.21).

So far we have assumed that $x, y > 0$. The case where $x, y < 0$ can be accessed via the symmetries $S_N(-x, -y) = S_N(x, y)$, $I_N(-x, -y) = -I_N(x, y)$ and $D_N(-x, -y) = -D_N(x, y)$. Then the only remaining case to deal with is when $x$ and $y$ have mixed signs. In this case we claim that as $N \rightarrow \infty$,

\[
S_N(x, y) = O(e^{-N'}) , \quad D_N(x, y) = O(e^{-N'}) , \quad I_N(x, y) = O(e^{-N'}) ,
\]

uniformly on $|x|, |y| \in E_N$. First assume $x < 0$ and $y > 0$. To proceed we use the crude bounds (2.19) and the bound, for any $xv < -MN^{-\frac{c}{2}}$ with $M > 0$ large, there is a small constant $c > 0$ such that

\[
|f_{\infty}(N^m xv)| \leq e^{N(m - c)(-xv)^{\frac{1}{2}}} .
\]

Combining these bounds shows that

\[
w(N \overline{w} x)w(N \overline{w} y)f_{\infty}(N^m xy) \leq e^{-N m ((-x) \overline{w} - y \overline{w})^2 - eN(-xy) \overline{w}} \\
\leq e^{-\delta(N((x) + y) \overline{w})} .
\]
This immediately gives the bound for $D_N(x,y)$, since $|x|, |y| > N^{-\frac{1}{2}} + \epsilon$. Now for $S_N(x,y)$, using representation (2.2) we obtain
\[
|S(x,y)| \leq N^c e^{-\delta N((-x)\bar{\Delta})} \int_y^\infty dv (x-v)e^{-\delta N v \bar{\Delta}} \\
\leq N^c e^{-\delta N((-x)\bar{\Delta})} - \delta N v \bar{\Delta}
\]
(2.51)
Finally, for $I_N(x,y)$ we use (2.14) for $x < 0$, namely
\[
I_N(x,y) = \int_{-MN^{-\frac{\Delta}{2}}}^{MN^{-\frac{\Delta}{2}}} dt S_N(t,y) + O(e^{-N^c}).
\]
(2.52)
Now since $t < 0$ and $y > 0$ we can use (2.51) and obtain $I_N(x,y) = O(e^{-N^c})$. This completes the proof of Theorem 1.4.

**Proof of Theorem 1.5.** This follows from Theorem 1.4 and the limit
\[
\lim_{N \to \infty} \frac{NM}{2} \left( \left( E + \frac{\xi}{2\sqrt{Nm\rho(E)}} \right)^{\frac{1}{\delta_N^2}} - \left( E + \frac{\zeta}{2\sqrt{Nm\rho(E)}} \right)^{\frac{1}{\delta_N^2}} \right)^2 = \frac{1}{2}(\xi - \zeta)^2,
\]
(2.53)
holding uniformly on compact subsets of $\xi$ and $\zeta$ for any fixed $E \in (-1,1) \setminus \{0\}$.

3. Central limit theorems for linear statistics of real eigenvalues

The purpose of this section is to prove asymptotic normality of linear statistics of real eigenvalues as defined in (1.1) and to prove Theorems 1.1 and 1.2. There are three steps: a truncation, a variance calculation, and finally an estimate on the higher cumulants. Recall that our estimates on the correlation kernel are restricted to the set
\[
E_N := \{ x \in [-1, 1] : |x| > N^{-\frac{1}{2}} + \epsilon \} \cap \{ |x| < 1 - N^{-\frac{1}{2}} + \epsilon \}.
\]
(3.1)
This is precisely the region where the global approximation Theorem 1.4 is applicable. Relatively few real eigenvalues of the matrix $G^{(m)}$ are located in the complementary region $E_N^c$. Therefore we decompose the linear statistic (1.1) as
\[
\tilde{\xi}_{N,m}(f) = \xi_{N,m}(f) + \tilde{\xi}_{N,m}(f),
\]
where
\[
\tilde{\xi}_{N,m}(f) = \sum_{j=1}^n f(\lambda_j) \mathbb{1}_{\lambda_j \in E_N}, \quad \tilde{\xi}_{N,m}(f) = \sum_{j=1}^n f(\lambda_j) \mathbb{1}_{\lambda_j \in E_N^c}.
\]
(3.2)
The $L^1$-norm of $\tilde{\xi}_{N,m}(f)$ is known to be of order $\sqrt{N}$, a consequence of the known law of large numbers results for real Ginibre matrices and their products [EKS94, Sim17b, LMS22]. The $L^1$-norm of the complementary statistic $\tilde{\xi}_{N,m}(f)$ turns out to be smaller, of order $N^c$. More precisely, if we have the boundedness property
\[
\tau(f) := \sup_{x \in \mathbb{R}} \left\{ |f(x)| e^{-c|x|^{\frac{1}{\Delta}}} \right\} < \infty,
\]
(3.3)
we will show that
\[
\mathbb{E} \left( |\tilde{\xi}_{N,m}(f)| \right) < C \tau(f) N^c.
\]
(3.4)
By choosing $\epsilon > 0$ sufficiently small, the normalisations of Theorem 1.1 and 1.2 are such that this term will not contribute to the distributional convergence. We give the proof of (3.4) in Appendix C.

Regarding the truncated term $\tilde{\xi}_{N,m}(f)$ of (3.2), in Section 3.1 we calculate the variance of $\tilde{\xi}_{N,m}(f)$ and show that it grows on the order $\sqrt{N}$. Then we show that all higher cumulants of $\tilde{\xi}_{N,m}(f)$ are also $O(\sqrt{N})$, this is obtained in the final Sections 3.2, 3.3 and 3.4. Such estimates show that the $k^{th}$ cumulant of the normalised random variable $N^{-\frac{1}{2}} \tilde{\xi}_{N,m}(f)$ is of order $N^{\frac{k}{2} - \frac{1}{4}}$, which tends to zero for any $k \geq 3$. This implies convergence in distribution to the standard normal
\[
\frac{\tilde{\xi}_{N,m}(f) - \mathbb{E}(\tilde{\xi}_{N,m}(f))}{\sqrt{\text{Var}(\tilde{\xi}_{N,m}(f))}} \overset{d}{\rightarrow} \mathcal{N}(0,1).
\]
(3.5)
By adapting this approach to the mesoscopic linear statistic $\xi_{N,m}^{(\tau)}$ we will prove Theorem 1.2 by similar means.

### 3.1. Variance formulas

In this section we calculate the variance of the truncated linear statistic $\tilde{\xi}_{N,m}(f)$ defined in (3.2) and its mesoscopic version $\tilde{\xi}_{N,m}^{(\tau)}(f)$. Our goal is to prove the following.

**Proposition 3.1.** Suppose that $f$ satisfies the assumptions of Theorem 1.1. Then

$$
\lim_{N \to \infty} N^{-\frac{d}{2}} \text{Var}(\tilde{\xi}_{N,m}(f)) = \sqrt{\frac{2m}{\pi}} (2 - \sqrt{2}) \int_{-1}^{1} dx f(x)^2 \rho(x). 
$$

(3.6)

For the mesoscopic linear statistic, suppose $f$ satisfies the assumptions of Theorem 1.2 with fixed $E \in (-1,1) \setminus \{0\}$ and exponent $0 < \tau < \frac{1}{2}$. Then

$$
\lim_{N \to \infty} N^{-\frac{d}{2} + \tau} \text{Var}(\tilde{\xi}_{N,m}^{(\tau)}(f)) = \sqrt{\frac{2m}{\pi}} (2 - \sqrt{2}) \int_{-\infty}^{\infty} dx f(x)^2 |x|^{-1 + \tau}. 
$$

(3.7)

On the other hand, if $E = 0$ and $0 < \tau < \frac{m}{2}$ we have

$$
\lim_{N \to \infty} N^{-\frac{d}{2} + \tau} \text{Var}(\tilde{\xi}_{N,m}^{(\tau)}(f)) = \frac{1}{\sqrt{2m\pi}} (2 - \sqrt{2}) \int_{-\infty}^{\infty} dx f(x)^2 |x|^{-1 + \tau}. 
$$

(3.8)

We start from a general formula for the variance of linear statistics of any Pfaffian point process with matrix kernel of the derived form:

$$
\text{Var} \left( \sum_{j} f(\lambda_j) \mathbb{I}_{x_j \in \mathcal{E}_N} \right) = \int_{\mathcal{E}_N} dx f(x)^2 S_N(x,x) - \int_{\mathcal{E}_N^2} dx dy f(x)f(y) D_N(x,y) I_N(x,y) 
$$

$$
\quad - \int_{\mathcal{E}_N^2} dx dy f(x)f(y) S_N(x,y) S_N(y,x). 
$$

(3.9)

In each of these integrals, the idea is to make an appropriate change of variables $x \rightarrow x^m$ and $y \rightarrow y^m$ and substitute in the asymptotics of Theorem 1.4. From this we can immediately see that contributions to the integrals in (3.9) coming from opposite signs are exponentially small and can be neglected. We concentrate on the parts of the integrals where the coordinates $x$ and $y$ are both positive, as if they are both negative we use the symmetries mentioned in Theorem 1.4. Therefore we focus on the positive subset of $\mathcal{E}_N$ that we denote by $E_N$, as in (1.18). Throughout this Section we assume that $f$ satisfies the regularity assumed in Theorem 1.1, or Theorem 1.2 in the mesoscopic case. For the first term in (3.9), inserting the asymptotics (1.19) with $x = y$, we get

$$
\int_{E_N} dx f(x)^2 S_N(x,x) = m \int_{E_N^m} dx f(x^m)^2 x^{m-1} S_N(x^m,x^m) 
$$

$$
\sim \sqrt{\frac{2Nm}{\pi}} \int_{0}^{1} dx f(x)^2 \rho(x), 
$$

(3.10)

(3.11)

where $\rho(x) = \frac{1}{2\pi m} |x|^{-\frac{d}{2}}$ is the limiting density of real eigenvalues, and similarly for the contribution from the negative part of $\mathcal{E}_N$.

**Lemma 3.2.** We have

$$
\int_{E_N^m} dx dy f(x)f(y) S_N(x,y) S_N(y,x) \sim \sqrt{\frac{Nm}{\pi}} \int_{-1}^{1} dx f(x)^2 \rho(x), \quad N \to \infty. 
$$

(3.12)

**Proof.** By Theorem 1.4 we have

$$
m^2 \int_{E_N^m} dx dy f(x^m)f(y^m)(xy)^{m-1} S(x^m,y^m) S(y^m,x^m) 
$$

$$
\sim \frac{mN}{2\pi} \int_{E_N^m} dx dy f(x^m)f(y^m) e^{-Nm(x-y)^2}. 
$$

(3.13)

(3.14)
The proof of (3.12) now follows easily from (3.14) by approximating the integral near the saddle point \( y = x \), but in general this would need some continuity of the function \( f \). Since we have \( f \in L^2[-1,1] \) we can do a bit better using Fourier transforms. Namely, since the function \( f_m(x) = f(x^m)1_{x \in E_N} \) belongs to \( L^2(\mathbb{R}) \) we can identify the integral over \( y \) as a convolution of \( f_m \) with the Gaussian \( e^{-Nmx^2} \) and apply Parseval’s identity. This trick was used in the \( m = 1 \) case in [Kop15]. We define the Fourier transform of a function \( f \in L^2(\mathbb{R}) \) by the formula,

\[
\hat{f}(k) := \int_{-\infty}^{\infty} dx \, f(x) e^{-2\pi i k x}.
\]  

(3.15)

Then we can rewrite (3.14) as

\[
\begin{align*}
\frac{1}{2} \sqrt{\frac{mN}{\pi}} \int_{-\infty}^{\infty} dk |\hat{f}(k)|^2 e^{-\frac{2\pi^2 k^2}{N}} & \sim \frac{1}{2} \sqrt{\frac{mN}{\pi}} \int_{-\infty}^{\infty} dk |\hat{f}(k)|^2 \\
& = \frac{1}{2} \sqrt{\frac{mN}{\pi}} \int_{E_N} dx f(x)^2 \sim \sqrt{\frac{mN}{\pi}} \int_{0}^{1} dx f(x)^2 \rho(x).
\end{align*}
\]  

(3.16)

(3.17)

This completes the proof of Lemma 3.2.

**Lemma 3.3.** As \( N \to \infty \) we have

\[
\int_{E_N^2} dx dy f(x) f(y) D_N(x, y) I_N(x, y) \sim -\sqrt{\frac{Nm}{2\pi}} (2 - \sqrt{2}) \int_{-1}^{1} dx f(x)^2 \rho(x).
\]  

(3.18)

**Proof.** Inserting the asymptotics of Theorem 1.4 and again applying Parseval’s identity to the convolution we get

\[
\begin{align*}
m^2 \int_{E_N^2 \times E_N^2} dx \, dy \, f(x^m) f(y^m) (xy)^m I_N(x^m, y^m) & \\
& \sim -(Nm)^{\frac{3}{2}} \frac{1}{2\sqrt{2\pi}} \int_{E_N^1 \times E_N^1} dx \, dy \, f(x^m) f(y^m) |x - y| e^{-\frac{Nmx^2}{2}} \text{erfc} \left( \frac{\sqrt{Nm} |x - y|}{\sqrt{2}} \right) \\
& = -\frac{1}{2} \sqrt{\frac{Nm}{2\pi}} \int_{-\infty}^{\infty} dk |\hat{f}(k)|^2 \int_{-\infty}^{\infty} d\xi e^{-\frac{2\pi^2 k^2}{N}} |\xi| e^{-\xi^2/2} \text{erfc} \left( \frac{\sqrt{2}}{\sqrt{2}} \frac{\xi}{\sqrt{2}} \right) \\
& \sim -\frac{1}{2} \sqrt{\frac{Nm}{2\pi}} \int_{-\infty}^{\infty} dk |\hat{f}(k)|^2 \int_{-\infty}^{\infty} d\xi |\xi| e^{-\xi^2/2} \text{erfc} \left( \frac{\xi}{\sqrt{2}} \right) \\
& = -\sqrt{\frac{Nm}{2\pi}} (2 - \sqrt{2}) \int_{0}^{1} dx f(x)^2 \rho(x),
\end{align*}
\]  

(3.19)

where we used the exact formula

\[
\int_{-\infty}^{\infty} d\xi |\xi| e^{-\frac{1}{2} \xi^2} \text{erfc} \left( \frac{\sqrt{2}}{\sqrt{2}} \frac{\xi}{\sqrt{2}} \right) = 2 - \sqrt{2},
\]  

(3.20)

which is a simple consequence of integration by parts.

**Proof of Proposition 3.1.** The first variance formula (3.6) follows immediately from putting together the preceeding Lemmas 3.3, 3.2, (3.11) and inserting them into the variance formula (3.9). For the mesoscopic variance formulas (3.7) and (3.8) the same estimates show that for any fixed \( E \in (-1,1) \) and \( \tau > 0 \) we have

\[
\text{Var} (\hat{\xi} (\tau)_{N,m}) \sim \sqrt{\frac{2Nm}{\pi}} (2 - \sqrt{2}) \int_{-1}^{1} dx f(N\tau (E - x))^2 \rho(x).
\]  

(3.21)

If \( E \neq 0 \) we use the assumptions of Theorem 1.2, namely the bound \( \sup_{x \in \mathbb{R}} (1 + |x|)^{1+\delta} f(x)^2 < \infty \) to control the part of the integral where \( |x - E| > \delta_0 \) for some \( \delta_0 \) chosen sufficiently small that the interval \([E - \delta_0, E + \delta_0] \) does not
intersect the origin. Then we have
\[ \int_{-1}^{1} dx f(N^{T}(E - x))^2 \rho(x) \sim \int_{E - \delta_0}^{E + \delta_0} dx f(N^{T}(E - x))^2 \rho(x) \]  
(3.22)
\[ = N^{-\tau} \int_{-N^{-\delta_0}}^{N^{-\delta_0}} dx f(x)^2 \rho(E + xN^{-\tau}) \sim N^{-\tau} \rho(E) \int_{-\infty}^{\infty} dx f(x)^2, \]  
(3.23)
which follows from dominated convergence and the assumptions on \( f \) in Theorem 1.2. This gives (3.7). If \( E = 0 \) the proof of (3.8) follows similarly from (3.21) and the estimate
\[ \int_{-1}^{1} dx f(N^{T}x)^2 \rho(x) \sim N^{-\tau} \frac{1}{2m} \int_{-\infty}^{\infty} dx f(x)^2 |x|^{-1+\frac{1}{m}}. \]  
(3.24)

3.2. Cumulants and cluster functions

Higher moments and cumulants of the linear statistic \( \tilde{\xi}_{N,m}(f) \) depend on knowledge of \( k \)-point correlations functions \( \rho_{N}^{(k)}(x_1, \ldots, x_k) \). In particular, the cumulants are most naturally expressed in terms of a variant of the \( \rho_{N}^{(k)} \) known as cluster functions, denoted \( r_{N}^{(k)}(x_1, \ldots, x_k) \). The relation between cluster functions and correlation functions is analogous to the relation between ordinary cumulants and moments of a random variable. In the context of random matrices, their properties have been discussed in some detail by Mehta [Meh04] and by Tracy and Widom [TW98]. They are sometimes also referred to as Ursell functions or truncated \( k \)-point functions [NS12, BYY19]. To define them, we first introduce the relevant notation.

Following [NS12], let \( \Pi(k, j) \) denote the collection of all unordered partitions of the set \( \{1, 2, \ldots, k\} \) into \( j \) non-empty disjoint blocks, and by \( \Pi(k) \) the collection of all unordered partitions of the set \( \{1, 2, \ldots, k\} \) into non-empty disjoint blocks. For \( \pi \in \Pi(k, j) \), we denote the blocks by \( \{\pi_1, \ldots, \pi_j\} \) with an arbitrarily chosen enumeration, and denote the lengths of the blocks by \( p_t = |\pi_t|, 1 \leq t \leq j \). The number of blocks in the partition \( \pi \) will be denoted by \( |\pi| \).

**Definition 3.4.** The \( k \)-point cluster function \( r_{N}^{(k)}(x_1, \ldots, x_k) \) is a symmetric function of the configuration \( X := (x_1, \ldots, x_k) \) defined by the formula
\[ r_{N}^{(k)}(x_1, \ldots, x_k) = \sum_{\ell=1}^{k} (-1)^{k-1} (k-1)! \sum_{\pi \in \Pi(k, \ell)} \rho_{N}^{(p_1)}(X_{p_1}) \cdots \rho_{N}^{(p_\ell)}(X_{p_\ell}) \]  
(3.25)
where \( X_{p_t} = (x_i : i \in \pi_j) \).

As we are working with a Pfaffian point process, the correlation functions \( \rho_{N}^{(k)} \) and cluster functions \( r_{N}^{(k)} \) are completely described by the corresponding kernel \( K_N(x, y) \). Therefore, we will often speak about the cluster functions corresponding to a given kernel.

In general, having a good control on \( k \)-point cluster functions translates into having good control on the \( k \)-th cumulant, due to the following result.

**Lemma 3.5.** The \( k \)-th cumulant of the linear statistic \( \tilde{\xi}_{N,m}(f) \), denoted \( C_k(f) \), can be expressed in terms of cluster functions via
\[ C_k(f) = \sum_{\pi \in \Pi(k)} \int_{E}^{N} \prod_{j=1}^{n} dx_j f(x_j)^{p_j} r_{N}^{(n)}(x_1, \ldots, x_n) \]  
(3.26)
where \( n \) is the number of blocks in the partition \( \pi \).

**Proof.** This is a general relation between cumulants of a linear statistic and cluster functions. See for example [NS12, Claim 4.3].

Considering the pre-factors in Theorem 1.4, it will be useful in what follows to normalise the kernels by the limiting density, \( \rho(x) = \frac{1}{2m} |x|^{-1+\frac{1}{m}} \). We also pre-multiply \( D_N \) and \( I_N \) by \( N^{-\frac{1}{2}} \) and \( N^{\frac{1}{2}} \) respectively. This motivates us to
introduce a modified kernel
\[ \tilde{K}_N(x, y) = N^{-\frac{1}{2}} \left( N^{-\frac{1}{2}} \rho(x)^{-1} \rho(y)^{-1} D_N(x, y) \rho(x)^{-1} S_N(x, y) \right). \] (3.27)

Furthermore, by removing common factors of \( \rho(x) \) and \( N^{\frac{1}{2}} \) from alternate rows and columns of the Pfaffian, we have the identity
\[
Pf\{ K_N(x_i, x_j) \}_{i,j=1}^p = \left( \prod_{j=1}^p \sqrt{N} \rho(x_j) \right) Pf\{ \tilde{K}_N(x_i, x_j) \}_{i,j=1}^p. \] (3.28)

We denote by \( \tilde{\rho}_N^{(k)} \) and \( \tilde{\tau}_N^{(k)} \) the correlation and cluster functions corresponding to the kernel (3.27). Then the cumulant formula (3.29) becomes
\[ C_k(f) = \sum_{\pi \in \Pi(k)} N^{\frac{1}{2}} \int_{E_N} \prod_{j=1}^n dx_j \rho(x_j) f(x_j)^{\rho(x_j)} \tilde{\tau}_N^{(n)}(x_1, \ldots, x_n). \] (3.29)

The advantage of the new kernel \( \tilde{K}_N(x, y) \) is that it normalises the singular powers of \( x \) and \( y \) that arise in the asymptotics of Theorem 1.4. This comes at the expense of the product of singular terms \( \prod_{j=1}^n \rho(x_j) \) appearing in the integration measure. As we shall see later, when expressed in variables \( x_j \rightarrow x_{ij} \) the Jacobian of this change of variables perfectly cancels such singular terms.

### 3.3. Clustering property of the eigenvalues

The main input for bounding the cumulants in (3.29) will be to obtain a useful bound on the cluster functions. First we recall what it means for a point process to be clustering. Let \( \phi, \tau : \mathbb{R} \rightarrow \mathbb{R}_+ \) be fast decreasing functions, such as those that decay faster than any polynomial.

**Definition 3.6.** We say that the \( k \)-point correlation functions of a point process depending on a parameter \( N \) are asymptotically clustering if for each partition of the set of indices \( \{1, \ldots, k\} \) into non-empty disjoint subsets \( I \) and \( J \), one has for sufficiently large \( N \)
\[ |\rho_N(\xi_1, \ldots, \xi_k) - \rho_N(\xi_I)\rho_N(\xi_J)| \leq \phi(\text{Dist}(\xi_I, \xi_J)) + \tau(N) \] (3.30)

where \( \xi_i = (\xi_i : i \in I) \) and \( \text{Dist}(\xi_I, \xi_J) = \min_{i \in I, j \in J} |\xi_i - \xi_j| \).

To obtain estimates of this type in the context of determinantal point processes, the following Lemma is useful, see for example [BYY19, Section 5.2].

**Lemma 3.7.** Let \( K \) and \( L \) be \( 2 \times 2 \) matrix kernels. For a positive integer \( p \) and any \( (x_1, \ldots, x_p) \) we have, denoting \( \|K\| = \sup_{1 \leq i,j \leq p} \sup_{m \in \{1,2\}} \|K_{i,m}\| \)
\[
\left| \det\{ K(x_i, x_j) \}_{i,j=1}^p - \det\{ L(x_i, x_j) \}_{i,j=1}^p \right| \leq (2p)^{1+p} \|K - L\| \max(\|K\|, \|L\|)^{2p-1}. \] (3.31)

**Proof.** See [AGZ10, Lemma 3.3].

We now show that the above Lemma leads to a simple criterion for a Pfaffian point process to have asymptotically clustering \( k \)-point functions.

**Lemma 3.8.** Given a Pfaffian point process with \( 2 \times 2 \) matrix kernel \( \tilde{K}_N(\xi, \zeta) \) defined on a configuration space \( E_N \), suppose that for any \( i, j \in \{1, 2\} \) we have the bound
\[ |[\tilde{K}_N(\xi, \zeta)]_{i,j}| \leq \phi(|\xi - \zeta|) + \tau(N) \] (3.32)
uniformly in \( \xi, \zeta \in E_N \). Then the \( k \)-point correlation functions corresponding to the kernel \( \tilde{K}_N \) are asymptotically clustering with fast decreasing functions given by constant multiples of \( \phi^z \) and \( \tau^z \).
Proof. Without loss of generality we consider \( k = p + q \) and consider the product of \( p \)-point and \( q \)-point correlation functions,

\[
\rho_N^{(p)}(\xi_1, \ldots, \xi_p)\rho_N^{(q)}(\xi_{p+1}, \ldots, \xi_{p+q}) = \text{pf}(A)\text{pf}(B) = \det^{1/2} \begin{pmatrix} 0 & A \\ 0 & B \end{pmatrix}
\]

where \( A \) is the \( 2p \times 2p \) matrix \((\tilde{k}_N(\xi_i, \xi_j) : 1 \leq i, j \leq p)\) and \( B \) is the \( 2q \times 2q \) matrix \((\tilde{k}_N(\xi_i, \xi_j) : p + 1 \leq i, j \leq p + q)\). For all \((\xi_1, \ldots, \xi_{p+q}) \in \mathcal{C}_n^{p+q},\)

\[
|\rho_N^{(p+q)}(\xi_1, \ldots, \xi_{p+q}) - \rho_N^{(p)}(\xi_1, \ldots, \xi_p)\rho_N^{(q)}(\xi_{p+1}, \ldots, \xi_{p+q})| \\
= \det^{1/2}(\tilde{k}_N(\xi_i, \xi_j) : 1 \leq i, j \leq p + q) - \det^{1/2} \begin{pmatrix} 0 & A \\ 0 & B \end{pmatrix} \\
\leq \det(\tilde{k}_N(\xi_i, \xi_j) : 1 \leq i, j \leq p + q) - \det(\begin{pmatrix} 0 & A \\ 0 & B \end{pmatrix})^{1/2} \\
\leq C_k \sup_{i,j \in \{1, \ldots, p\} \times \{p+1, \ldots, p+k\} \cup \{p+1, \ldots, k\} \times \{1, \ldots, p\}} \sup_{l,m \in \{1, 2\}} |(\tilde{k}_N(\xi_i, \xi_j))_{l,m}|^{1/2} \\
\leq C_k \phi(\text{Dist}((\xi_1, \ldots, \xi_p), (\xi_{p+1}, \ldots, \xi_{p+k})))^{1/2} + C_k \tau(N)^{1/2}
\]

by using Lemma 3.7 with constant \( C_k = (2k)^{k-1/2} \sup_{i,m \in \{1, 2\}} \sup_{j \in \{1, \ldots, k\}} |\tilde{k}_N(\xi_i, \xi_j)|_{l,m} |^{k-1/2} < \infty. \) This establishes the required decay with fast decreasing functions \( C_k \phi^{1/2} \) and \( C_k \tau^{1/2}. \)

**Corollary 3.9.** Consider a Pfaffian point process with asymptotically clustering and bounded \( k \)-point correlation functions with the fast decreasing functions from Definition 3.6 given by constant multiples of \( \phi^{1/2} \) and \( \tau^{1/2}. \) Then there exist constants \( c_k, \kappa_k > 0 \) such that for any configuration \((\xi_1, \ldots, \xi_k)\) the corresponding cluster functions satisfy

\[
|r_N^{(k)}(\xi_1, \ldots, \xi_k)| \leq \kappa_k \phi^{1/2}(c_k \text{diam}(\xi_1, \ldots, \xi_k)) + \kappa_k \tau^{1/2}(N)
\]

where \( \text{diam}(\xi_1, \ldots, \xi_k) = \max_{1 \leq i,j \leq k} |\xi_i - \xi_j|. \)

**Proof.** The proof is identical to the one given in [NS12, Proof of Claim 4.1]. For ease of reading we summarise the key points. The relationship between correlation and cluster functions means that for any partition of \( \{1, \ldots, k\} \) into non-empty subsets \( I \) and \( J \) we have

\[
r_N^{(k)}(\xi_1, \ldots, \xi_k) = r_N^{(k)}(\xi_1, \ldots, \xi_k) - r_N^{(k)}(\xi_{i} : i \in I) r_N^{(k)}(\xi_{j} : j \in J) + \sum_{\pi \in \Pi^*} \prod_{i=1}^{n} r_N^{(p_i)}(\xi_{p_i})
\]

where \( \pi \) is a partition with \( n \) blocks \( \{\pi_1, \ldots, \pi_n\} \) of lengths \( p_i = |\pi_i| \) for \( i = 1, \ldots, n \) and \( \xi_{p_i} = (\xi_i : i \in \pi_j) \). The sum is taken over the restricted set of partitions that mix \( I \) and \( J \), meaning \( \Pi^* \) is the set of partitions of \( \{1, \ldots, k\} \) such that at least one block in \( \Pi^* \) contains an element from both \( I \) and \( J \). Then using asymptotic clustering of correlation functions

\[
r_N^{(k)}(\xi_1, \ldots, \xi_k) - r_N^{(k)}(\xi_i : i \in I) r_N^{(k)}(\xi_j : j \in J) \leq C_k \phi^{1/2}(\text{Dist}((\xi_i : i \in I), (\xi_j : j \in J))) + C_k \tau^{1/2}(N).
\]

We proceed inductively as the final term in (3.34) involves partitions which mix \( I \) and \( J \), thus the same argument applies to the cluster functions corresponding to a block with an element from both \( I \) and \( J \). All the remaining cluster functions are bounded. Therefore an inductive argument establishes that

\[
|r_N^{(k)}(\xi_1, \ldots, \xi_k)| \leq \kappa_k \phi^{1/2}(\text{Dist}((\xi_i : i \in I), (\xi_j : j \in J))) + \kappa_k \tau^{1/2}(N).
\]

The proof is completed since there exists \( c_k > 0 \) such that for any \((\xi_1, \ldots, \xi_k)\) we can choose \( I \) and \( J \) such that the inequality \( \text{Dist}((\xi_i : i \in I), (\xi_j : j \in J)) \geq c_k \text{diam}(\xi_1, \ldots, \xi_k) \) holds. \( \square \)
3.4. Bound on the higher cumulants and proof of Theorem 1.1

The purpose of this section is to prove the following.

**Theorem 3.10.** For positive integers \( n, p_1, \ldots, p_n \) and a function \( f \in L^\infty([-1, 1]) \), there is a constant \( C > 0 \) such that

\[
N^{\frac{n}{2}} \left| \int_{E_N^\infty} \prod_{j=1}^{n} dx_j \rho(x_j) f(x_j)^{p_j} \hat{r}^{(n)}_N(x_1, \ldots, x_n) \right| \leq C \sqrt{N} \tag{3.36}
\]

and consequently the \( k \)-th cumulant (3.29) is of order \( C_k(f) = O(\sqrt{N}) \) as \( N \to \infty \).

**Proof.** Writing \( E_N = (-E_N) \cup E_N \), we decompose the integral in (3.36) into \( 2^n \) domains comprising of positive and negative parts of \( E_N \). Without loss of generality we suppose that the first \( q \) coordinates are positive and the last \( n-q \) are negative, with \( q = 0, \ldots, n \). Then it suffices to estimate the integral

\[
I_{N,q}(f) = N^{\frac{n}{2}} \int_{E_N^\infty \times (-E_N)^{n-q}} \prod_{j=1}^{n} dx_j \rho(x_j) f(x_j)^{p_j} \hat{r}^{(n)}_N(x_1, \ldots, x_n). \tag{3.37}
\]

To make contact with Theorem 1.4 we make the change of variable

\[
x_j = s_\xi \left( \frac{\xi_j}{\sqrt{N}} \right)^m, \quad j = 1, \ldots, m \tag{3.38}
\]

where \( s_\xi = \text{sgn}(\xi) \). We define a corresponding new domain \( F_N = \sqrt{N}E_N^{\infty} \) and \( \hat{F}_N = F_N \cup (-F_N) \). We also define \( h(\xi) = f \left( s_\xi \left( \frac{\xi_j}{\sqrt{N}} \right)^m \right) \). Finally, let \( R^{(n)}_N \) be the cluster function defined by the new coordinates (3.38), i.e. replacing all variables \( x_j \) in \( \hat{r}^{(n)}_N \) with \( \xi_j \) according to (3.38).

The Jacobian of transformation (3.38) satisfies \( 2dx_j \rho(x_j) = \frac{d\xi_j}{\sqrt{N}} \) and we arrive at

\[
|I_{N,q}(f)| \leq C \int_{F_N^\infty \times (-F_N)^{n-q}} \prod_{j=1}^{n} d\xi_j |h^{p_j}(\xi_j)||R^{(n)}_N(\xi_1, \ldots, \xi_n)| \tag{3.39}
\]

\[
\leq C \|f\|_\infty \sqrt{N} \sup_{\xi_n \in \hat{F}_N} \int_{F_N^{n-1}} d\xi_1 \ldots d\xi_{n-1} |R^{(n)}_N(\xi_1, \ldots, \xi_n)|. \tag{3.40}
\]

In the new variables (3.38) the correlation kernel \( \hat{K}_N(x_1, x_2) \) becomes

\[
\hat{K}_N(\xi_1, \xi_2) = \hat{K}_N \left( s_{\xi_1} \left( \frac{\xi_1}{\sqrt{N}} \right)^m, s_{\xi_2} \left( \frac{\xi_2}{\sqrt{N}} \right)^m \right). \tag{3.41}
\]

Then from the definition (3.27) of \( \hat{K}_N \) and Theorem 1.4 we see that the transformed kernel \( \hat{K}_N(\xi_1, \xi_2) \) satisfies the following exponential decay, uniformly on \( \hat{F}_N \times \hat{F}_N \):

\[
\sup_{i,j \in \{1, 2\}} |\hat{K}_N(\xi_1, \xi_2)|_{i,j} \leq C e^{-c|\xi_1 - \xi_2|^2} + O(e^{-N}). \tag{3.42}
\]

By Lemma 3.8 this implies that the \( k \)-point correlation functions corresponding to the kernel \( \hat{K}_N(\xi, \xi) \) are asymptotically clustering. Note that (3.42) also implies that the \( k \)-point correlation functions are uniformly bounded. Then Corollary 3.9 gives the bound

\[
|R^{(n)}_N(\xi_1, \ldots, \xi_n)| \leq C e^{-c\text{diam}(\xi)^2} + O(e^{-N}). \tag{3.43}
\]

To finish the proof, we decompose \( \mathbb{R}^{n-1} = \bigcup_{l=1}^\infty G_l \) where

\[
G_l = \left\{ (\xi_1, \ldots, \xi_{n-1}) \in \mathbb{R}^{n-1} : l - 1 \leq \text{diam}(\xi_1, \ldots, \xi_n) \leq l \right\}. \tag{3.44}
\]
Note that \(|G_1| \leq (2l)^{n-1}\) and \(|R_N(\xi_1, \ldots, \xi_n)| \leq Ce^{-c(l-1)^2}\) for \((\xi_1, \ldots, \xi_{n-1}) \in G_l\). Then the supremum in (3.40) is bounded by
\[
C \sum_{l=1}^{\infty} (2l)^{n-1} e^{-c(l-1)^2} + O(\|F_N\|^n e^{-N^\epsilon}) < \infty.
\] (3.45)

This completes the proof of Theorem 3.10.

We are now ready to prove Theorems 1.1 and 1.2.

**Proof of Theorems 1.1 and 1.2.** Normalising (3.2) by the appropriate power of \(N\), we have
\[
\frac{\xi_{N,m}(f)}{N^{1/2}} = \frac{\tilde{\xi}_{N,m}(f)}{N^{1/2}} + \frac{\tilde{\xi}_{N,m}(f)}{N^{1/2}}.
\] (3.46)

By Theorem 3.10 and the limiting formula (3.6) for the variance, we have that Theorem 1.1 holds for the truncated statistic \(\tilde{\xi}_{N,m}(f)\). By Lemma C.1 the second term in (3.46) tends to zero in \(L^1\) and hence can be neglected for the purposes of distributional convergence (this is sometimes referred to as Slutsky’s theorem). This completes the proof of Theorem 1.1.

The proof of Theorem 1.2 is analogous; we write
\[
\frac{\xi_{N,m}(f)}{N^{1/2}} = \frac{\tilde{\xi}_{N,m}(f)}{N^{1/2}} + \frac{\tilde{\xi}_{N,m}(f)}{N^{1/2}}.
\] (3.47)

Then the second term of (3.47) again tends to zero in \(L^1\), where this time we have to choose \(\epsilon > 0\) sufficiently small for a given \(\tau\) in Lemma C.1, at least so that \(0 < \epsilon < \frac{1}{2} - \frac{1}{2^{\tau}}\). For the first term of (3.47) we have the limiting variance given in (3.7). For the higher cumulants, since \(f\) is uniformly bounded the same estimates of Theorem 3.10 apply as for the \(\tau = 0\) case. In other words we have that the \(k\)th cumulant of \(N^{-\frac{1}{2} - \frac{1}{2^{\tau}}} \tilde{\xi}_{N,m}(f)\) is of order \(O \left( N^{\frac{1}{2} - k(\frac{1}{2} - \frac{1}{2^{\tau}})} \right)\) as \(N \to \infty\). This implies that for all \(0 < \tau < \frac{1}{2}\), there exists a \(K\) such that for all \(k \geq K\), the \(k\)th cumulant of \(N^{-\frac{1}{2} - \frac{1}{2^{\tau}}} \xi_{N,m}(f)\) tends to zero as \(N \to \infty\). Then the convergence (1.6) follows from Marcinkiewicz’s theorem [Mar39]. If \(E = 0\) the proof is identical except we instead use the variance formula (3.8). Then the same estimates on the cumulants (3.36) and Marcinkiewicz’s theorem completes the proof.

4. Fluctuations and correlations at the edge

In this Section we consider the scaled kernels at the edge. In terms of the kernel \(K_N(x, y)\) of Theorem 1.3 and its entries given by (1.11), (1.15) and (1.16), we define
\[
s_N^{\text{edge}}(\xi, \zeta) = \frac{1}{2\sqrt{Nm} \rho(1)} S_N \left( 1 + \frac{\xi}{2\sqrt{Nm} \rho(1)}, 1 + \frac{\zeta}{2\sqrt{Nm} \rho(1)} \right),
\] (4.1)
\[
d_N^{\text{edge}}(\xi, \zeta) = \frac{1}{4Nm \rho(1)^2} D_N \left( 1 + \frac{\xi}{2\sqrt{Nm} \rho(1)}, 1 + \frac{\zeta}{2\sqrt{Nm} \rho(1)} \right),
\] (4.2)
\[
n_N^{\text{edge}}(\xi, \zeta) = I_N \left( 1 + \frac{\xi}{2\sqrt{Nm} \rho(1)}, 1 + \frac{\zeta}{2\sqrt{Nm} \rho(1)} \right).
\] (4.3)

The density at the edge is \(\rho(1) = \frac{1}{2m} |E|^{\frac{1}{m} - 1}\) \(E=1\) and we interpret \(\sqrt{Nm}\) as the asymptotic number of particles. Let us now construct the corresponding limits. We have
\[
s_\infty^{\text{edge}}(\xi, \zeta) := \frac{1}{2\sqrt{2\pi}} e^{-\frac{1}{2}(\xi-\zeta)^2} \text{erfc} \left( \frac{\xi + \zeta}{\sqrt{2}} \right) + \frac{1}{4\sqrt{2\pi}} e^{-\xi^2} \text{erfc}(-\zeta),
\] (4.4)
\[
d_\infty^{\text{edge}}(\xi, \zeta) := \frac{1}{2\sqrt{2\pi}} (\zeta - \xi) e^{-\frac{1}{2}(\xi-\zeta)^2} \text{erfc} \left( \frac{\xi + \zeta}{\sqrt{2}} \right),
\] (4.5)
\[
n_\infty^{\text{edge}}(\xi, \zeta) := \int_\xi^\zeta dt \ s_\infty^{\text{edge}}(t, \zeta) + \frac{1}{2} \text{sgn}(\xi - \zeta).
\] (4.6)
The main goal of this Section will be to show that the scaled finite-$N$ kernels above in (4.1), (4.2) and (4.3) converge to their respective limits (4.4), (4.5) and (4.6) in a suitably strong way. By showing that this convergence holds uniformly on intervals of unbounded height, we will be able to transfer this knowledge onto a convergence result for the largest real eigenvalue. Such a strategy was also employed for the largest eigenvalue of the GOE, see [AGZ10, Theorem 3.9.24] and surrounding discussion.

One difficulty to overcome can be observed at the level of the limiting kernels above, particularly in (4.4). For example when $\xi$ is fixed and $\zeta \to \infty$ the kernel (4.4) does not tend to zero. However, if one considers $e.g.$ the 2-point correlation function, then due to pairings of type $s^\text{edge}_\infty(\xi, \zeta)s^\text{edge}_\infty(\zeta, \xi)$, one has exponential decay if either $\xi \to \infty$ or $\zeta \to \infty$.

In order to clarify this exponential decay at the level of kernels, it will be helpful to conjugate them by the following function:

$$\nu_N(\xi) := e^{-\frac{\sqrt{\pi}}{N}(1+\sqrt{\pi}\xi)^{\frac{1}{2}}-1}.$$  

(4.7)

For large $N$ this function is a close approximation of the function $e^{-\xi}$, at least on scales $\xi < N^c$. More precisely, a Taylor expansion shows that

$$\sup_{\xi \in (s, N^c)} |\nu_N(\xi) - e^{-\xi}| = O(e^{-\xi(N^{-\frac{1}{2}}+\epsilon)}), \quad N \to \infty.$$  

(4.8)

This function also has good $L^1$-integrability properties. The same Taylor expansion and a saddle point approximation shows that

$$\|\nu_N\|_1 := \int_s^\infty d\xi \nu_N(\xi) = e^{-s} + O(N^{-\frac{1}{2}}).$$  

(4.9)

In the following it will be helpful to define the supremum norm,

$$\|K\|_{(s, \infty)} := \sup_{(\xi, \zeta) \in (s, \infty)^2} \max_{i,j \in \{1,2\}} |K(\xi, \zeta)_{i,j}|.$$  

(4.10)

We are now ready to define the conjugated kernels:

$$d^\text{edge}_N(\xi, \zeta) = \frac{1}{\nu_N(\xi)\nu_N(\zeta)} d^\text{edge}_N(\xi, \zeta)$$  

$$s^\text{edge}_N(\xi, \zeta) = \frac{1}{\nu_N(\xi)} s^\text{edge}_N(\xi, \zeta)$$  

$$s^\text{edge}_N(\xi, \zeta) = s^\text{edge}_N(\xi, \zeta)$$  

and similarly for the limiting kernels we conjugate in the same way by $\nu_N$. The corresponding matrix kernels will be denoted $\tilde{K}^\text{edge}_N(\xi, \zeta)$ and $\tilde{K}^\text{edge}_N(\xi, \zeta)$ respectively (note that both kernels depend on $N$). We have the following relation between Pfaffians of the unconjugated and conjugated kernels

$$\text{Pf} \left\{ K^\text{edge}_N(\xi_j, \xi_k) \right\}_{j,k=1}^\ell = \prod_{j=1}^\ell \nu_N(\xi_j) \text{Pf} \left\{ \tilde{K}^\text{edge}_N(\xi_j, \xi_k) \right\}_{j,k=1}^\ell.$$  

(4.12)

Then Theorem 1.6 is an immediate consequence of the following stronger result:

**Theorem 4.1.** For a fixed $s \in \mathbb{R}$ consider the set $A = \{ \xi \in \mathbb{R} : \xi > s \}$. Then for a fixed $m \in \mathbb{N}$, we have $s^\text{edge}_N$, $d^\text{edge}_N$, and $\tilde{s}^\text{edge}_N$ converging to their limits $s^\infty$, $d^\infty$, and $\tilde{s}^\infty$ uniformly on $(\xi, \zeta) \in A^2$ as $N \to \infty$. In other words we have,

$$\lim_{N \to \infty} \sup_{(\xi, \zeta) \in A^2} |s^\text{edge}_N(\xi, \zeta) - s^\infty(\xi, \zeta)| = 0,$$  

(4.13)

$$\lim_{N \to \infty} \sup_{(\xi, \zeta) \in A^2} |d^\text{edge}_N(\xi, \zeta) - d^\infty(\xi, \zeta)| = 0,$$  

(4.14)

$$\lim_{N \to \infty} \sup_{(\xi, \zeta) \in A^2} |\tilde{s}^\text{edge}_N(\xi, \zeta) - \tilde{s}^\infty(\xi, \zeta)| = 0.$$  

(4.15)
Before giving the proof we show how to use it to obtain convergence in distribution of the largest real eigenvalue and prove Theorem 1.9.

**Proof of Theorem 1.9.** It is known from the general theory of point processes that the probability of a gap can be expressed as a series involving correlation functions (e.g. Chapter 5 of [DVJ88]). We have,

\[
\mathbb{P}\left( \sqrt{N/m} \left( \lambda_{N,\max}^{(m)} - 1 \right) < s \right) = \mathbb{P}\left( \text{the interval } \left[ 1 + \sqrt{\frac{m}{N}}, \infty \right) \text{ contains no eigenvalues} \right) \quad (4.16)
\]

\[
= \sum_{\ell=0}^{N} \frac{(-1)^{\ell}}{\ell!} \int_{1+\sqrt{\frac{m}{N}}}^{\infty} \ldots \int_{1+\sqrt{\frac{m}{N}}}^{\infty} \text{Pf}\left\{ K_N(x_j, x_k) \right\}_{j,k=1}^{\ell} \, dx_1 \ldots dx_\ell \quad (4.17)
\]

\[
= \sum_{\ell=0}^{N} \frac{(-1)^{\ell}}{\ell!} \int_{s}^{\infty} \ldots \int_{s}^{\infty} \left( \prod_{j=1}^{\ell} \nu_N(\xi_j) \right) \text{Pf}\left\{ K_{\infty}^{\text{edge}}(\xi_j, \xi_k) \right\}_{j,k=1}^{\ell} \, d\xi_1 \ldots d\xi_\ell. \quad (4.18)
\]

where we use identity (4.12) to obtain the final line. The corresponding limiting distribution is given again using (4.12) by

\[
\mathbb{P}(\lambda_{\max} < s) = \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{\ell!} \int_{s}^{\infty} \ldots \int_{s}^{\infty} \left( \prod_{j=1}^{\ell} \nu_N(\xi_j) \right) \text{Pf}\left\{ K_{\infty}^{\text{edge}}(\xi_j, \xi_k) \right\}_{j,k=1}^{\ell} \, d\xi_1 \ldots d\xi_\ell. \quad (4.19)
\]

Then using the identity \( \text{Pf}(M)^2 = \det(M) \) for a square anti-symmetric matrix \( M \), combined with the inequality \(|x - y| \leq |x^2 - y^2|^\frac{1}{2}\) for non-negative \( x \) and \( y \), we get the bound

\[
\left| \mathbb{P}\left( \sqrt{N/m} \left( \lambda_{N,\max}^{(m)} - 1 \right) < s \right) - \mathbb{P}(\lambda_{\max} < s) \right| \leq \sum_{\ell=0}^{N} \frac{1}{\ell!} \int_{[s, \infty)^{1}} \left( \prod_{j=1}^{\ell} d\xi_j \nu_N(\xi_j) \right) \left| \text{Pf}\left\{ K_N^{\text{edge}}(\xi_j, \xi_k) \right\}_{j,k=1}^{\ell} - \text{Pf}\left\{ K_{\infty}^{\text{edge}}(\xi_j, \xi_k) \right\}_{j,k=1}^{\ell} \right| + e_N \quad (4.21)
\]

\[
\leq \sum_{\ell=0}^{N} \frac{1}{\ell!} \int_{[s, \infty)^{1}} \left( \prod_{j=1}^{\ell} d\xi_j \nu_N(\xi_j) \right) \left| \det\left\{ K_N^{\text{edge}}(\xi_j, \xi_k) \right\}_{j,k=1}^{\ell} - \det\left\{ K_{\infty}^{\text{edge}}(\xi_j, \xi_k) \right\}_{j,k=1}^{\ell} \right|^\frac{1}{2} + e_N \quad (4.22)
\]

\[
\leq \left\| K_N^{\text{edge}} - K_{\infty}^{\text{edge}} \right\|_{(s, \infty)}^{\frac{1}{2}} \sum_{\ell=0}^{\infty} \|\nu_N\|_1^{\ell} \max_{(s, \infty)} \left( \left\| K_N^{\text{edge}} \right\|_{(s, \infty)}, \left\| K_{\infty}^{\text{edge}} \right\|_{(s, \infty)} \right) \frac{(2\ell)^{\frac{1}{2} + \frac{1}{2}}}{\ell!} + e_N \quad (4.23)
\]

where

\[
e_N := \sum_{\ell=0}^{N} \frac{1}{\ell!} \int_{s}^{\infty} \ldots \int_{s}^{\infty} \left( \prod_{j=1}^{\ell} \nu_N(\xi_j) \right) \text{Pf}\left\{ K_{\infty}^{\text{edge}}(\xi_j, \xi_k) \right\}_{j,k=1}^{\ell} \, d\xi_1 \ldots d\xi_\ell, \quad (4.24)
\]

and where the final bound (4.23) follows from Lemma 3.7. Note that by Theorem 4.1 the norms \( \left\| K_N^{\text{edge}} \right\|_{(s, \infty)} \) and \( \left\| K_{\infty}^{\text{edge}} \right\|_{(s, \infty)} \) are uniformly bounded. Combined with the finiteness of \( \|\nu_N\|_1 \) as in (4.9) and Stirling’s formula we deduce that the summation in (4.23) is uniformly bounded. The same reasoning shows that \( e_N \to 0 \) as \( N \to \infty \) and that the series (4.19) converges absolutely. Then Theorem 4.1 shows that \( \left\| K_N^{\text{edge}} - K_{\infty}^{\text{edge}} \right\|_{(s, \infty)} \to 0 \) as \( N \to \infty \) and completes the proof.

**Proof of Theorem 4.1.** We work with the scaling \( x = 1 + \frac{\xi}{\sqrt{N m_{\rho}(1)}}, y = 1 + \frac{\zeta}{\sqrt{N m_{\rho}(1)}} \). We first consider the part of \( A^2 \) where \(-s < \xi < N^\epsilon \) and \(-s < \zeta < N^\epsilon \) where \( \epsilon \) is chosen sufficiently small, e.g. \( \epsilon < \frac{1}{3} \) will be enough. Thus we define
the truncation $\tilde{A} = \{-s < \xi < N^\varepsilon\}$. Using (4.8) and Proposition 2.4, the following estimates are easily established,

$$\frac{1}{\nu_N(\xi)} \sim e^{\xi},$$

$$w(N^\frac{m}{2} x) \sim e^{-\frac{Nm}{2}} N^{-\frac{m-1}{2}} e^{-\sqrt{Nm}\xi + \frac{1}{2}(m-2)\frac{(4\pi)^{\frac{m-1}{2}}}{\sqrt{m}}},$$

uniformly for $\xi \in \tilde{A}$. The truncated series $f_{N-2}(N^m x v)$ will be estimated using Lemma B.1. Taking $v = \frac{w}{2\sqrt{Nm\rho(1)}}$ and further Taylor expanding the main result of that Lemma in the $w$, $\xi$ and $\zeta$ variables, we get

$$f_{N-2}(N^m x(v + y)) \sim e^{N^m} \frac{(2\pi)^{m}}{2\pi} N^{-\frac{m-1}{2}} e^{\sqrt{Nm}(\xi + \zeta + w) - \frac{1}{2}m(\xi + \zeta + w)^2 + m\xi(\zeta + w)} \times e^{\frac{1}{2}(\xi + \zeta + w)^2} \text{erfc} \left( \frac{\xi + \zeta + w}{\sqrt{2}} \right),$$

which also holds uniformly in $(\xi, \zeta, w) \in \tilde{A}^3$.

Then combining (4.27) and (4.26) we have

$$\frac{1}{\nu_N(\xi)\nu_N(\zeta)} w(N^\frac{m}{2} x) w(N^\frac{m}{2}(v + y)) f_{N-2}(N^m x(v + y))$$

$$\sim e^{\xi + \zeta} \sqrt{\frac{2}{\pi}} \left( \frac{(2\sqrt{2\pi})^m}{8m^{\frac{1}{2}}} \right) N^{-\frac{3(m-1)}{2}} e^{-\frac{1}{2}(\xi - \zeta - w)^2} \text{erfc} \left( \frac{\xi + \zeta + w}{\sqrt{2}} \right)$$

For $v = w = 0$ this gives $\delta_{N,N}^{\text{edge}}(\xi, \zeta) \sim \delta_{\infty}^{\text{edge}}(\xi, \zeta)$ uniformly on $\tilde{A}^2$ as $N \to \infty$. Then since $\delta_{\infty}^{\text{edge}}(\xi, \zeta)$ is uniformly bounded we get (4.14) restricted to $\tilde{A}^2$.

For the $s_N^{\text{edge}}(\xi, \zeta)$ kernel we use the representation (2.2) but we truncate the integral at level $y + \frac{\sqrt{N}}{N^\varepsilon \sqrt{Nm\rho(1)}}$. Then the asymptotic (4.28) remains applicable. After the change of variables $v = y + \frac{w}{2\sqrt{Nm\rho(1)}}$ we obtain

$$\frac{2}{\nu_N(\xi)} \frac{N^\frac{2m}{2}}{(2\sqrt{2\pi})^m} \int_y^{\infty} \frac{N^\frac{m}{2}}{\sqrt{Nm\rho(1)}} \frac{1}{2\sqrt{2\pi}} \frac{1}{N^\varepsilon} dw (\xi - \zeta - w) e^{-\frac{1}{2}(\xi - \zeta - w)^2} \text{erfc} \left( \frac{\xi + \zeta + w}{\sqrt{2}} \right)$$

$$= 2e^{\xi + \zeta} \sqrt{Nm\rho(1)} \frac{1}{2\sqrt{2\pi}} \int_0^\infty dw (\xi - \zeta - w) e^{-\frac{1}{2}(\xi - \zeta - w)^2} \text{erfc} \left( \frac{\xi + \zeta + w}{\sqrt{2}} \right) + O(e^{-cN^{2\varepsilon}}),$$

where we used the Gaussian decay of the complementary error function to neglect the tail of the integral, and that $e^{\xi - N^{2\varepsilon}} = O(e^{-cN^{2\varepsilon}})$. The second term in (2.2) also contributes. Combining Stirling’s formula, (2.1) and (4.26) establishes the following uniform convergence,

$$\lim_{N \to \infty} \sup_{s < \xi \leq N^\varepsilon} |C_{N,m} x^{-1} N^{m(\frac{n-1}{2})} \frac{2^m (N-1)}{\nu_N(\xi) \sqrt{Nm\rho(1)}} \left( \frac{(N-1)}{(N-2)!} \right)^m w(x) - \frac{1}{\sqrt{4\pi}} e^{\xi - \xi^2} | = 0.$$ (4.30)

The limiting kernel for $s_N^{\text{edge}}(\xi, \zeta)$ is thus

$$\frac{e^\xi}{2\sqrt{2\pi}} \int_0^\infty dw (\xi - \zeta - w) e^{-\frac{1}{2}(\xi - \zeta - w)^2} \text{erfc} \left( \frac{\xi + \zeta + w}{\sqrt{2}} \right) + \frac{1}{\sqrt{4\pi}} e^{\xi - \xi^2}$$

$$= \frac{e^\xi}{2\sqrt{2\pi}} \left( e^{-\frac{1}{2}(\xi - \zeta)^2} \text{erfc} \left( \frac{\xi + \zeta}{\sqrt{2}} \right) + \sqrt{\frac{2}{\pi}} \int_0^\infty dw e^{-\frac{1}{2}(\xi - \zeta - w)^2} e^{-\frac{1}{2}(\xi + \zeta + w)^2} \right) + \frac{1}{\sqrt{4\pi}} e^{\xi - \xi^2}$$

$$= \frac{e^\xi}{2\sqrt{2\pi}} e^{-\frac{1}{2}(\xi - \zeta)^2} \text{erfc} \left( \frac{\xi + \zeta}{\sqrt{2}} \right) + \frac{1}{4\sqrt{\pi}} e^{\xi - \xi^2} \text{erfc}(-\zeta),$$

(4.31)
where we have used integration by parts.

Now we control the complement of the integration range in (4.29), namely \( [y + \frac{\sqrt{N^*}}{\sqrt{N}m\rho(1)}, \infty) \). Define
\[
\psi_N(x) = \frac{m}{2} (x^2 - 1) - \log(x) \left( 1 - \frac{a}{N} \right) - \frac{m}{2\sqrt{N}} (x^2 - 1),
\]
where \( a \in \mathbb{R} \) is fixed. The function \( \psi_N(x) \) has a unique minimum at the point
\[
x^* = \left( \frac{1 + \frac{a}{N}}{1 - \frac{1}{N}} \right)^{\frac{m}{2}}
\]
and monotonically increases beyond \( x > x^* \). Furthermore, a simple Taylor expansion shows that \( N\psi_N(x^*) = O(1) \). If \( x > 1 + N^{c-\frac{1}{2}} \) then \( e^{-N\psi_N(x)} \leq e^{-N\psi_N(1+N^{c-\frac{1}{2}})} = O(e^{-\pi N^{2c}}) \). Similarly, define
\[
\phi(v) = \frac{m}{2} (v^2 - 1) - \log(v).
\]
This function has a unique minimum at \( v = 1 \) and increases monotonically for \( v > 1 \). If \( y > 1 \), then in the \( dv \) integral defining \( \tilde{s}_N(x, y) \) we have \( v \geq y \) and so \( \phi(v) \geq \phi(y) \). Hence the middle term in the decomposition
\[
N\phi(v) = (N - 1)\phi(y) + (N - 1)(\phi(v) - \phi(y)) + \phi(v)
\]
is non-negative and \( e^{-N\phi(v)} \leq e^{-(N-1)\phi(y)} e^{-\phi(v)} \).

Then we can bound
\[
\frac{1}{\nu_N(x)} N^c \int_{y+N^{c-\frac{1}{2}}}^{\infty} dv |x - v| w(N^\frac{m}{2} x) w(N^\frac{m}{2} v) f_{N-2}(N^m x v)
\]
\[
\leq N^c \int_{y+N^{c-\frac{1}{2}}}^{\infty} dv e^{-N\phi(v) - N\psi_N(x)}
\]
\[
\leq N^c e^{-(N-1)\phi(y)} e^{-N\psi_N(x)} \int_{1}^{\infty} dv e^{-\phi(v)}
\]
\[
= O(e^{-cN^{2c}})
\]
For the integrated kernel \( i_N^{\text{edge}}(\xi, \zeta) \), we have
\[
\sup_{(\xi, \zeta) \in \tilde{A}^2} \left| i_N^{\text{edge}}(\xi, \zeta) - i^{\text{edge}}(\xi, \zeta) \right|
\]
\[
= \sup_{(\xi, \zeta) \in \tilde{A}^2} \left| \int_{\xi}^{y} d\tau (s_N^{\text{edge}}(\tau, \zeta) - s^{\text{edge}}(\tau, \zeta)) \right|
\]
\[
= \sup_{(\xi, \zeta) \in \tilde{A}^2} \left| \int_{\xi}^{y} d\tau \nu_N(\tau) (s_N^{\text{edge}}(\tau, \zeta) - s^{\text{edge}}(\tau, \zeta)) \right|
\]
\[
\leq \|\nu_N\|_{1} \sup_{(\xi, \zeta) \in \tilde{A}^2} \left| s_N^{\text{edge}}(\xi, \zeta) - s^{\text{edge}}(\xi, \zeta) \right| \to 0, \quad N \to \infty,
\]
where the last limit follows from the already obtained uniform convergence of \( s_N^{\text{edge}}(\xi, \zeta) \) on \( \tilde{A}^2 \).

We now deal with the complement of \( \tilde{A}^2 \), namely when either \( x > 1 + N^{c-\frac{1}{2}} \) or \( y > 1 + N^{c-\frac{1}{2}} \). We have
\[
|x - y| e^{\sqrt{N^*} x (\frac{2}{N} - 1) + \sqrt{N^*} y (\frac{2}{N} - 1)} w(N^\frac{m}{2} x) w(N^\frac{m}{2} y) f_{N-2}(N^m x y)
\]
\[
\leq N^c e^{-N\psi_N(x) - N\psi_N(y)}
\]
\[
= O(e^{-cN^{2c}}).
\]
This shows that \( i_N(x, y) = O(e^{-cN^{2\eps}}) \) uniformly on \((x, y) \in \tilde{A}^2\). Now for the kernel \( s_N(x, y) \), we have
\[
e^{\sqrt{N}v^\perp(x-v)}|x-v|w(Nv^\perp v)w(Nv^\perp x)f_{N-2}(N^m v x) \leq N^c e^{-N\psi_N(x)}(x+v)e^{-\phi(v)}
\]
(4.42)
and therefore if \((x, y) \in A^2 \setminus \tilde{A}^2\), we have
\[
e^{\sqrt{N}(x-v)}\int_y^\infty dv\,(x-v)w(Nv^\perp x)w(Nv^\perp (v))f_{N-2}(N^m xv) \leq N^c e^{-N\psi_N(x)-(N-1)\phi(y)(x+v)e^{-\phi(v)}}
\]
(4.43)
For the second term in (2.2), an application of Stirling’s formula and the crude bound on the weight (2.19) shows that for any \(x > 1 + N^{\eps-\frac{1}{2}}\), we have
\[
e^{\sqrt{N}(x-1)}\left| C_{N,m} N^{m-1} N^{-\frac{N(N-1)}{2}} 2^m \left( \frac{N-1}{2} \right)^m w_r(Nv^\perp x) \right| \leq N^c e^{-N\psi_N(x)}
\]
(4.45)
For the \( I_N(x, y) \) kernel suppose that \(y > 1 + N^{\eps-\frac{1}{2}}\). Then inserting (2.2) into (1.16) and repeating the bounds in (4.44) shows that the contribution from the first term in (2.2) is exponentially small. Similarly, employing the representation on the middle line of (4.31) for the limiting kernel, we have
\[
\sqrt{N} e^{\sqrt{N}(x-1)} \left( \frac{N-1}{2} \right)^m w_r(Nv^\perp x) \leq N^c e^{-N\psi_N(x)}
\]
(4.46)
We therefore have
\[
I_N(x, y) - i^r_N(x, y) \leq C_{N,m} N^{m(N-3)} 2^m \left( \frac{N-1}{2} \right)^m \int_x^\infty dt t^{N-1} w_r(Nv^\perp t) - \frac{1}{\sqrt{4\pi}} \int_\xi^\infty e^{-t^2} dt + O(e^{-cN^{2\eps}}).
\]
(4.47)
If \(x = 1 + \sqrt{\frac{m}{N}}\) with \(\xi < N^\eps\), the latter difference tends to zero uniformly by the same approach used to derive (4.30). If \(\xi > N^\eps\) both terms are \(O(e^{-cN^{2\eps}})\).

Appendix A: Microscopic limit at the origin

In this section we prove Theorems 1.7 and 1.10. In terms of the scalar kernel \( S_N(x, y) \) of Theorem 1.3 and definitions (1.15) and (1.16) we define
\[
d^r_{N,m}(\xi, \zeta) = N^{-m} D_N(\xi N^{-\frac{m}{2}}, \zeta N^{-\frac{m}{2}}),
\]
(1.15)
\[
s^r_{N,m}(\xi, \zeta) = N^{-\frac{m}{2}} S_N(\xi N^{-\frac{m}{2}}, \zeta N^{-\frac{m}{2}}),
\]
(1.16)
\[
i^r_{N,m}(\xi, \zeta) = I_N(\xi N^{-\frac{m}{2}}, \zeta N^{-\frac{m}{2}}),
\]
(1.17)
and
\[
k^r_{N,m}(\xi, \zeta) = \begin{pmatrix} d^r_{N,m}(\xi, \zeta) & s^r_{N,m}(\xi, \zeta) \\ -s^r_{N,m}(\xi, \zeta) & i^r_{N,m}(\xi, \zeta) \end{pmatrix}
\]
(1.18)
Then we define a limiting kernel by the following formulas:

\[ d_{\infty,m}^{(\text{origin})}(\xi, \zeta) = 2 \frac{1}{(2\sqrt{2\pi})^m} (\zeta - \xi)w(\xi)w(\zeta)f_{\infty}(\xi\zeta), \]

\[ s_{\infty,m}^{(\text{origin})}(\xi, \zeta) = \frac{1}{(2\sqrt{2\pi})^m} \int_{-\infty}^{\infty} d\eta (\xi - \eta)\text{sgn}(\zeta - \eta)w(\xi)w(\eta)f_{\infty}(\xi\eta), \]

\[ t_{\infty,m}^{(\text{origin})}(\xi, \zeta) = -\int_{\xi}^{\zeta} dt s_{\infty,m}^{(\text{origin})}(t, \zeta) + \frac{1}{2} \text{sgn}(\xi - \zeta), \]

and

\[ k_{\infty,m}^{(\text{origin})}(\xi, \zeta) = \begin{pmatrix} d_{\infty,m}^{(\text{origin})}(\xi, \zeta) & s_{\infty,m}^{(\text{origin})}(\xi, \zeta) \\ -s_{\infty,m}^{(\text{origin})}(\xi, \zeta) & t_{\infty,m}^{(\text{origin})}(\xi, \zeta) \end{pmatrix}. \]

**Proposition A.1.** The limit \( \lim_{N \to \infty} k_{N}^{(\text{origin})}(\xi, \zeta) = k_{\infty,m}^{(\text{origin})}(\xi, \zeta) \) holds uniformly on compact subsets of \( \xi \) and \( \zeta \).

**Proof.** We begin with the kernel \( D_N(x, y) \). By considering the difference \( f_{\infty}(\xi\zeta) - f_{N-2}(\xi\zeta) \) combined with absolute convergence of \( f_{\infty} \), it is straightforward to check that the following holds uniformly on compact subsets of \( \xi \) and \( \zeta \),

\[ \lim_{N \to \infty} 2N^{-m} C_{N,m}(y - x)w(N^{-\frac{m}{2}} x)w(N^{-\frac{m}{2}} y)f_{N-2}(N^m xy) = 2 \frac{1}{(2\sqrt{2\pi})^m} (\zeta - \xi)w(\xi)w(\zeta)f_{\infty}(\xi\zeta). \]  

For the \( S_N \) kernel we change variables \( v = \eta N^{-\frac{m}{2}} \) and obtain

\[ s_{N,m}^{(\text{origin})}(\xi, \zeta) = \frac{1}{(2\sqrt{2\pi})^m} \int_{-\infty}^{\infty} d\eta (\xi - \eta)\text{sgn}(\zeta - \eta)w(\xi)w(\eta)f_{N-2}(\xi\eta). \]

Similarly, the difference between finite-\( N \) and limiting kernel is governed by the tail sum \( f_{\infty}(\xi\eta) - f_{N-2}(\xi\eta) \). Using this and the integrability of the weights we get the uniform convergence

\[ \lim_{N \to \infty} s_{N,m}^{(\text{origin})}(\xi, \zeta) = \frac{1}{(2\sqrt{2\pi})^m} \int_{-\infty}^{\infty} d\eta (\xi - \eta)\text{sgn}(\zeta - \eta)w(\xi)w(\eta)f_{\infty}(\xi\eta). \]

Finally, the uniform convergence (A.11) easily implies uniform convergence of the integrated kernel \( t_{N,m}^{(\text{origin})}(x, y) \to t_{\infty,m}^{(\text{origin})}(\xi, \zeta) \) as \( N \to \infty \).

Let \( \lambda_{\min,N}^{(m)} \) denote the smallest positive real eigenvalue of the product matrix \( G^{(m)} \).

**Proposition A.2.** We have the convergence in distribution

\[ \frac{\lambda_{\min,N}^{(m)}}{N^\frac{m}{2}} \overset{d}{\to} \lambda_{\min}^{(m)}, \quad N \to \infty, \]

where the limiting random variable is defined in terms of the kernel (A.8) by the absolutely convergent series

\[ P(\lambda_{\min,N}^{(m)} > s) = \sum_{\ell=0}^{\infty} \frac{(-1)^\ell}{\ell!} \int_{[0,s]} \prod_{j=1}^{\ell} d\xi_j \text{Pf} \left\{ k_{\infty,m}^{(\text{origin})}(\xi_1, \xi_j) \right\}_{i,j=1}^{\ell}. \]

**Proof.** The event that \( \frac{\lambda_{\min,N}^{(m)}}{N^\frac{m}{2}} > s \) is equivalent to the event that the interval \([0, s N^{-\frac{m}{2}}]\) contains no eigenvalues. The probability of the latter is expressible through standard manipulations in terms of the correlation functions of the point process (see e.g. Chapter 5 of [DVJ88]),

\[ P \left( \frac{\lambda_{\min,N}^{(m)}}{N^\frac{m}{2}} > s \right) = P \left( \left( \text{the interval } [0, s N^{-\frac{m}{2}}] \text{ contains no eigenvalues} \right) \right) \]

\[ = \sum_{\ell=0}^{N} \frac{(-1)^\ell}{\ell!} \int_{[0, s N^{-\frac{m}{2}}]} \prod_{j=1}^{\ell} dx_j \text{Pf} \left\{ K_N(x_1, x_j) \right\}_{i,j=1}^{\ell}. \]
\[
\sum_{\ell=0}^N \frac{(-1)^\ell}{\ell!} \int_{[0,\pi]} \prod_{j=1}^\ell d\xi_j \text{ Pf} \left\{ k_N^{(\text{origin})} (\xi_i, \xi_j) \right\}_{i,j=1}^\ell \tag{A.16}
\]

where we changed variable \( x_j = N^{-\frac{\mu}{2}} \xi_j \) for each \( j = 1, \ldots, \ell \). Passing to the limit with the uniform convergence of Proposition A.1 and applying Lemma 3.7 as in the proof of Theorem 1.9 completes the proof. \( \square \)

**Appendix B: Uniform asymptotics of a truncated hypergeometric series**

In this Appendix we obtain the asymptotics of the sum (1.13) close to the transition region \( x = 1 \) and uniformly above this region. Similar asymptotics without uniform error bounds were given in [AB12, Appendix C]. The case \( m = 1 \) has been studied thoroughly by several authors, we refer to the article [BG07] that inspired the approach taken below for general \( m \).

**Lemma B.1.** Let \( s > 0 \) be fixed. Then uniformly on \( x > 1 - s/\sqrt{N} \) we have

\[
f_{N-2}(N^m x) \sim \frac{e^{N_1}}{(2\pi i)^m} \sqrt{\frac{\pi}{2m}} N^{-m-\frac{1}{2}} x^{N-1} e^{-N(x-1)^2/2m} \text{ erfc} \left( \frac{\sqrt{N}(x-1)}{\sqrt{2m}} \right), \tag{B.1}
\]

as \( N \to \infty \).

**Proof.** We start by assuming \( x \geq 1 \). Consider the identity

\[
N^j/j! = \frac{1}{2\pi i} \oint_C dz \frac{e^{Nz}}{z^{j+1}}, \tag{B.2}
\]

where \( C \) is a circle centered at 0 with radius \( r_N = 1 - N^{-\frac{\delta}{2}} \) for a fixed \( \delta > 0 \). Inserting this into the definition of \( f_{N-2}(N^m x) \) and summing the resulting geometric series gives

\[
f_{N-2}(N^m x) = \frac{1}{(2\pi i)^m} \oint_{C_m} \left( \prod_{j=1}^m \frac{dz_j}{z_j} e^{Nz_j} \right) \frac{(\pi \log r_N)^{-1} - 1}{x - z^{(m)}}, \tag{B.3}
\]

where \( z^{(m)} = z_1, z_2, \ldots, z_m \). Since \( x \geq 1 > r_N \), one of the terms in (B.3) is analytic inside the closed integration contour. By Cauchy’s theorem this contribution is equal to zero. We thus obtain the identity

\[
f_{N-2}(N^m x) = \frac{x^{N-1}}{(2\pi i)^m} \oint_{C_m} \left( \prod_{j=1}^m dz_j e^{N \phi(z_j) z_j} \right) \frac{1}{x - z^{(m)}}, \tag{B.4}
\]

where \( \phi(z) = z - \log(z) \). Parameterising the contour \( C \) by \( z = r_N e^{i\theta} \) with \( \theta \in [-\pi, \pi) \), the function \( \phi(z) \) takes the form

\[
\phi(r_N e^{i\theta}) = r_N e^{i\theta} - i\theta - \log(r_N) \tag{B.5}
\]

with \( \text{Re}(\phi(z)) = r_N \cos(\theta) - \log(r_N) \). Thus \( \text{Re}(\phi(z)) \) is maximised when \( \theta = 0 \). This combined with the simple bound \(|x - z^{(m)}| \geq CN^{-\frac{1}{2}} \) shows that the contribution to (B.4) from the complement of the intervals \([-\epsilon, \epsilon] \) in exponentially suppressed for any \( \epsilon > 0 \) and can be neglected.

Taking \( \epsilon > 0 \) sufficiently small, we Taylor expand the action (B.5) near \( \theta = 0 \),

\[
\phi(z) = 1 + i\theta (r_N - 1) - \frac{\theta^2}{2} + O(\theta^3) + O(N^{-1-\delta}) + O(\theta^2 N^{-\frac{1}{2}-\delta}) \tag{B.6}
\]

where we used that \( r_N - 1 - \log(r_N) = O(N^{-1-\delta}) \) and \( r_N (e^{i\theta} - 1 - i\theta) = O(\theta^3) \) as \( \theta \to 0 \), uniformly in \( N \). Next consider the denominator term in (B.4). We have

\[
\text{Re}(x - z^{(m)}) = x - r_N^m \cos(\theta_1 + \ldots + \theta_m) \geq CN^{-\frac{1}{2}-\delta} > 0 \tag{B.7}
\]

and we can write

\[
\frac{1}{\sqrt{N}(x - z^{(m)})} = \int_0^\infty dt e^{-t\sqrt{N}(x - z^{(m)})}. \tag{B.8}
\]
Choose a new parameter $\tilde{\delta}$ such that $\tilde{\delta} > \delta > 0$. Then by (B.7) we have that uniformly on $x \geq 1$,

$$\int_{N^{\tilde{\delta}}}^{\infty} dt e^{-t\sqrt{N}(x-z^{(m)})} = O(e^{-cN^{\tilde{\delta}-\delta}}), \quad N \to \infty,$$

and therefore we can neglect the part of the $dt$ integral with $t > N^{\tilde{\delta}}$. Now we apply Fubini’s theorem to interchange the $d\theta$ and $dt$ integrals, split $-t\sqrt{N}(x-z^{(m)}) = -t\sqrt{N}(x-r_N^m) + t\sqrt{N}(z^{(m)} - r_N^m)$ and Taylor expand

$$z^{(m)} - r_N^m = r_N^m (e^{i(\theta_1 + \ldots + \theta_m)} - 1) = r_N^m i(\theta_1 + \ldots + \theta_m) + O(\tilde{\theta}^2).$$

(B.10)

Inserting these results we obtain

$$f_{N-2}(N^m x) = \frac{x^{N-1} e^{Nm \sqrt{N}}}{(2\pi)^m} \int_{0}^{N^{\tilde{\delta}}} dt e^{-t\sqrt{N}(x-r_N^m)}$$

$$\times \int_{[-\epsilon, \epsilon]^m} \prod_{j=1}^{m} d\theta_j e^{-\frac{N}{2} \theta_j^2 + iN(r_N-1)\theta_j + it\sqrt{N}r_N^m \theta_j} e^{NO(\tilde{\theta}^3) + N\frac{1}{2} - \delta O(\tilde{\theta}^2) + O(t\sqrt{N}\tilde{\theta}^2)} (1 + O(N^{-\delta})),

\text{where all of the big-}O\text{ error terms are uniform. These big-}O\text{ terms can be neglected as follows: Since } t < N^{\tilde{\delta}} \text{ we have } t\sqrt{N}|\tilde{\theta}|^2 < cN|\tilde{\theta}|^2 \text{ for } c > 0 \text{ we can take as small as desired. Similarly } CN|\tilde{\theta}|^3 < cN|\tilde{\theta}|^2. \text{ Then using the bound } |e^z - 1| \leq |z|e^{|z|} \text{ for all } z \in \mathbb{C} \text{ we get}

$$\int_{[-\epsilon, \epsilon]^m} \prod_{j=1}^{m} d\theta_j e^{-\frac{N}{2} \theta_j^2 + iN(r_N-1)\theta_j + it\sqrt{N}r_N^m \theta_j} e^{NO(\tilde{\theta}^3) + N\frac{1}{2} - \delta O(\tilde{\theta}^2) + O(t\sqrt{N}\tilde{\theta}^2)} (1 + O(N^{-\delta})) = O(N^{\frac{-1}{2} + 2\tilde{\delta}})$$

uniformly on $x \geq 1$. Choosing $\tilde{\delta}, \delta$ small enough we can neglect this contribution as the power of $N$ is strictly less than the power $N^{-\frac{1}{2}}$ in (B.1).

Next we replace the integration domain $[-\epsilon, \epsilon]^m$ in (B.13) with $\mathbb{R}^m$ admitting at most exponentially small errors. The resulting integral is the Fourier transform of a Gaussian:

$$\int_{\mathbb{R}^m} \prod_{j=1}^{m} d\theta_j e^{-\frac{N}{2} \theta_j^2 + iN(r_N-1)\theta_j + it\sqrt{N}r_N^m \theta_j} = \left(\frac{2\pi}{N}\right)^{m/2} e^{-m\frac{1}{2} \frac{(\sqrt{N}(r_N-1)+tr_N^m)^2}{2}}.\quad (B.18)$$

After inserting this identity we can now reinstate the part of the $t$-integral on $[N^{\tilde{\delta}}, \infty)$ costing a multiplicative $(1 + O(e^{-N^2}))$ error. Summarising, the preceding estimates show that uniformly on $x \geq 1$, we have

$$f_{N-2}(N^m x) = \frac{x^{N-1} e^{Nm \sqrt{N}}}{(2\pi)^m N^{\frac{m}{2}}} \int_{0}^{\infty} dt e^{-t\sqrt{N}(x-r_N^m) - m\sqrt{N}(r_N-1)tr_N^m - \frac{m}{2} t^2 r_N^m} (1 + O(N^{-\delta}) + O(N^{-\frac{1}{2} + 2\tilde{\delta}})).\quad (B.19)$$

We have used that $\frac{N(m(r_N-1))^2}{2} = O(N^{-\delta})$ and likewise, all other instances of $r_N$ in (B.19) can be replaced with 1 at the expense of a multiplicative $(1 + O(N^{-\delta}))$ error. This gives

$$f_{N-2}(N^m x) \sim \frac{x^{N-1} e^{Nm \sqrt{N}}}{(2\pi)^m N^{\frac{m}{2}}} \int_{0}^{\infty} dt e^{-t\sqrt{N}(x-1) - m^2 t^2} \quad (B.20)$$
which is equivalent to the claimed formula (B.1).

If $1 - s/\sqrt{N} < x \leq 1$ the approach is similar, the only difference with the case $x \geq 1$ is that we take the radius $r_N$ of the circle $C$ to be $r_N = 1 + N^{-\frac{1}{2} - \delta}$, so that now the singularity at $z = x$ is strictly inside $C$. Now we get a contribution from the first term in (B.3) which is the quantity $f_\infty(N^m x)$. Following all the same steps and changing the sign in the exponent of (B.8), we get

$$f_{N-2}(N^m x) = f_\infty(N^m x)$$

$$- \frac{e^{N m}}{(2\pi)^{\frac{3}{2}}} \sqrt{\frac{\pi}{2 m}} N^{-m^2/2} x^N e^{N (x-\frac{1}{2})^2} \text{erfc} \left( \frac{-\sqrt{N} (x - 1)}{2 m} \right) (1 + o(1))$$

To obtain the last estimate (B.23) we inserted the asymptotics of $f_\infty(N^m x)$ into (B.21) from (2.21). Using the assumption that $1 - s/\sqrt{N} \leq x < 1$ shows that both terms (B.21) and (B.22) are of the same order in $N$. Finally, the identity $1 - \frac{s}{2\sqrt{N}} - x = \frac{1}{2} \text{erfc}(x)$ is used and one obtains (B.23).

**Appendix C: $L^1$ estimate and miscellaneous bounds**

Let us denote for some small positive constant $c > 0$,

$$\tau(f) := \sup_{x \in \mathbb{R}} \left\{ |f(x)| e^{-c x^2} \right\}.$$  \hspace{1cm} (C.1)

**Lemma C.1.** Let $f$ satisfy the assumptions of Theorem 1.1, in particular that $\tau(f) < \infty$. Then the complementary statistic $\xi_{N,m}(f)$ defined in (3.2) satisfies the $L^1$ estimate,

$$\mathbb{E} \left( |\xi_{N,m}(f)| \right) = O(N^\tau),$$

as $N \to \infty$. In the mesoscopic regime we have the same estimate, for any $E \in (-1, 1)$ and $\tau > 0$,

$$\mathbb{E} \left( |\xi_{N,m}(f)| \right) = O(N^\tau).$$

**Proof.** The proofs of (C.2) and (C.3) are almost identical, so we focus on (C.2). We start from the identity,

$$\mathbb{E} \left( \sum_{j=1}^{n} |f(\lambda_j) 1_{\lambda_j \in \mathbb{E}_N^c} \right) = \int_{\mathbb{E}_N^c} dx |f(x)| S_N(x, x),$$

where $S_N(x, x)$ is the scalar kernel (1.11) of Theorem 1.3 evaluated on the diagonal. We shall make use of the alternative representation (2.2). Without loss of generality we suppose that $f$ is supported on the half-line $[0, \infty)$, if it is not we can apply the same steps owing to the symmetry $S_N(x, x) = S_N(-x, -x)$. The set $\mathbb{E}_N^c$ consists of two parts: the outer-edge region where $x \geq \alpha_N := 1 - N^{-\frac{1}{2} + \epsilon}$, and the origin region where $0 < x < N^{-\frac{3}{2} + \epsilon}$. We begin with the outer-edge region.

Inserting (2.2), we find

$$\int_{\alpha_N}^{\infty} dx |f(x)| S_N(x, x) \leq 2C_{N,m} \int_{\alpha_N}^{\infty} dx |f(x)| \int_{x}^{\infty} dy (y - x) w(N^\frac{m}{2} x) w(N^\frac{m}{2} y) f_{N-2}(N^m xy)$$

$$+ C_{N,m} N^{m(N-3)/2} 2^m (N^{-1})^{m} \frac{\Gamma(N^{-1})}{(N - 2)!} \int_{\alpha_N}^{\infty} dx |f(x)| x^{N-1} w(N^\frac{m}{2} x).$$

We denote by $I_1$ the double integral term in (C.5) and $I_2$ the expression in (C.6). We further denote by $I_{1,\text{ext}}$ the double integral term in (C.5) with the integration over $x$ restricted to $x \geq 1$. Proposition 2.4 and Lemma B.1 provide the following
bounds, uniform on $x,y \in [1, \infty)$:
\[
w(N^\frac{m}{2}x) \leq CN^{-\frac{m+1}{2}}e^{-\frac{N}{2}m x^\frac{1}{m}},
\]
\[
f_{N-2}(N^mxy) \leq Ce^{Nm}N^{-\frac{m+1}{2}}(xy)^{N-1}.
\]
Then with $\phi(x) = \frac{m}{2}(x^{\frac{1}{m}} - 1 - \log(x))$ and recalling that $C_{N,m} = O(N^{\frac{3m}{2}})$ we get
\[
|I_{1,\text{ext}}| \leq CN^\frac{1}{2}\int_1^\infty dx |f(x)| \int_x^\infty dy (y-x)e^{-N\phi(x)-N\phi(y)}.
\]
If $x > 1 + \epsilon$ or $y > 1 + \epsilon$, the latter is bounded by
\[
CN^\frac{1}{2}e^{-2(N-1)\phi(1+\epsilon)} \int_1^\infty dx |f(x)|e^{-\phi(x)}
\]
\[
\leq CN^\frac{1}{2}e^{-2(N-1)\phi(1+\epsilon)}\tau(f) \int_1^\infty x e^{-(\frac{N}{2} - c)x}x^\frac{1}{m}
\]
\[
\leq Ce^{-cN}.
\]
If $1 \leq x < 1 + \epsilon$ and $y < 1 + \epsilon$ in (C.9) we apply the the Laplace method and Taylor expand $\phi(x)$ and $\phi(y)$ at the critical point $(x,y) = (1,1)$ picking up two factors of $N^{-\frac{1}{2}}$ and a third $N^{-\frac{1}{2}}$ from the factor of $(y-x)$. We thus obtain that $|I_{1,\text{ext}}| \leq C \tau(f)$. For $I_2$ we use Stirling’s formula to see that the pre-factors in (C.6) satisfy
\[
C_{N,m} \left( \frac{\Gamma(N-1)}{(N-2)!} N^\frac{N}{2} 2^{\frac{N-1}{2}} \right)^m \sim (2N)^{\frac{m}{2}} e^{\frac{N}{2}m}, \quad N \to \infty.
\]
Combined with the bound (C.7) we deduce that
\[
|I_2| \leq C \sqrt{N} \int_0^\infty dx |f(x)|e^{-N\phi(x)}.
\]
The contribution to the integral (C.14) on $x > 1 + \epsilon$ is bounded by $\tau(f)e^{-cN}$ by the same approach used to prove (C.12), so we restrict the range of integration to $x \in [1, 1 + \epsilon]$. Then we can Taylor expand $\phi(x)$ near $x = 1$ and the standard techniques of the Laplace method gives us $|I_2| \leq C \tau(f)$.

It remains to control the contribution to $I_1$ from the integration range $x \in (1 - N^{-\frac{1}{2}} + \epsilon, 1]$ that we denote $I_{1,\text{int}}$. If $y > 1 + \epsilon$, the same strategy above gives an exponentially small contribution, so we shall assume that $y < 1 + \epsilon$ in what follows. We again apply (C.7), but now we use $f_{N-2}(N^mxy) \leq f_\infty(N^mxy)$ and note that $f_\infty(N^mxy) \leq N^{-\frac{m-1}{2}}e^{Nm(xy)}\frac{1}{m}$ from Proposition 2.6. Combining these bounds, we have that
\[
|I_{1,\text{int}}| \leq \tau(f) N^\frac{3}{2} \int_{1-\frac{1}{2}+\epsilon}^1 dx \int_x^{1+\epsilon} dy (y-x) \exp \left( -\frac{Nm}{2} \left( x^{\frac{1}{m}} - y^{\frac{1}{m}} \right)^2 \right).
\]
Taylor expanding near $y = x$ the latter is bounded by a constant times
\[
\tau(f) N^\frac{3}{2} \int_{1-\frac{3}{2}+\epsilon}^1 dx \int_x^{1+\epsilon} dy (y-x) e^{-\frac{Nm}{2}(y-x)^2}
\]
\[
\sim \tau(f) N^\epsilon
\]
where the last asymptotic follows from changing variable $y \to x + y/\sqrt{N}$ and applying the dominated convergence theorem.

Next we deal with the origin region, namely the integral (C.4) with the integration range restricted to $0 < x < N^{-\frac{2}{2} + \epsilon}$. Note that in this regime the second term in (2.2) is exponentially small due to the factor $x^{N-1}$ and can be neglected. For the first term in (2.2) we consider a large constant $M > 0$ and consider the contribution from the interval $x \in [0, M N^{-\frac{2}{2}}]$. On this interval, we simply change variable $x \to x/N^\frac{2}{2}$ and $y \to y/N^\frac{2}{2}$ which exactly cancels the $O(N^{\frac{3m}{2}})$ growth of
the pre-factor $C_{N,m}$. We therefore just need to show the following quantity is finite:

$$I_{\text{origin}} := \tau(f) \int_0^M dx \int_0^\infty dy \ (x+y) w(x) w(y) f_\infty(xy)$$

$$\leq \tau(f) \int_0^M w(x) dx \sum_{k=0}^\infty \frac{x^k}{(k!)^m} \int_0^\infty dy y^k w(y)$$

$$= \frac{1}{2} \tau(f) \int_0^M w(x) dx \sum_{k=0}^\infty \frac{x^k}{(k!)^m} \Gamma \left( \frac{k+1}{2} \right) 2^{-m \frac{k+1}{2}},$$

where we used (2.5). The infinite series in (C.20) has infinite radius of convergence. This implies

$$I_{\text{origin}} \leq C \tau(f) \int_0^M w(x) dx < C' \tau(f),$$

as desired. The remaining interval $x \in [MN^{-\frac{2}{3}}, N^{-\frac{2}{3}} + \epsilon]$ will turn out to give the main contribution. We use the bound $f_{N-2}(N^m xy) \leq f_\infty(N^m xy)$ and Propositions 2.4 and 2.6. Further changing variables $x = u^m, y = v^m$ we obtain

$$\int_{MN^{-\frac{2}{3}}}^{N^{-\frac{2}{3}} + \epsilon} dx \left| f(x) \right| S_N(x, x) \leq N^\frac{2}{3} \tau(f) \int_{MN^{-\frac{2}{3}}}^{N^{-\frac{2}{3}} + \epsilon} du \int_u^{u+\epsilon} dv \frac{v^m - u^m}{(uv)^{\frac{2}{3}}} e^{-\frac{N}{2}(u-v)^2}$$

Now changing variable $v \to u + v/\sqrt{N}$ we express the integrand in terms of the function $Q(u, v/\sqrt{N})$ of Lemma C.3 so that the right-hand side of (C.22) is bounded by

$$\tau(f) N^{\frac{1}{2}} \int_{MN^{-\frac{1}{2}}}^{N^{-\frac{1}{2}} + \epsilon} du \int_0^{\sqrt{N}\epsilon} dv \sqrt{N} Q \left( u, \frac{v}{\sqrt{N}} \right) e^{-\frac{m}{2} v^2}$$

$$\leq C \tau(f) N^{\frac{2}{3}}$$

where the boundedness of the function $\sqrt{N} Q \left( u, \frac{v}{\sqrt{N}} \right)$ provided $u > N^{-\frac{1}{2}}$ follows from Lemma C.3. □

We have the following corollaries. Let $J_{\text{edge}} = (1 - N^{-\frac{1}{2}} + \epsilon, \infty)$ and $J_{\text{origin}} = [0, N^{-\frac{2}{3}} + \epsilon]$.

**Corollary C.2.** For a product $G^{(m)} = N^{-\frac{2}{3}} G_1 G_2 \ldots G_m$ of $m$ independent real Ginibre matrices, let $N_J$ denote the number of real eigenvalues of $G^{(m)}$ lying inside the set $J$. Then

$$\mathbb{E}(N_{J_{\text{edge}}}) = O(N^\epsilon),$$

$$\mathbb{E}(N_{J_{\text{origin}}}) = O(N^{\frac{2}{3}}).$$

The following Lemma is given in [LMS22]. For completeness we repeat the proof here.

**Lemma C.3.** Consider the function $Q : [0, \infty)^2 \to [0, \infty)$ defined by

$$Q(u, v) = \frac{(u+v)^m - u^m}{(uv(u+v))^{\frac{m+1}{2}}}.$$

Then for $\delta > 0$ sufficiently small and $M > 0$ arbitrary, we have for $(u, v) \in [0, M] \times [0, \delta]$ the uniform bound

$$Q(u, v) = m v + \sum_{j=0}^{m-1} O \left( \frac{v^{3+j}}{u^{3+j}} \right).$$

Furthermore, for any $\epsilon > 0$, there is a constant $C_{\epsilon,M} > 0$ independent of $u$ such that on the domain $(u, v) \in [\epsilon, M] \times [0, M]$ we have $Q(u, v) \leq C_{\epsilon,M} v$. 

Proof. We have
\[
Q(u,v) = u \left(1 + \frac{v}{u}\right)^m - 1 = (1 + \frac{v}{u})^{-\frac{m-1}{2}} \sum_{j=0}^{m-1} \binom{m}{j+1} \frac{v^{j+1}}{u^{j+1}}. \tag{C.29}
\]
This implies that \(Q(u,v) \leq C_{\epsilon,M} v\) provided \(u > \epsilon\). Taylor expanding near \(v = 0\), we have
\[
(1 + \frac{v}{u})^{-\frac{m-1}{2}} \approx 1 - \frac{m-1}{2} \frac{v}{u} + O\left(\frac{v^2}{u^2}\right), \quad 0 < v < \delta. \tag{C.30}
\]
To obtain the uniform big-\(O\) term in (C.30) note that
\[
\frac{d^2}{dv^2} \left(1 + \frac{v}{u}\right)^{-\frac{m-1}{2}} = \frac{(1+v^2)^{-\frac{m-1}{2}}}{4(u+v)^2} (m^2 - 1) \leq \frac{m^2 - 1}{4u^2}. \tag{C.31}
\]
Then inserting (C.30) into (C.29) the term proportional to \(v^3/u\) cancels and we obtain (C.28). \(\square\)
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