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Abstract

We consider a model of the Riemann zeta function on the critical axis and study its maximum over intervals of length \((\log T)^\theta\), where \(\theta\) is either fixed or tends to zero at a suitable rate. It is shown that the deterministic level of the maximum interpolates smoothly between the ones of log-correlated variables and of i.i.d. random variables, exhibiting a smooth transition 'from \(3/4\) to \(1/4\)' in the second order. This provides a natural context where extreme value statistics of log-correlated variables with time-dependent variance and rate occur. A key ingredient of the proof is a precise upper tail tightness estimate for the maximum of the model on intervals of size one, that includes a Gaussian correction. This correction is expected to be present for the Riemann zeta function and pertains to the question of the correct order of the maximum of the zeta function in large intervals.

1 Introduction

The Riemann zeta function is defined for \(\text{Re } s > 1\) as

\[
\zeta(s) = \sum_{n \geq 1} \frac{1}{n^s} = \prod_{p \geq 1} \frac{1}{1 - p^{-s}},
\]

where the Euler product on the left is over all primes. It extends uniquely to an analytic function over \(\mathbb{C} \setminus \{1\}\). The Riemann hypothesis states that, except for the negative even integers (the so-called trivial zeros), the zeros of the function lie on the critical line \(\text{Re } s = 1/2\). The large values of the function on the critical line also plays a major role in number theory. The Riemann hypothesis implies that the maximum over a large interval \([T, 2T]\) is

\[
\max_{t \in [T, 2T]} |\zeta(1/2 + it)| = O\left(\exp\left(\frac{C}{\log \log T}\right)\right),
\]

for some \(C > 0\), as first shown in [31]. The question of whether or not the right-hand side is the true order of the maximum is still subject of debates, see for example [20] for probabilistic arguments motivating

\[
\max_{t \in [T, 2T]} |\zeta(1/2 + it)| \approx \exp\left(\frac{1}{2} \sqrt{\log T \cdot \log \log T}\right).
\]

The question of the order of the maximum in shorter intervals is much better understood. Fyodorov, Hiary & Keating [24] and Fyodorov & Keating [25] conjectured using techniques of
random matrix theory and log-correlated processes that, if \( \tau \) is chosen uniformly on \([T, 2T]\),

\[
\max_{|h| \leq 1} |\zeta(1/2 + i(\tau + h))| = \frac{\log T}{(\log \log T)^{3/4}} e^{\mathcal{M}(T)},
\]  

(1.4)

where \((\mathcal{M}(T), T > 1)\) is a tight sequence of random variables converging as \(T \to \infty\) to a random variable \(\mathcal{M}\) with right tail \(\mathbb{P}(\mathcal{M} > y) \sim Cy e^{-2y}\). The leading order \(\log T\) was proved in [35] (on the Riemann hypothesis) and in [2] unconditionally. An upper bound for the leading order, and subleading order was proved in [28] with an error of \(\log \log \log T\). The upper tail tightness with the correct decay \(ye^{-2y}\) was recently established in [4].

The techniques developed so far can be also used to investigate large values in intervals with length varying with \(T\). It was conjectured in [6] that, for intervals of size \((\log T)\theta\) where \(\theta > 0\) is fixed, the maximum is

\[
\max_{|h| \leq (\log T)\theta} |\zeta(1/2 + i(\tau + h))| = \frac{(\log T)^{\sqrt{1+\theta}}}{(\log T)^{\sqrt{1+\theta}}} e^{\mathcal{M}_\theta(T)},
\]  

(1.5)

where \((\mathcal{M}_\theta(T), T > 1)\) is a tight sequence of random variables. The leading order \((\log T)^{\sqrt{1+\theta}}\) was also proved there. This would suggest an interesting jump discontinuity in the subleading order in (1.4) and (1.5) where the exponent \(\frac{1}{4}\sqrt{1+\theta}\) does not approach \(\frac{3}{4}\) as \(\theta \to 0\). The main goal of this paper is to shed light on this discontinuity.

Using a random model of the Riemann zeta function, we motivate the following conjecture that identifies the proper scale to smoother the discontinuity:

**Conjecture.** Let \(0 < \alpha < 1\) and \(\theta \sim (\log \log T)^{-\alpha}\). Consider an interval of size \((\log T)^\theta = \exp(\log \log T)^{1-\alpha}\). If \(\tau\) is chosen uniformly on \([T, 2T]\), we have

\[
\max_{|h| \leq \exp(\log \log T)^{1-\alpha}} |\zeta(1/2 + i(\tau + h))| = \frac{(\log T)^{\sqrt{1+\theta}}}{(\log T)^{\frac{1+2\alpha}{4}}} e^{\mathcal{M}_\alpha(T)},
\]  

(1.6)

for some tight sequence of random variables \((\mathcal{M}_\alpha(T), T > 1)\). In other words, the relation between Equations (1.4) for \(\theta > 0\) and (1.5) for \(\theta = 0\) is provided by taking \(\theta \downarrow 0\) like \((\log \log T)^{-\alpha}\), \(0 < \alpha < 1\).

Note that the non-trivial exponent

\[
\frac{1 + 2\alpha}{4}
\]

interpolates between the case \(\theta > 0\) corresponding to \(\alpha = 0\), and \(\theta = 0\) for \(\alpha = 1\). This transition is proved for a random Euler product defined in the next section, see Theorems 1.1 and 1.2. Along the way, a correction for the decay \(ye^{-2y}\) for the right tail of the maximum will be proved in the case \(\theta = 0\), see Theorem 1.3. This is relevant for making sense of the two competing scenarios (1.2) and (1.3) for the global maximum of the zeta function as explained in the next section.

There has been much interest recently in the study of log-correlated processes with time-inhomogeneous variances and rates, see for example [5, 7, 10, 13, 14, 19, 21–23, 32, 33, 36]. In particular, such models can be designed in such a way that extreme value statistics interpolate between those of log-correlated variables and those of i.i.d. random variables [9, 15, 30]. The above conjecture provides a natural context, the Riemann zeta function, where such interpolated extreme value statistics would occur.
1.1 Main Results

The following random model has been proposed in [27] to study the large values of $\log |\zeta|$ in a short interval $I$:

$$W_T(h) = \sum_{p \leq T} \Re \left( \frac{(U_p p^{-i h})}{p^{1/2}} \right), \quad h \in I,$$

(1.7)

where the sum is over primes less than $T$ and where $(U_p, p \text{ primes})$ are i.i.d. random variables distributed uniformly on the unit circle. The model morally corresponds to a formal expansion of the logarithm of the Euler product in (1.1) around $s = 1/2 + i(\tau + h)$. The identification of the random phases $p^{-i \tau} \leftrightarrow U_p$ is then made with the extra assumption that the $U_p$’s are independent, which is not exactly the case for the $p^{-i \tau}$’s. The resulting model (1.7), when exponentiated, can thus be seen as a random Euler product.\footnote{Another possible approach to model the large values of the zeta function would be to randomize the Dirichlet sum in (1.1) instead of the product. This model is investigated in [8].}

It was shown in [3] that with high probability

$$\lim_{T \to \infty} \max_{|h| \leq 1} \frac{W_T(h) - \log \log T}{\log \log \log T} = -\frac{3}{4} \quad \text{in probability},$$

(1.8)

thereby providing evidence for the conjecture (1.4) for the log of the actual zeta function.

This work is concerned with a Gaussian version of this model where the $U_p$’s are replaced by standard complex Gaussian

$$X_T(h) = \sum_{p \leq T} \Re \left( \frac{(G_p p^{-i h})}{p^{1/2}} \right), \quad h \in I,$$

(1.9)

where the $G_p$’s are i.i.d. standard complex Gaussian variables. As explained in Section 2, the process $(X_T(h), |h| \leq 1)$ is a Gaussian log-correlated process with variance $\frac{1}{2} \sum_{p \leq T} p^{-1} = \frac{1}{2} \log \log T + O(1)$.

We choose to work directly with the Gaussian model (1.9) to highlight the new ideas of the proof. A standard approach to studying model (1.7) is to resort to Gaussian comparison; so that working with a Gaussian process from the start makes the outline of the proof much clearer. This is done at virtually no cost to the strength of the result, as the two processes are known to be close, as far as the relevant statistics are concerned, see for example [3] for a pointwise comparison relying on Berry-Esseen bounds, and Theorem 1.7 in [37] for a global approximation. It was shown in [37] that the exponential of the process $(W_T(h), |h| \leq 1)$, suitably normalized, converges to Gaussian multiplicative chaos. Any of these methods could be similarly applied on top of the present work, in order to extend its results to other models such as (1.7).

The first result is concerned with intervals of length $(\log T)^\theta$ for fixed $\theta > 0$, where i.i.d. extreme value statistics prevail.

**Theorem 1.1.** For $\theta > 0$ fixed, we have

$$\lim_{T \to \infty} \max_{|h| \leq (\log T)^\theta} \frac{X_T(h) - \sqrt{1 + \theta} \log \log T}{\log \log \log T} = \frac{-1}{2\sqrt{1 + \theta}} \quad \text{in probability.}$$

(1.10)
This is consistent with Equation (1.5), after exponentiation. The result is easier to prove than Equation (1.8), as correlations play a lesser role. The second and main result is an explicit interpolation between Equations (1.8) and (1.10), when $\theta$ goes to zero with $T$ at a suitable rate.

**Theorem 1.2.** For $\alpha \in (0,1)$ and $\theta = (\log \log T)^{-\alpha}$, we have

$$
\lim_{T \to \infty} \max_{|h| \leq (\log T)^{\theta}} \frac{X_T(h) - \sqrt{T + \theta \log \log T}}{\log \log \log T} = -\frac{(1 + 2\alpha)}{4} \text{ in probability.} \tag{1.11}
$$

This is the basis for the conjecture (1.6). This result is also relevant for the pseudomoments of the Riemann zeta function where it provides evidence for the asymptotic behavior of such moments in certain regimes, see Conjecture 5.4 in [26]. To our knowledge, these interpolated statistics are also new in the context of many weakly correlated branching random walks. This connection is explained in Section 1.2.

A key ingredient of the proof, which is of independent interest, is a precise upper bound for the right tail of the maximum in an interval of order one ($\theta = 0$). It gives an alternative and direct approach to proving the upper tail tightness for log-correlated processes, in particular for the 2D Gaussian free field, that avoids the use of Gaussian comparison [11,17].

**Theorem 1.3.** Let $y > 0$ and $y = o\left(\frac{\log \log T}{\log \log \log T}\right)$. Then we have

$$
\mathbb{P} \left( \max_{|h| \leq 1} X_T(h) > \log \log T - \frac{3}{4} \log \log \log T + y \right) \leq C y e^{-2y} e^{-y^2/\log \log T},
$$

for some constant $C > 0$.

We expect that the result holds up to $y = o(\log \log T)$ by analogy with branching Brownian motion, see for example Proposition 2.1 in [15]. The presence of both the exponential and Gaussian decays is relevant to the question of the maximum of the zeta function in large intervals quantified by Equation (1.2) and (1.3), at least at the heuristic level. Indeed, if the Gaussian correction were not present, a back-of-the-envelope calculation for the maximum of independent maxima in intervals of order one shows that Equation (1.2) should yield the true order of the maximum. However, Theorem 1.3 gives evidence that the Gaussian behavior prevails for large $y$, in which case Equation (1.3) should be closer to the truth.

### 1.2 Structure of the Proof

Conjecture (1.4) is based on the assumption that the statistics of the zeta function on an interval of size one of the critical line resemble the ones of the characteristic polynomial of a random unitary matrix (CUE). It has been known since Bourgade [12] that the finite-dimensional distributions of the logarithm of $\zeta$ and of the characteristic polynomial of CUE are Gaussian, when suitably normalized, with correlations that decay logarithmically with the distance. In the context of the model $(X_T(h), h \in I)$, this is also verified as we have

$$
\mathbb{E}[X_T(h)X_T(h')] = \begin{cases} 
\frac{1}{2} \log |h - h'|^{-1} + O(1) & \text{if } |h - h'| \leq 1, \\
O(|h - h'|^{-1}) & \text{if } |h - h'| > 1.
\end{cases} \tag{1.12}
$$

This is explained in Section 2. The dichotomy here is important: for intervals of size one, the variables $X_T(h), X_T(h')$ are log-correlated, whereas for large intervals, most pairs are weakly
correlated. Therefore, the extreme value statistics of the process \((X_T(h), |h| \leq (\log T)^\theta)\) should interpolate between log-correlated and IID for \(\theta \geq 0\). We are mainly concerned with the intermediate regime where hybrid statistics should appear. Note that even though the process \((X_T(h), |h| \leq 1)\) is continuous, the analysis can be reduced to a finite number of points: this is made precise in the proof of Lemma 3.6. The distance \((\log T)^{-1}\) between these points is consistent with Equation (1.12), as in the case \(|h - h'| \approx (\log T)^{-1}\) the covariance is essentially equal to the variance \(1/2\log \log T\).

The following analogous problem is useful to keep in mind throughout the proof. An important example of log-correlated process is branching Brownian motion (BBM), constructed as follows. At time 0, there is a single Brownian motion at 0. It evolves in time with diffusion constant 1/2 so the variance at time \(t\) is \(t/2\). We choose 1/2 to match the variance of \(X_T(h)\). After an exponentially-distributed time, the Brownian motion splits into two independent Brownian motions, with the same branching property. It is not hard to check that after a time \(t\) this procedure produces an average of \(e^t\) Brownian motions. It is known since Bramson [18] that the maximum at time \(t\) over all Brownian particles is

\[
t - \frac{3}{4} \log t + \mathcal{M}_t, \tag{1.13}
\]

where the fluctuations \(\mathcal{M}_t\) are known in the limit \(t \to \infty\). In view of Equation (1.4), we see that the extreme statistics of a BBM at time \(t\) should be the same as the ones of \((X_T(h), |h| \leq 1)\), after the identification \(\log \log T \leftrightarrow t\).

What about longer intervals? It is not hard to check that the maximum of two independent BBM’s (or any finite number for that matter) also satisfy (1.13). Indeed, this is the same as the situation of a single BBM right after the first splitting, which occurs in a finite time. Hence, the statistics of the maximum are not affected for \(t\) large. However, if one takes many (depending on \(t\)) independent BBM’s, Equation (1.13) should eventually morph to IID statistics. Equation (1.12) suggests that the process \((X_T(h), |h| \leq (\log T)^\theta)\) should behave like \((\log T)^\theta\) independent copies of \((X_T(h), |h| \leq 1)\), because of the strong decoupling for \(h\)’s at a distance more than 1. In particular, the right number of independent BBM’s needed to match to the subleading order the extreme value statistics of \((X_T(h), |h| \leq (\log T)^\theta)\) would be \(e^{\theta \log T}\). To sum up, the proofs of Theorems 1.1 and 1.2 are guided by the analysis of the extreme values of \(e^{\theta \log T}\) independent BBM’s. We stress that the precise decay \(\theta \sim t^{-\alpha}\) needed to capture the intermediate regime is a non-trivial consequence of Theorem 1.3.

The upper bounds of the theorems are derived in Section 3. For \(\theta > 0\), the proof is not hard and is done in Section 3.3. It follows by a simple union bound on the number of points, which is \((\log T)^\theta \cdot \log T = (\log T)^{1+\theta}\), since there are \(e^t = \log T\) points in intervals of size one, and there are essentially \(e^{\theta \log T}\) such intervals. The case \(\theta = 0\) is much more subtle. It is established by taking a union bound over \(e^{\theta \log T}\) intervals of size one, each of which have a precise right tail given in Theorem 1.3. The calculation involves every factor in the estimate of the right tail. This is done in Section 3.2. The proof of the right tail of the maximum for \(\theta = 0\) is given in Section 3.1.

The proof of the lower bound in Section 4 is based on the multiscale refinement of the second moment method given in [29]. In the case \(\theta = 0\) analyzed in [3], it is necessary to truncate the second moment by introducing a linear barrier that prevents the partial sums of \(X_T(h)\) to be too high, an idea going back to [18] for a single BBM. The linear barrier can be justified as follows: since there are on average \(e^k\) Brownian motions at time \(k\), a Gaussian
estimate yields that the maximum at time \( k \) of a single BBM should be \( \approx \sqrt{k \cdot \log e^k} = k \). There are some important variations in the intermediate regime where \( \theta \sim t^{-\alpha} \). Following the above heuristics for \( e^{i\theta} \) independent BBM’s, the maximum at time \( 0 \leq k \leq t \) of \( e^{i\theta} \) independent BBM’s is \( \sqrt{k \cdot \log e^{k+\theta}} = \sqrt{k(k + i\theta)} \). In particular, this is much larger than \( k \) for small \( k \)’s!

This means that the barrier should not be too small at the beginning to capture the typical path of the maximizer. Since the barrier is fairly high at the beginning, it does not affect the trajectories of a single path very much. As a matter of fact, it will be clear from the proof that the barrier is only effective for times larger than \( t^{-\alpha} \).

It would be interesting to describe the finer asymptotics of the extreme values of \( (X_T(h), |h| \leq (\log T)^\theta) \) down to the fluctuations, a level of precision still elusive for the Riemann zeta function. It seems feasible to prove tightness of the centered maximum by carrying a finer analysis of the random walk avoiding the specific barrier used for the lower bound. However, information on the specifics of the fluctuations seem much harder to obtain as one expects non-trivial arithmetic and random-matrix-type corrections of order one whenever \( \theta > 0 \). Numerical evidence of this phenomenon appeared in [1].

**Notations.** We write \( f(T) = O(g(T)) \) whenever \( \limsup_{T \to \infty} |f(T)/g(T)| < \infty \) with possibly other parameters fixed, such as \( \varepsilon \) and \( \theta \) which will be clear from context. We often use Vinogradov’s notation \( f(T) \ll g(T) \) whenever \( f(T) = O(g(T)) \). We also use \( f(T) = o(g(T)) \) whenever \( \lim_{T \to \infty} |f(T)/g(T)| = 0 \). Some expressions in the proofs are more palatable in a \( \log \log \) scale. The parameters at that scale will be denoted by the corresponding lower case letter. For example, we write respectively

\[
k = \log \log K, \quad \ell = \log \log L, \quad t = \log \log T, \quad \text{for } K, L, T. \tag{1.14}
\]

Finally, we use the double-bracket notation \([ [k, t] ]\) for \([k, t] \cap \mathbb{Z}\), the integers in the interval \([k, t]\).
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## 2 Probability Estimates for the Model

This preliminary section is devoted to giving more details about the correlation structure of the process \( X_T \). It is similar to Section 2 of [3]. The results here are more straightforward, as the process is exactly Gaussian. We include them for completeness.

In some cases, we need to study the process in a smaller range of primes. For this purpose, we define, for \( 1 \leq K < L \leq T \),

\[
X_{K,L}(h) = \sum_{K < p \leq L} \text{Re} \left( \frac{G_p p^{-ih}}{p^{1/2}} \right), \quad |h| \leq (\log T)^\theta. \tag{2.1}
\]
We simply write $X_K(h)$ for $X_{1,K}(h)$. The Laplace transform of the process is easy to compute:

**Lemma 2.1.** Let $1 \leq K < L \leq T$. For $\lambda, \lambda' \in \mathbb{R}$ and $|h|, |h'| \in \mathbb{R}$, we have

$$
\mathbb{E}[e^{\lambda X_{K,L}(h)+\lambda' X_{K,L}(h')}]=\exp\left(\sum_{K<p \leq L} \frac{1}{4p} \left(\lambda^2 + \lambda'^2 + 2\lambda\lambda' \cos(|h-h'| \log p)\right)\right). \quad (2.2)
$$

**Proof.** This is obvious from the fact that

$$
|\lambda p^{-ih} + \lambda' p^{-ih'}|^2 = \lambda^2 + \lambda'^2 + 2\lambda\lambda' \cos(|h-h'| \log p). \quad (2.3)
$$

Therefore the Gaussian random variable $\lambda X_{K,L}(h) + \lambda' X_{K,L}(h')$ has variance

$$
\sum_{K<p \leq L} \frac{1}{4p} \left(\lambda^2 + \lambda'^2 + 2\lambda\lambda' \cos(|h-h'| \log p)\right) \quad (2.4)
$$

and the claim follows. \qed

Setting $\lambda' = 0$ in the above yields the variance of $X_{K,L}(h)$

$$
\frac{1}{2} \sum_{K<p \leq L} \frac{1}{p} = \frac{1}{2} (\ell - k) + O(e^{-c\sqrt{\ell}}), \quad K > 2, \quad (2.5)
$$

where we use the log log-notaion (1.14). The equality is a strong form of Mertens’s theorem, and can be proved using the Prime Number Theorem with classical error, see for example [34, Theorem 6.9],

$$
\#\{p \leq x : p \text{ prime}\} = \int_{2}^{x} \frac{1}{\log u} \, du + O(xe^{-c\log x}). \quad (2.6)
$$

It is not hard to evaluate the same way the cosine sum appearing in the covariance of $X_{K,L}(h)$ and $X_{K,L}(h')$.

**Lemma 2.2.** Let $1 \leq K < L \leq T$. We have, using the notation (1.14),

$$
\sum_{K<p \leq L} \frac{1}{p} \cos(\delta \log p) = \begin{cases} 
\ell - k + O(\delta^2 e^{2\ell}) + O(e^{-c\sqrt{\ell}}) & \text{if } \delta e^\ell \leq 1, \\
O(\delta^{-1} e^{-k}) + O(e^{-c\sqrt{\ell}}) & \text{if } \delta e^k > 1.
\end{cases} \quad (2.7)
$$

**Proof.** This is done in Lemma 2.1 of [3]. We reproduce the details for completeness. The sum can be expressed using integration by parts and Equation (2.6) as

$$
\int_{K}^{L} \frac{\cos(\delta \log u)}{u \log u} \, du + O(e^{-c\sqrt{\log L}}).
$$

The claim for $\delta e^\ell \leq 1$ follows from $\cos(\delta \log u) = 1 + O(\delta^2 (\log u)^2)$. When $\delta e^k > 1$, we do the change of variable $v = \log u$ and integrate by parts. The integral then becomes

$$
\frac{\sin(\delta v)}{\delta v} \bigg|_{\log K}^{\log L} + \int_{\log K}^{\log L} \frac{\sin(\delta v)}{\delta v^2} \, dv.
$$

Both terms are $O(\delta^{-1} e^{-k})$. \qed
Based on Lemma 2.2, we see that there are two very different regimes for the covariance based on the value of \(|h - h'|\): for \(1 \leq K < L \leq T\),

(i) If \(|h - h'| < e^{-\ell}\), we get

\[
\mathbb{E}[X_{K,L}(h)X_{K,L}(h')] = \frac{1}{2}(\ell - k) + O(e^{2\ell}|h - h'|^2).
\] (2.7)

In this case the two variables are almost perfectly correlated.

(ii) In the case \(|h - h'| > e^{-k}\), the oscillatory behavior of the sum causes the variables to decorrelate polynomially

\[
\mathbb{E}[X_{K,L}(h)X_{K,L}(h')] = O(e^{-k}|h - h'|^{-1}).
\] (2.8)

It is useful to think of \(X_{K,L}(h)\) as the sum of increments of a random walk between time \(k\) and \(\ell\). With this in mind, the above dichotomy says that the random walks at \(h\) and \(h'\) are almost the same until time \(\log|h - h'|\), at which point they decorrelate rapidly.

We make the decorrelation of the random walks more precise in the following lemma. The decorrelation will be needed under a tilted measure \(\mathbb{P}\): for \(\lambda, \lambda' \geq 0\), take

\[
\frac{d\mathbb{P}}{d\mathbb{P}} = \frac{e^{\lambda X_{K,L}(h) + \lambda' X_{K,L}(h')}}{\mathbb{E}[e^{\lambda X_{K,L}(h) + \lambda' X_{K,L}(h')}]}, \quad h, h' \in \mathbb{R}.
\] (2.9)

It is straightforward to check by differentiating the logarithm of Equation (2.2) that the covariance is unchanged under \(\mathbb{P}\), and that the mean is

\[
\mathbb{E}[X_{K,L}(h)] = \sum_{K < p \leq L} \frac{\lambda + \lambda' \cos(|h - h'| \log p)}{2p}.
\] (2.10)

**Lemma 2.3.** Let \(1 \leq K < T\). Consider \(A_\ell, A'_\ell\), a collection of intervals in \(\mathbb{R}\), indexed by \(\ell \in [k + 1, t]\). Then for any \(h, h'\) with \(|h - h'| > e^{-k}\), we have under the measure \(\mathbb{P}\) defined by Equation (2.9):

\[
\mathbb{P}(X_{K,L}(h) \in A_\ell, X_{K,L}(h') \in A'_\ell, \forall \ell \in [k + 1, t]) =
(1 + O((e^k|h - h'|^{-1/2})) \mathbb{P}(X_{K,L}(h) \in A_\ell, \forall \ell) \mathbb{P}(X_{K,L}(h') \in A'_\ell, \forall \ell)
+ O(e^{-c\sqrt{e^k|h - h'|}}),
\] (2.11)

where the error does not depend on the choice of \(A'\)’s and \(c\) denotes an absolute positive constant.

**Proof.** As the process \(X\) has independent increments, the probability can be decomposed in terms of the variables

\[
Y_\ell(h) = \sum_{e^{\ell - 1 < \log p \leq \ell}} \text{Re} \left( \frac{G_p e^{-ih}}{p^{1/2}} \right).
\] (2.12)

This is \(X_{L^{1/\epsilon}, L}(h)\) in the notation of Equation (2.10). We prove that for every \(\ell \in [k + 1, t]\)

\[
\mathbb{P}(Y_\ell(h) \in B_\ell, Y_\ell(h') \in B'_\ell) =
(1 + O((e^\ell|h - h'|^{-1/2})) \mathbb{P}(Y_\ell(h) \in B_\ell) \mathbb{P}(Y_\ell(h') \in B'_\ell) + O(e^{-c\sqrt{e^\ell|h - h'|}}),
\] (2.13)
for some intervals $B_t$ and $B'_t$, where the error terms are uniform in $\ell$ and in the choice of $B$’s. Equation (2.11) then follows by writing the probability increment by increment using a Markov-type decomposition and taking the product.

To prove Equation (2.13), consider first the subset

$$E_\ell = \left\{ \| (Y_\ell(h), Y_\ell(h')) - (\mu_\ell, \mu_\ell) \|_{\mathbb{R}^2} \leq (e^\ell|h - h'|)^{1/4} \right\},$$

where

$$\mu_\ell = \mathbb{E}[Y_\ell] = \sum_{\ell^{-1} < p \leq \ell} \frac{\lambda + \lambda' \cos(|h - h'| \log p)}{2p} \tag{2.14}$$

by Equation (2.10). A straightforward Gaussian estimate (or a Chernoff bound using Lemma 2.1) yields $\mathbb{P}(E_\ell) \leq \exp \left( -c\sqrt{e^\ell|h - h'|} \right)$. This accounts for the error term in Equation (2.13).

It remains to estimate the Gaussian density on the event $E_\ell$. The covariance matrix $\Sigma_\ell$ of $(Y_\ell(h), Y_\ell(h'))$ is

$$\Sigma_\ell = \begin{pmatrix} \sigma^2_\ell & \rho_\ell \\ \rho_\ell & \sigma^2_\ell \end{pmatrix}, \quad \rho_\ell = O(e^{-\ell|h - h'|^{-1}}), \quad \sigma^2_\ell = \frac{1}{2} + O(e^{-c\sqrt{\ell}}), \tag{2.15}$$

by Equation (2.8). The inverse covariance admits the following expansion around the identity.

$$\Sigma^{-1}_\ell = \frac{1}{\sigma_\ell^2} \left\{ \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - \varepsilon_\ell \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} + O(\varepsilon^2_\ell) \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \right\}, \quad \varepsilon_\ell = \frac{\rho_\ell}{\sigma_\ell} = O(e^{-\ell|h - h'|^{-1}}). \tag{2.16}$$

For $(y, y') \in E_\ell$, the above implies the following estimate:

$$(y - \mu_\ell, y' - \mu_\ell)^T \Sigma^{-1}_\ell (y - \mu_\ell, y' - \mu_\ell) = \frac{(y - \mu_\ell)^2 + (y' - \mu_\ell)^2}{\sigma^2_\ell} + O((e^\ell|h - h'|)^{-1/2}).$$

The estimate for the determinant of $\Sigma^{-1}$ is immediate from Equation (2.16). Therefore, the density of the Gaussian vector $(Y_\ell(h), Y_\ell(h'))$ under $\mathbb{P}$ is

$$(1 + O((e^\ell|h - h'|)^{-1/2})) \frac{1}{2\pi\sigma^2} \exp \left( - \frac{(y - \mu_\ell)^2 + (y' - \mu_\ell)^2}{2\sigma^2_\ell} \right).$$

This proves Equation (2.13) and concludes the proof of the lemma.

The above proof can be also used to compare the probability to the one of a random walk with increments of variance exactly equal to 1/2. We will only need this in the case of one point $h$. To use the standard version of the ballot theorem, we will need to compare the random walk at $h$ with a random walk with increments of variance exactly equal to 1/2.

**Corollary 2.4.** Let $1 \leq K < T$. Consider $A_\ell$, a collection of intervals in $\mathbb{R}$, indexed by $\ell \in [k + 1, t]$. Consider $Y_\ell$, $\ell \geq 1$, i.i.d. Gaussian random variables of mean $\mu_\ell$ as in Equation (2.14), and variance 1/2 under $\mathbb{P}$. Then for any $h \in \mathbb{R}$ and $\ell > k$, we have under the measure $\mathbb{P}$ defined by Equation (2.9):

$$\mathbb{P}(X_{K,L}(h) \in A_\ell, \forall \ell \in [k + 1, t])
= (1 + O(e^{-c\sqrt{\ell}})) \mathbb{P} \left( \sum_{j=k+1}^\ell Y_j \in A_\ell, \forall \ell \in [k + 1, t] \right) + O(e^{-ce^2k}). \tag{2.17}$$
Proof. The proof follows the same line as the one of Lemma 2.3, setting $\lambda' = 0$ in (2.9). Consider the increments $Y_\ell$ and the event

$$E_\ell = \left\{ |Y_\ell(h) - \mu_\ell| \leq e^\ell \right\}.$$

A Gaussian estimate shows that $\mathbb{P}(E_\ell^c) \ll e^{-ce^{2\ell}}$. For $y \in E_\ell$, we have that

$$\frac{1}{\sigma_\ell} e^{-(y - \mu_\ell)^2/2\sigma_\ell^2} = (1 + O(e^{-c\ell})) e^{-(y - \mu_\ell)^2}.$$

Putting both estimates together yield for any interval $B \subset \mathbb{R}$,

$$\mathbb{P}(Y_\ell(h) \in B) = (1 + O(e^{-c\ell})) \mathbb{P}(Y_\ell \in B \cap E_\ell) + O(e^{-ce^{2\ell}}).$$

The probability of $X_{K,L}$ is then obtained by conditioning successively on the $Y_\ell$’s and computing the product.

We remark that if the $A_\ell$’s do not grow too fast in such a way that the event $\{X_{K,L}(h) \in A_\ell, \forall \ell \in [k+1, t]\}$ is included in the events $E_\ell$ for all $\ell \in [k+1, t]$, the additive error term is not present and we may conclude that

$$\mathbb{P}(X_{K,L}(h) \in A_\ell, \forall \ell \in [k+1, t]) = (1 + O(e^{-c\ell})) \mathbb{P}\left( \sum_{j=k+1}^{\ell} Y_j \in A_\ell, \forall \ell \in [k+1, t] \right).$$

(2.18)

3 Upper Bounds

3.1 Upper Tail Tightness for $\theta = 0$

The purpose of this section is to prove Theorem 1.3. The starting point is in the spirit of Lemma 2.4 in Bramson, Ding, and Zeitouni [16] for branching random walks; however, their approach has to be generalized to account for the lack of perfect branching in the model of the zeta function. Our method is applicable to other log-correlated processes that do not exhibit an exact branching structure.

As in Equation (2.12), we define

$$Y_k(h) = \sum_{e^{k-1} \leq p \leq e^k} \frac{1}{\sqrt{p}} \Re (p^{-ih} G_p), \quad k \leq t,$$

(3.1)

where $t = \log \log T$. Each $Y_k(h)$ is a Gaussian variable of variance roughly 1/2. We also define the partial sums

$$S_j(h) = \sum_{k=1}^{j} Y_k(h), \quad j \leq t,$$

(3.2)

and their recentered version,

$$\overline{S}_j = S_j - m(j), \quad m(j) = j \left( 1 - \frac{3 \log t}{4 t} \right).$$

(3.3)
The method requires to introduce a logarithmic barrier:

\[ \psi_j = \log(\min(j, t - j)), \quad 1 \leq j \leq t - 1. \]  

(3.4)

so that we have the symmetry \( \psi_j = \psi_{t-j} \). We also set \( \psi_0 = \psi_t = 0 \).

The idea of the proof is as follows. The goal is to bound the probability \( p_{\text{cross}} \) that the value at some \( h \) is above the level \( m(t) + y \):

\[ p_{\text{cross}} = \mathbb{P}\left( \max_{|h| \leq 1} X_T(h) > m(t) + y \right). \]  

(3.5)

We start by bounding \( p_{\text{cross}} \) by a more amenable expression. The event can be decomposed according to the first time \( j \) after some fixed time \( r \) when the barrier \( y + \psi \) is crossed by the maximum over \( h \). It is convenient to take \( r \) away from 1 for two reasons. First, the increments for small primes have a variance, which is not close to \( 1/2 \), which makes the estimate such as Proposition A.3 more cumbersome. The choice \( r = r(y) = y \vee 1 \) is good. Second, it is then possible to get an a priori bound on \( \max_{|h| \leq 1} |S_j(h)| \) for all \( r < j \leq t \).

Indeed, a union bound gives

\[ \mathbb{P}(\exists r < j \leq t : \max_{|h| \leq 1} |S_j(h)| > 2j + y) \ll \sum_{j=r+1}^t e^j \mathbb{P}(|S_t(h)| > 2j + y) \]

\[ \ll \sum_{j=r+1}^t e^j \cdot e^{-(2j+y)/2\sigma_j^2} \ll e^{-3r} \cdot e^{-4y}e^{-y^2/t}. \]

The first inequality is obtained by a discretization argument (see Corollary 2.6 in [3] which is proved again in Lemma 3.6 below). The third inequality comes from the fact that \( \sigma_j^2 = j/2 + O(1) \) and \( y \) is much smaller than \( t \). The above is much smaller than the claimed bound in Theorem 1.3. Therefore, we can assume without loss of generality in the proof that

\[ \max_{|h| \leq 1} |S_j(h)| \leq 2j + y, \quad \text{for all } r < j \leq t. \]  

(3.6)

We now estimate Equation (3.5) with an union bound on \( r < j \leq t \):

\[ p_{\text{cross}} \ll \sum_{r < j \leq t-1} \mathbb{P}\left( \forall r < \ell \leq j \max_{|h| \leq 1} S_\ell(h) \leq y + \psi_\ell, \max_{|h| \leq 1} S_{j+1}(h) > y + \psi_{j+1} \right). \]  

(3.7)

Secondly, the interval \([-1, 1]\) can be partitioned into \( e^j \) intervals of width \( 2e^{-j} \) and centers \( h_j^{(i)} \) for \( i \leq e^j \). Therefore, the probability can be bounded by a union bound over these intervals:

\[ p_{\text{cross}} \ll \sum_{r < j \leq t-1} \sum_{i=1}^{e^j} \mathbb{P}\left( \forall r < \ell \leq j \max_{|h| \leq 1} S_\ell(h) \leq y + \psi_\ell, \max_{|h-h_j^{(i)}| \leq e^{-j}} S_{j+1}(h) > y + \psi_{j+1} \right). \]  

(3.8)
Finally, the constraint on the maximum over $[-1, 1]$ is limited to $h = h_j$. Using the symmetry of the distribution of the model under translation, the above expression then becomes

$$p_{\text{cross}} \leq \sum_{r < j \leq t - 1} e^{j} P \left( \forall r < \ell \leq j, \ S_\ell(0) \leq y + \psi_\ell, \ \max_{|h| \leq e^{-j}} S_{j+1}(h) > y + \psi_{j+1} \right). \quad (3.9)$$

We now make a simple but important observation: the overshoot of $\max_{|h| \leq e^{-j}} S_{j+1}(h)$ is either due to a large value of the increment $S_{j+1} - S_j$ at $h = 0$ or to a large value of the difference $S_{j+1}(h) - S_{j+1}(0)$ for some $|h| \leq e^{-j}$. The first case is exactly the one that is obtained for an exact branching random walk. The second case is due to the fact the correlation structure of the model is not exactly a tree. However, these fluctuations can be controlled very precisely by a chaining argument because of the log-correlations. Specifically, define the following event that includes the barrier and the value of the endpoint $S_j$:

$$\mathcal{B}_j(x) = \{ \forall r < \ell \leq j, \ S_\ell(0) \leq y + \psi_\ell \text{ and } S_j(0) \in I_x \}, \quad j \leq t, \ x \in \mathbb{Z}, \quad (3.10)$$

where $I_x = (x, x + 1]$ for $x > 0$, $I_x = (x - 1, x]$ if $x < 0$, and $I_x = [-1, 1]$ if $x = 0$. Performing a union bound on the range of values of $S_j(0)$, we prove the following two estimates:

**Lemma 3.1.** With the notation above, we have for $y > 0$ and $y = o\left( \frac{\log \log T}{\log \log \log T} \right)$,

$$\sum_{r < j \leq t - 1} \sum_{x \leq y + \psi_j} e^{j} P \left( \mathcal{B}_j(x), S_{j+1}(0) - S_j(0) > y + \psi_{j+1} - x \right) \ll (y + 1)e^{-2y}e^{-y^2/t}. \quad (3.11)$$

This is the same estimate one would prove for a branching random walk. The new input is an estimate for the overshoot due to a large value in the difference in a small neighborhood:

**Lemma 3.2.** With the notation above, we have for $y > 0$ and $y = o\left( \frac{\log \log T}{\log \log \log T} \right)$,

$$\sum_{r < j \leq t - 1} \sum_{x \leq y + \psi_{j+1}} e^{j} P \left( \mathcal{B}_{j+1}(x), \max_{|h| \leq e^{-j}} S_{j+1}(h) - S_{j+1}(0) > y + \psi_{j+1} - x \right) \ll (y + 1)e^{-2y}e^{-y^2/t}. \quad (3.12)$$

**Proof of Theorem 1.3.** From the previous discussion, it suffices to bound the right-hand side of Equation (3.9). As explained above, this splits into the two cases given by Equations (3.11) and (3.12), thereby proving the claim. \qed

We now prove the two lemmas. The first proof is along the lines of Lemma 2.4 of [16].

**Proof of Lemma 3.1.** Consider the change of measure, from $P$ to $\tilde{P}$, as in Equation (2.9) with $\lambda' = 0$,

$$\frac{d\tilde{P}}{dP} = e^{\lambda S_j(0)} \mathbb{E}\left[e^{\lambda S_j(0)}\right] = e^{-\lambda^2 \sigma_j^2 / 2} e^{\lambda S_j(0)}, \quad (3.13)$$

where $\sigma_j^2 = \frac{1}{2} \sum_{0 \leq p \leq e^j} 1/p = \frac{1}{2} j + O(1)$ as in Equation (2.5), and $\lambda$ is chosen in such a way that $\mathbb{E}[S_j] = 0$ as in Equation (2.10). The condition for this centering to hold is $m(j) = \lambda \sigma_j^2 = \lambda' = 0$.\]
\frac{1}{2} \lambda_j (1 + O(1/j)), \) which yields the following identities:

\[
\begin{align*}
\lambda &= \frac{m(j)}{2 \sigma_j^2} = \left(2 - \frac{3 \log t}{2} \right) (1 + O(1/j)) = 2 - \frac{3 \log t}{2} + O(1/j), \\
\frac{\lambda^2 \sigma_j^2}{2} &= \left( j - \frac{3}{2} \log t + \frac{9}{16} (\log t)^2 \right) (1 + O(1/j)) = j - \frac{3 \log t}{2} - j + O(1), \\
\lambda m(j) &= \left( 2j - 3 \log t + \frac{9}{8} (\log t)^2 \right) (1 + O(1/j)) = 2j - \frac{3 \log t}{t} - j + O(1).
\end{align*}
\]

The probability in the sum can be bounded using \( P \) as follows, for \( w = y + \psi_{j+1} - x, \)

\[
\mathbb{P} \left( \mathcal{B}_j(x), \mathcal{S}_{j+1}(0) - \mathcal{S}_j(0) > w \right) \ll e^{-j - \frac{3 \log t}{2} \cdot j} . \mathbb{E} \left[ e^{-\lambda \mathcal{S}_j(0)} 1_{\mathcal{B}_j(x)} 1_{\mathcal{S}_{j+1}(0) - \mathcal{S}_j(0) > w} \right] \\
\ll e^{-j - \frac{3 \log t}{2} \cdot j} . \mathbb{E} \left[ e^{-\lambda \mathcal{S}_j(0)} 1_{\mathcal{B}_j(x)} 1_{\mathcal{S}_{j+1}(0) - \mathcal{S}_j(0) > w} \right] \\
\ll e^{-j} e^{\frac{3 \log t}{2} \cdot j} e^{-\lambda x} . \mathbb{P} \left( \mathcal{B}_j(x) \right) e^{-202w}
\]

where (3.15) is used in the first inequality, (3.16) in the second, as well as the values of \( \mathcal{S}_j(0) \) on the event \( \mathcal{B}_j(x) \) and a Chernoff bound on \( \mathcal{S}_{j+1}(0) - \mathcal{S}_j(0) \) in the third. We could have used a Gaussian estimate for \( \mathcal{S}_{j+1}(0) - \mathcal{S}_j(0) \). However, as it will be clear below, the convergence of the sum is ensured as long as the probability for the increment is \( \ll e^{-(2+\delta)w} \) for some \( \delta > 0 \). We choose \( \delta = 200 \). This highlights the similarities with the proof of Lemma 3.2, where Gaussian estimates are not available.

We split the estimate of Equation (3.17) into two cases. The estimate for \( r < j \leq t/\log t \) is simpler, as no ballot theorem is needed. We trivially have

\[
\mathbb{P} \left( \mathcal{B}_j(x) \right) \ll e^{-x^2/2\sigma_j^2} \ll e^{-x^2/j},
\]

since \( \sigma_j^2 = \frac{1}{2} j + O(1) \) and \( |x| \ll j, j > r \), by the a priori bound (3.6). Therefore, the following estimate holds

\[
\mathbb{P} \left( \mathcal{B}_j(x), \mathcal{S}_{j+1}(0) - \mathcal{S}_j(0) > w \right) \ll e^{-j} e^{-2x} . e^{-x^2/j} . e^{-202w}.
\]

The assumption \( y = o(t/\log t) \) is needed in estimating \( \lambda x \), so that \( e^{\frac{3 \log t}{2} \cdot x} \leq e^{\frac{3 \log t}{2} \cdot (y + \psi_j)} \ll 1 \). In the case \( t/\log t < j < t \), we first note that \( \frac{3 \log t}{2} \cdot j \leq j^{3/2} \), since the function \( \log x/x \) is decreasing for \( x \geq 1 \). Moreover, Proposition A.3 can be applied thanks to the a priori bounds (3.6) and Equation (2.17). All this implies

\[
\mathbb{P} \left( \mathcal{B}_j(x), \mathcal{S}_{j+1}(0) - \mathcal{S}_j(0) > w \right) \ll e^{-j} e^{-2x} (y + 1)(y + \psi_j - x + 1) e^{-x^2/j} e^{-202w}.
\]

Note that the right-hand side is also an upper bound to (3.19). Thus, the sum of the lemma becomes

\[
\sum_{r<j \leq t/\log t} \sum_{x \leq y + \psi_j} e^{j} \mathbb{P} \left( \mathcal{B}_j(x), \mathcal{S}_{j+1}(0) - \mathcal{S}_j(0) > y + \psi_{j+1} - x \right)
\ll \sum_{r<j \leq t/\log t} \sum_{x \leq y + \psi_j} e^{-2x} (y + 1)(y + \psi_j - x + 1) e^{-x^2/j} e^{-202(y + \psi_{j+1} - x)}.
\]
It is convenient to do a change of variable \( v = y + \psi_j - x \), expressing the distance between the barrier and \( S_j(0) \). With this notation and the fact that \(|\psi_{j+1} - \psi_j| < 1\), the above is

\[
\ll (y + 1) \sum_{r < j \leq t - 1} \sum_{v \geq 0} e^{-2(y + \psi_j - v)} (v + 1) e^{-(y + \psi_j - v)^2 / j} e^{-202(v - 1)} \\
\ll (y + 1) e^{-2y} \sum_{j \leq t - 1} e^{-2\psi_j} \sum_{v \geq 0} (v + 1) e^{-(y + \psi_j - v)^2 / t} e^{-200v},
\]

(3.21)

where we bounded \( e^{-(y + \psi_j - v)^2 / j} \) by \( e^{-(y + \psi_j - v)^2 / t} \) and extended the sum to \( j \leq r \). This allows us to use the symmetry \( \psi_j = \psi_{t-j} \) to pair the terms \( j \) and \( t-j \) together. Indeed, for a given \( v, y + \psi_j - v \) has the same value for both values of \( j \), but \( (y + \psi_j - v)^2 / t \), so that it is enough to bound the second half of the sum:

\[
(y + 1) e^{-2y} \sum_{j = \lceil t/2 \rceil}^{t-1} e^{-2\psi_j} \sum_{v \geq 0} (v + 1) e^{-(y + \psi_j - v)^2 / t} e^{-100v}.
\]

(3.22)

Note that the term \( e^{-(y + \psi_j - v)^2 / t} e^{-100v} \) is maximal at \( v = y + \psi_j - 50t \), which is negative since \( y = o(t/\log t) \). In particular, this implies that \( v = 0 \) is the maximizer in the range considered, hence \( e^{-(y + \psi_j - v)^2 / t} e^{-100v} < e^{-(y + \psi_j)^2 / t} \leq e^{-y^2 / t} \) since \( y > 0 \). With this observation, we conclude that the above is

\[
\ll (y + 1) e^{-2y} e^{-y^2 / t} \sum_{j = \lceil t/2 \rceil}^{t-1} e^{-2\psi_j} \sum_{v \geq 0} (v + 1) e^{-100v} \ll (y + 1) e^{-2y} e^{-y^2 / t},
\]

by the definition of \( \psi_j \), which ensures summability. This proves the claim.

**Proof of Lemma 3.2.** We now decompose according to the value of \( S_{j+1}(0) \). We need to bound:

\[
\sum_{r < j \leq t - 1} \sum_{x \leq y + \psi_{j+1}} e^j \mathbb{P} \left( \mathcal{B}_{j+1}(x), \max_{|h| \leq e^{-j}} S_{j+1}(h) - S_{j+1}(0) > y + \psi_{j+1} - x \right).
\]

(3.23)

The term \( x = y + \psi_{j+1} \) must be dealt with separately. This is to ensure that we consider a jump of size at least 1. To bound this term, the restriction on the maximum is simply dropped. More precisely, proceeding exactly as in Lemma 3.1 with a change of measure and using the ballot theorem, but dropping the event on the increment \( S_{j+1}(0) - S_j(0) \), one gets

\[
\sum_{r < j \leq t - 1} e^j \mathbb{P} (\mathcal{B}_{j+1}(y + \psi_{j+1})) \ll (y + 1) \sum_{j \leq t} e^{-2(y + \psi_j)} e^{-(y + \psi_j)^2 / j} \ll (y + 1) e^{-2y} e^{-y^2 / t},
\]

as desired.

Let \( v = y + \psi_{j+1} - x \). We can now restrict the proof to the case \( v \geq 1 \). On the event considered, there is an \( h \in [-e^{-j}, e^{-j}] \) such that

\[
S_{j+1}(h) - S_{j+1}(0) > v \geq 1.
\]

We decompose this increment using a chaining argument. For each \( h \), we consider a sequence \( h_k \to h \), within the following dyadic sets

\[
h_k \in H_k \text{ where } H_k = \left\{ e^{-j} \frac{l}{2^k}, l \in [-2^k, 2^k] \cap \mathbb{Z} \right\} \subset [-e^{-j}, e^{-j}], k \geq 0.
\]

(3.24)
In particular, we can choose it such that \( h_0 = 0 \), and \( |h_{k+1} - h_k| \leq \frac{c_j}{2^k} \) (by taking \( h_k \) the closest to \( h \) in \( \mathcal{H}_k \) when \( k > 0 \)). By continuity, we have

\[
\mathfrak{S}_{j+1}(h) - \mathfrak{S}_{j+1}(0) = \sum_{k=0}^{\infty} \left( \mathfrak{S}_{j+1}(h_{k+1}) - \mathfrak{S}_{j+1}(h_k) \right) .
\]

The left-hand side being larger than \( v \geq 1 \), there is a \( k^* \geq 0 \) such that

\[
\mathfrak{S}_{j+1}(h_{k^*+1}) - \mathfrak{S}_{j+1}(h_{k^*}) > \frac{v}{2(1+k)^2}.
\]

We perform a union bound over every possibility of neighboring elements of \( \mathcal{H}_{k+1} \). Let \( (h_i)_i \) be an increasing enumeration of all elements of \( \mathcal{H}_{k+1} \). With these observations, the contribution to Equation (3.23) coming from \( v \geq 1 \) is bounded by

\[
\ll \sum_{j \leq t-1} \sum_{v \geq 1} \sum_{k \geq 0} e^j \sum_{h_i \in \mathcal{H}_{k+1}} \mathbb{P} \left( \mathcal{B}_{j+1}(y + \psi_{j+1} - v), \mathfrak{S}_j(h_{i+1}) - \mathfrak{S}_j(h_i) > \frac{v}{2(1+k)^2} \right) . \tag{3.25}
\]

We use Chernoff’s inequality with one real parameters \( \lambda = \lambda_k \) (to be specified later), and obtain the bound

\[
\sum_{j \leq t-1} \sum_{v \geq 1} \sum_{k \geq 0} e^j \sum_{h_i \in \mathcal{H}_{k+1}} e^{-\lambda \frac{v}{2(1+k)^2}} \mathbb{E} \left[ 1_{\mathcal{B}_{j+1}(y + \psi_{j+1} - v)} e^{\lambda \left( \mathfrak{S}_{j+1}(h_{i+1}) - \mathfrak{S}_{j+1}(h_i) \right)} \right] . \tag{3.26}
\]

The key step is to quantify the effect of the exponential factor on the probability of the event \( \mathcal{B}_{j+1} \). For this, note that for each \( h_i \in \mathcal{H}_{k+1} \),

\[
\mathfrak{S}_{j+1}(h_{i+1}) - \mathfrak{S}_{j+1}(h_i) = S_{j+1}(h_{i+1}) - S_{j+1}(h_i) = \sum_{t=1}^{j+1} (Y_t(h_{i+1}) - Y_t(h_i)).
\]

In order to make the correlation with the path at \( h = 0 \) explicit, we write the orthogonal decomposition of these increments, i.e., we consider the orthogonal \( L^2 \)-projection of these increments \( Y_t(h_{i+1}) - Y_t(h_i) \) on \( Y_t(0) \):

\[
Y_t(h_{i+1}) - Y_t(h_i) = \pi_t^{(h_i)} Y_t(0) + \Delta_t^{(h_i)}, \tag{3.27}
\]

where \( \Delta_t^{(h_i)} \) is a Gaussian variable independent of \( Y_t(0) \) and of all the other increments \( Y_m \), \( m \neq t \). We now estimate \( \Delta_t^{(h_i)} \) and \( \pi_t^{(h_i)} \). The bounds we obtain are the same for all \( h_i \in \mathcal{H}_{k+1} \).

We first compute the variance of the difference

\[
\text{Var}(Y_t(h_{i+1}) - Y_t(h_i)) = \sum_{e^{t-1} \log p \leq e^{t}} \frac{1}{p} (1 - \cos(|h_{i+1} - h_i| \log p)) \leq \sum_{e^{t-1} \log p \leq e^{t}} \frac{\log p}{p} (h_{i+1} - h_i)^2 . \tag{3.28}
\]

Note that \( |h_{i+1} - h_i| \leq e^{2-k} \) for all \( h_i \in \mathcal{H}_{k+1} \) by construction, and \( \log p \leq e^{t} \) in this sum, so that

\[
\text{Var}(Y_t(h_{i+1}) - Y_t(h_i)) \leq \sum_{e^{t-1} \log p \leq e^{t}} \frac{1}{p} (e^{t})^2 e^{-2j} 2^{-2k} \ll 2^{-2k} e^{2(t-j)} .
\]
The Cauchy-Schwarz inequality then implies
\[
|\mathbb{E} [(Y_\ell(h_{i+1}) - Y_\ell(h_i)) Y_\ell(0)]| \leq \mathbb{E} [(Y_\ell(h_{i+1}) - Y_\ell(h_i))^2]^{1/2} \cdot \mathbb{E} [Y_\ell(0)^2]^{1/2} < 2^{-k} e^{-(j-\ell)},
\]
for all \( h_i \in \mathcal{H}_{k+1} \). The bound for \( \pi_\ell^{(h)} \) is then straightforward
\[
\pi_\ell^{(h)} = \frac{\mathbb{E} [(Y_\ell(h_{i+1}) - Y_\ell(h_i)) Y_\ell(0)]}{\mathbb{E} [Y_\ell(0)^2]} < 2^{-k} e^{-(j-\ell)}.
\] (3.29)
The orthogonality in (3.27) implies
\[
\text{Var} (Y_\ell(h_{i+1}) - Y_\ell(h_i)) = \mathbb{E} \left[ \left( \Delta_\ell^{(h)} \right)^2 \right] + \left( \pi_\ell^{(h)} \right)^2 \mathbb{E} [Y_\ell(0)^2].
\]
Together with (3.29), this gives the bound:
\[
\mathbb{E} \left[ \left( \Delta_\ell^{(h)} \right)^2 \right] < 2^{-2k} e^{-2(j-\ell)}.
\] (3.30)

We now insert the decomposition (3.27) into the bound (3.26). Equation (3.30) yields the following exponential bound, for some absolute \( c > 0 \),
\[
\mathbb{E} \left[ e^{\lambda \sum_{t \leq j+1} \Delta_\ell^{(h)}} \right] < e^{c \sum_{t \leq j+1} e^{-2(j-\ell)} 2^{-2k}} = e^{O(\lambda^2 2^{-2k})},
\] (3.31)
since \( \ell \leq j+1 \). Note that the bounds in (3.29), (3.30) and (3.31) are the same for all \( h_i \in \mathcal{H}_{k+1} \). Provided that \( \lambda = \lambda_k \ll 2^k \) (our choice of \( \lambda \) in the end will meet this criterion), the bound (3.26) becomes
\[
< \sum_{r < j \leq t-1} \sum_{v \geq 1} \sum_{k \geq 0} e^j \sum_{h_i \in \mathcal{H}_{k+1}} e^{-\frac{\lambda}{2(1+k)^2}} \mathbb{E} \left[ e^{\lambda \sum_{t \leq j+1} \pi_\ell^{(h)}} Y_\ell(0) \mathbf{1}_{\mathcal{H}_{j+1}(y+j+1-v)} \right].
\] (3.32)
The exponential factor is now amenable to analysis, since its effect is to put a small drift on \( Y_\ell(0) \). More precisely, we combine the change of measure (3.13) from \( \mathbb{P} \) to \( \tilde{\mathbb{P}} \) with a second change of measure from \( \tilde{\mathbb{P}} \) to \( \mathbb{P} \) such that
\[
\frac{d\tilde{\mathbb{P}}}{d\mathbb{P}} = e^{\lambda \sum_{t \leq j+1} \pi_\ell^{(h)}} Y_\ell(0) \mathbb{E} [e^{\lambda \sum_{t \leq j+1} \pi_\ell^{(h)}} Y_\ell(0)]^{-1}.
\] (3.33)

Under \( \tilde{\mathbb{P}} \), the increments \( Y_\ell(0) \), \( \ell \leq j+1 \), are independent Gaussians of variance \( \mathbb{E} [Y_\ell(0)^2] \ll 1 \) and shifted mean \( \mu_\ell + \lambda \pi_\ell^{(h)} \mathbb{E} [Y_\ell(0)^2] \). It is straightforward to check that the cumulative drift is of order 1 for all \( h_i \in \mathcal{H}_{k+1} \) using (3.29):
\[
\lambda \sum_{\ell \leq j+1} \pi_\ell^{(h)} \leq \lambda \sum_{\ell \leq j+1} e^{-(j-\ell)2^{-k}} \ll \lambda 2^{-k} \ll 1,
\]
again, provided that \( \lambda \ll 2^k \). By interpreting the small upward drift at each \( \ell \) by a variation of the barrier, we have from Equation (2.17) and Proposition A.3 the estimate
\[
\tilde{\mathbb{P}} (\mathcal{B}_{j+1}(y + \psi_{j+1} - v)) \ll \frac{(y+1)(v+1)}{j^{3/2}} e^{-(y+j+1-v)}^{2j}/j, \quad j \geq t/\log t,
\] (3.34)
by simply raising the original barrier by a constant $c$. The endpoint value is also affected by this, but the constant $c$ will not matter in the end. In the case, $j \leq t/\log t$, we can simply use that

$$P(\mathcal{B}_{j+1}(y + \psi_{j+1} - v)) \ll e^{-(y+\psi_{j+1}-v+c)^2/j}, \quad j \leq t/\log t,$$

as in Equation (3.18). Therefore, bounding Equation (3.32) first by introducing $\log \log$ as in Equation (3.17), then by introducing $\log \log$ and using (3.34), we are left with the bound

$$(y + 1) \sum_{r<j\leq t-1} \sum_{v \geq 1} \sum_{k \geq 0} 2^k e^{-\lambda \frac{v}{2(t+k)^2}} e^{-2(y+\psi_{j+1}-v)(v+1)e^{-(y+\psi_{j+1}-v+c)^2/j}},$$

as $\mathcal{H}_{k+1}$ has of order $2^k$ elements. The only constraint on $\lambda$ is $\lambda \ll 2^k$. Choosing $\lambda = 404(1+k)^3$ will suffice. Summing first according to $k$ gives the bound

$$(y + 1)e^{-2y} \sum_{r<j\leq t-1} \sum_{v \geq 1} e^{-2\psi_{j+1}} e^{-200v}(v+1)e^{-(y+\psi_{j+1}-v+c)^2/j}.$$  

This corresponds to Equation (3.21) up to the constant $c$. It is bounded the same way. The constant $c$ does not matter in the end, because $e^{-(y+\psi_{j+1}+c)^2/t} \ll e^{-y^2/t}$ since $y = o(t)$. This proves the lemma.

### 3.2 Upper Bound for Theorem 1.2

In this section, we prove the upper bound to Theorem 1.2. Note that the convergence is slightly better than the one stated as the $\epsilon \log \log \log T$ term from the definition of the convergence in probability can be replaced at no cost by a function $g(T)$ going to infinity arbitrarily slowly.

**Proposition 3.3.** Let $g(T)$ be a function with $g(T) \to +\infty$ arbitrarily slowly, and $\theta = (\log \log T)^{-\alpha}$ with $0 < \alpha < 1$. We have

$$P\left(\max_{|h| \leq (\log T)^\theta} X_T(h) > \sqrt{1 + \theta} \log \log T - \frac{1 + 2\alpha}{4\sqrt{1 + \theta}} \log \log T + g(T)\right) = o(1).$$  

**Proof.** We use the short-hand notation $t = \log \log T$, and write, with abuse of notation, $g(t)$ for $g(T)$. For $\theta = t^{-\alpha}$, define

$$m_\alpha(t) = \sqrt{1 + \theta} t - \frac{1 + 2\alpha}{4\sqrt{1 + \theta}} \log t + g(t).$$

$$\text{The probability of the maximum on the interval } [-\left(\log T\right)^\theta, (\log T)^\theta] \text{ is bounded above by a union bound on } (\log T)^\theta \text{ intervals of length 2. The translation invariance of the distribution of the model then gives}$$

$$P\left(\max_{|h| \leq (\log T)^\theta} X_T(h) > m_\alpha(t)\right) \leq (\log T)^\theta \cdot P\left(\max_{|h| \leq 1} X_T(h) > m_\alpha(t)\right).$$

The recentering $m_\alpha$ can be expressed as $m_\alpha(t) = m_1(t) + y$ with $m_1(t) = t - \frac{3}{4} \log t$ and

$$y = (\sqrt{1 + \theta} - 1)t - \left(\frac{1 + 2\alpha}{4\sqrt{1 + \theta}} - \frac{3}{4}\right) \log t + g(t).$$
Note that \( y > 0 \) and \( y = o(t) \) if \( 0 < \alpha < 1 \), so that Theorem 1.3 can be applied. It gives

\[
P\left( \max_{|h| \leq (\log T)^\alpha} X_T(h) > m_\alpha(t) \right) \leq e^{t\theta} \cdot ye^{-2y e^{-y^2/t}}. \tag{3.40}
\]

From Equation (3.39) and the fact that \( \theta = t^{-\alpha} \), we deduce that

\[
\frac{y^2}{t} = (2 + \theta - 2\sqrt{1 + \theta})t + O(t^{-\alpha} \log t)
\]

and

\[
2y = 2(\sqrt{1 + \theta} - 1)t - (\alpha - 1) \log t + 2g(t) + O(t^{-\alpha} \log t),
\]

and

\[
\frac{y^2}{t} + 2y = \theta t + (1 - \alpha) \log t + 2g(t) + O(t^{-\alpha} \log t). \tag{3.41}
\]

We also have by a Taylor expansion

\[
\log y = \log \theta + \log t - \log 2 + O(t^{-\alpha} \log t) = (1 - \alpha) \log t + O(1). \tag{3.42}
\]

With these estimates, the right-hand side of Equation (3.40) becomes

\[
\ll \exp \left( \theta t + \log y - \theta t + (\alpha - 1) \log t - 2g(t) \right)
\]

\[
\ll \exp \left( -2g(t) + O(1) \right) = o(1).
\]

This proves the claim for any \( \alpha \in (0, 1) \) and concludes the proof. \( \square \)

**Remark 3.4.** In the case \( 2\alpha \geq 1 \), the above proof can be made more direct. It is not hard to check that the weaker estimate

\[
P\left( \max_{|h| \leq 1} |h| \leq e^{-j} S_j(h) > y \right) \ll C e^{-y^2/j} \tag{3.43}
\]

is sufficient for the proof.

### 3.3 Upper Bound of Theorem 1.1

In this section, we prove the upper bound to Theorem 1.1.

**Proposition 3.5.** Let \( g(T) \) be a function with \( g(T) \to +\infty \) arbitrarily slowly, and \( \theta > 0 \) fixed. We have

\[
P \left( \max_{|h| \leq (\log T)^\theta} X_T(h) > \sqrt{1 + \theta} \log \log T - \frac{1}{4\sqrt{1 + \theta}} \log \log \log T + g(T) \right) = o(1). \tag{3.44}
\]

We will need the following discretization lemma which states that the maximum of \( S_j \) over a neighborhood of size \( e^{-j} \) behaves like a single Gaussian random variable of variance \( j \).

**Lemma 3.6.** Let \( C > 0 \) and \( 1 \leq j \leq t \). For any \( 1 < y \leq Cj \), we have

\[
P \left( \max_{|h| \leq e^{-j}} S_j(h) > y \right) \ll C \frac{e^{-y^2/j}}{j^{1/2}},
\]

where \( \ll_C \) means that the implicit constant depends on \( C \).
The proof of the proposition is a straightforward union bound using the lemma.

**Proof of Proposition 3.5.** Let
\[ m_0(t) = \sqrt{1 + \theta} t - \frac{1}{4\sqrt{1 + \theta}} \log t + g(t). \]
The interval \([- (\log T)^\theta, (\log T)^\theta]\) can be split into \((\log T)^{1+\theta}\) intervals each of length \(2e^{-t}\). Therefore, a union bound gives
\[
\Pr \left( \max_{|h| \leq (\log T)^\theta} X_T(h) > m_0(t) \right) \leq (\log T)^{1+\theta} \cdot \Pr \left( \max_{|h| \leq e^{-t}} X_T(h) > m_0(t) \right).
\]

Lemma 3.6 can be applied with \(j = t\) (recall that \(S_t = X_T\)), and \(C = \sqrt{1 + \theta}\), yielding
\[
\Pr \left( \max_{|h| \leq (\log T)^\theta} X_T(h) > m_0(t) \right) \ll e^{t(1+\theta)} \cdot \frac{e^{-m_0(t)^2/t}}{t^{1/2}}.
\]
This is \(o(1)\), thereby concluding the proof. \(\square\)

Lemma 3.6 is proved by a chaining argument similarly to Lemma 3.2.

**Proof of Lemma 3.6.** The probability can be divided into
\[
\Pr \left( \max_{|h| \leq e^{-j}} S_j(h) > y, S_j(0) > y - 1 \right) + \Pr \left( \max_{|h| \leq e^{-j}} S_j(h) > y, S_j(0) \leq y - 1 \right).
\]
The first term is \(\leq \Pr (S_j(0) > y - 1) \ll \frac{e^{-y^2/j}}{j^{1/2}}\) for \(y > 1\). It remains to bound the second term. Summing over the values of \(S_j(0)\) gives
\[
\Pr \left( \max_{|h| \leq e^{-j}} S_j(h) > y, S_j(0) \leq y - 1 \right) \ll \sum_{x \leq y-1} \Pr \left( \max_{|h| \leq e^{-j}} S_j(h) - S_j(0) > y - x, S_j(0) \in I_x \right),
\]
where the intervals \(I_x\) are defined below (3.10). This is of the same form as the expression in Equation (3.12) of Lemma 3.2 with \(j + 1\) instead of \(j\), without the sum over \(j\), with \(\psi_{j+1} = 0\), and with the event \(\mathcal{B}_{j+1}(x)\) being simply \(\{S_j(0) \in I_x\}\) (without the recentering). Proceeding the same way using a chaining argument up to Equation (3.35) leads to the bound for \(v = y - x\)
\[
\sum_{v \geq 1} \sum_{k \geq 0} 2^k e^{-\lambda \frac{v}{2(1+k)^2}} \cdot \frac{e^{-(y-v)^2/j}}{j^{3/2}}.
\]
Note that the full ballot estimate (3.34) is not needed here, as only the endpoint is involved.

We choose \(\lambda = 200C(1 + k)^3\), so that the above becomes
\[
\sum_{v \geq 1} \sum_{k \geq 0} 2^k e^{-100C(1+k)v} e^{-(y-v)^2/j} \ll \sum_{v \geq 1} e^{-100Cv} \cdot \frac{e^{-(y-v)^2/j}}{j^{3/2}}.
\]
The summand is maximal at \(v = y - 100Cj\). This is negative for \(y \leq Cj\). We conclude that the maximizer is at \(v = 1\) so that
\[
\Pr \left( \max_{|h| \leq e^{-j}} S_j(h) > y, S_j(0) \leq y - 1 \right) \ll \frac{e^{-y^2/j}}{j^{1/2}}
\]
from which the claim follows. \(\square\)
4 Lower Bounds

The lower bounds to Theorem 1.1 and Theorem 1.2 are stated in the next two propositions.

**Proposition 4.1.** For any $\varepsilon > 0$, we have for $\theta \sim (\log \log T)^{-\alpha}$

$$
\mathbb{P} \left( \max_{|h| \leq (\log T)^\theta} X_T(h) > \sqrt{1 + \theta \log \log T} - \frac{1 + 2\alpha}{4\sqrt{1 + \theta}} \log \log \log T - \varepsilon \log \log \log T \right) = 1 - o(1).
$$

**Proposition 4.2.** For any $\varepsilon > 0$, we have for $\theta > 0$ fixed

$$
\mathbb{P} \left( \max_{|h| \leq (\log T)^\theta} X_T(h) > \sqrt{1 + \theta \log \log T} - \frac{1}{4\sqrt{1 + \theta}} \log \log \log T - \varepsilon \log \log \log T \right) = 1 - o(1).
$$

Proposition 4.1 is proved in the following subsection. The proof of Proposition 4.2 is very similar, and the differences are discussed in Section 4.2.

4.1 Proof of Proposition 4.1

Recall the log log notation in Equation (1.14). Define also

$$
\mu = \sqrt{1 + \theta} - \frac{1 + 2\alpha}{4\sqrt{1 + \theta}} \frac{\log t}{t} - \varepsilon \frac{\log t}{t}.
$$

(4.1)

Consider the set of points in the interval $[-e^{\theta t}, e^{\theta t}]$ which lie at a distance $e^{-t}$ of each other

$$
\mathcal{H} = [-e^{\theta t}, e^{\theta t}] \cap e^{-t} \mathbb{Z}.
$$

(4.2)

Note that $\# \mathcal{H} = 2e^{(1+\theta)t}$. Clearly, it is sufficient for the purpose of the lower bound to bound the maximum on $\mathcal{H}$.

$$
\mathbb{P} \left( \max_{h \in \mathcal{H}} X_T(h) > \mu t \right) = 1 - o(1).
$$

We need to introduce some notations to state the lemmas needed for the proof. Define for a fixed $\delta > 0$

$$
Z_\delta = \{ h \in \mathcal{H} : X_T(h) - \mu t \in [0, \delta], X_K(h) \leq k\mu + b(k), \forall k \leq t \},
$$

(4.2)

where the linear barrier $b(k)$ is

$$
b(k) = \frac{k}{t} + \frac{t^{1-\alpha}}{10} \left( 1 - \frac{k}{t} \right), \quad k \leq t.
$$

(4.3)

The barrier $b(k)$ is such that $b(0) = \frac{t^{1-\alpha}}{10}$ and $b(t) = 1$. (The factor 1/10 could be replaced by any positive number smaller than 1/2.) Consider also $\mathbb{P}$ defined in Equation (2.9) with $K = 1$ and $\lambda' = 0$:

$$
\frac{d\mathbb{P}}{d\mathbb{P}} = e^{\lambda X_T(0)} / \mathbb{E}[e^{\lambda X_T(0)}].
$$

(4.4)

From Lemma 2.1, we have

$$
\mathbb{E}[e^{\lambda X_T(0)}] = e^{\lambda^2 \sigma_t^2 / 2}, \quad \sigma_t^2 = \frac{1}{2} \sum_{p \leq T} \frac{1}{p} = \frac{1}{2} t + O(1),
$$

(4.5)
where Equation (2.5) is used to estimate the variance. The mean is by Equation (2.10)

$$\mathbb{E}[X_T(0)] = \lambda \sigma^2_t.$$  \hfill (4.6)

Therefore, for the tilted mean to be $\mu_t$, we take

$$\lambda = \frac{\mu_t}{\sigma^2_t} = 2\mu + O(1/t).$$  \hfill (4.7)

With this in mind, define the recentered partial sums $\mathbf{X}_K(0) = X_K(0) - \mathbb{E}[X_T(0)]$, $k \leq t$. It is also convenient to define the event

$$J(h) = \{X_T(h) \in [0, \delta], \mathbf{X}_K(h) \leq b(k), \forall k \in [1, t]\}, \quad h \in \mathcal{H}.$$  \hfill (4.8)

**Lemma 4.3.** Let $Z_{\delta}$ be as in Equation (4.2) for $\delta > 0$ and $\mu$ as in Equation (4.1). We have

$$\mathbb{E}[Z_{\delta}] = 2e^{(1+\theta)t} \cdot e^{-\mu^2 t^2/(2\sigma^2_t)} \cdot e^{-\delta \mu t/\sigma^2_t} \cdot \mathbb{P}(J(0)).$$

In particular, this gives the lower bound

$$\mathbb{E}[Z_{\delta}] \gg t^\varepsilon \cdot \delta e^{-2\mu \delta},$$  \hfill (4.9)

which shows that $\mathbb{E}[Z_{\delta}] \to \infty$ as $t \to \infty$, for fixed $\delta$.

**Lemma 4.4.**

$$\mathbb{E}[Z_{\delta}^2] \leq \left\{ (2 + o(1)) \cdot e^{(1+\theta)t} \cdot e^{-\mu^2 t^2/(2\sigma^2_t)} \cdot \mathbb{P}(J(0)) \right\}^2.$$  \hfill (4.10)

**Proof of Proposition 4.1.** The Paley-Zygmund inequality implies

$$\mathbb{P}(Z_{\delta} \geq 1) \geq \left( \frac{\mathbb{E}[Z_{\delta}]}{\mathbb{E}[Z_{\delta}^2]} \right)^2 = (e^{-4\mu \delta} + o(1)),$$

by Lemmas 4.3 and 4.4, and the fact that $\mu t/\sigma^2_t \to 2\mu$. The claim follows by taking the limit $T \to \infty$ and then $\delta \to 0$.

**Proof of Lemma 4.3.** By linearity of expectation and the change of measure (4.4), the expectation can be written, with the choice $\lambda = \mu t/\sigma^2_t$, as

$$\mathbb{E}[Z_{\delta}] = (\# \mathcal{H}) \cdot \mathbb{E}[e^{\lambda X_T(0)}] \cdot \mathbb{E}[e^{-\lambda \mathbb{E}[X_T(0)]}] \cdot \mathbb{E}[e^{-\lambda \mathbb{E}[X_T(0)]} \cdot \mathbb{P}(J(0))]
\nonumber
= 2e^{(1+\theta)t} \cdot e^{\mu^2 t^2/(2\sigma^2_t)} \cdot e^{-\mu^2 t^2/\sigma^2_t} \cdot e^{-\delta \mu t/\sigma^2_t} \cdot \mathbb{P}(J(0))
\nonumber
= 2e^{(1+\theta)t} \cdot e^{-\mu^2 t^2/(2\sigma^2_t)} \cdot e^{-\delta \mu t/\sigma^2_t} \cdot \mathbb{P}(J(0))$$  \hfill (4.11)

where we used Equations (4.5), (4.6) and (4.7). This proves the first claim. For the second claim, the definition of $\mu$ gives

$$e^{-\mu^2 t^2/(2\sigma^2_t)} \ll e^{-(1+\theta)t} \cdot t^{\alpha+1/2+\varepsilon}.$$  

It remains to apply Proposition A.1 to $\mathbb{P}(J(0))$:

$$\mathbb{P}(J(0)) \gg \delta \frac{b(t) \cdot b(0)}{t^{3/2}} \gg \delta t^{-1/2-\alpha}.$$  \hfill (4.12)

\hfill \Box
Lemma 2.1 gives for the Laplace transform

The other contributions are negligible compared to $|O(1)|$. It remains to prove that

For the sum over $|h| > e^{t\theta/2}$, we use the biased measure $P$ in Equation (2.9) with $\lambda = \lambda'$ and $K = 1$

\[ \frac{dP}{dP} = \frac{e^\lambda(X_T(0) + X_T(h))}{E[e^\lambda(X_T(0) + X_T(h))]} \]  

(4.13)

Lemma 2.1 gives for the Laplace transform

\[ \mathbb{E}[e^{\lambda(X_T(0) + X_T(h))}] = \exp\left(\frac{\lambda^2}{2} \sum_{p \leq T} \frac{1 + \cos(|h| \log p)}{p}\right) \]

\[ = \exp\left(\lambda^2 \sigma_t^2 + O(|h|^{-1})\right). \]

(4.14)

In particular, the tilted mean is by Equation (2.10)

\[ \mathbb{E}[X_T(0)] = \lambda \sigma_t^2 + O(|h|^{-1}). \]

(4.15)

We choose $\mathbb{E}[X_T(0)] = \mu t$ so that

\[ \lambda = \frac{\mu t}{\sigma_t^2} + O(e^{-t\theta/2}) = 2\mu + O(1/t). \]

(4.16)

Lemma 2.3 gives

\[ \mathbb{P}(J(0) \cap J(h)) = (1 + O(e^{-t\theta/2})) \mathbb{P}(J(0)) \cdot \mathbb{P}(J(h)) + O(\exp(-c e^{t\theta/4})) \]

\[ = (1 + o(1)) \mathbb{P}(J(0)) \cdot \mathbb{P}(J(h)), \]

(4.17)

where Equation (4.12) is used to get the second equality. As before, define the recentered process $\tilde{X}_K = X_K - \mathbb{E}[X_K]$, $k \in [1, t]$. With this notation, the contribution of $|h| > e^{t\theta/2}$ to $\mathbb{E}[Z_\delta]$ is

\[ \#H \cdot \sum_{|h| > e^{t\theta/2}} \mathbb{P}(J(0) \cap J(h)) = e^{2\lambda \sigma_t^2} \cdot e^{-2X_T(0)} \cdot (\#H) \cdot \sum_{|h| > e^{t\theta/2}} \mathbb{P}(J(0) \cap J(h)) \]

\[ = (2 + o(1))^2 e^{-\mu^2 t^2/\sigma_t^2} \cdot e^{2(1+\theta)} \cdot \mathbb{P}(J(0))^2, \]

(4.18)

where in the first inequality we bounded the factor $e^{-\lambda(X_T(0)+X_T(h))}$ in the expectation with respect to $P$ from above by 1 (on the event $J(0) \cap J(h)$). In the second equality, we used Equations (4.15), (4.17), and the fact that there are $(2 + o(1))e^{(1+\theta)t}$ terms in the sum. This is (to leading order) equal to the right-hand side of Equation (4.10). It remains to prove that the other contributions are negligible compared to $(\mathbb{E}[Z_\delta])^2$.

For the case $1 < |h| \leq e^{t\theta/2}$, we proceed as in Equation (4.18). The number of $h'$ in the sum is now $\ll e^{t\theta/2}$ instead of being $\gg e^{(1+\theta)t}$. Moreover, the additive error term in (4.17) is $O(1)$. Since $\mathbb{P}(J(0)) \gg e^{-t\theta/4}$ by (4.12), we get

\[ \#H \cdot \sum_{1 < |h| \leq e^{t\theta/2}} \mathbb{P}(J(0) \cap J(h)) \ll e^{-t\theta/4} \left(e^{-\mu^2 t^2/\sigma_t^2} \cdot e^{2(1+\theta)} \cdot \mathbb{P}(J(0))^2\right). \]

(4.19)
This is $\mathcal{O}(\mathbb{E}[Z_0^2])$ by Lemma 4.3.

It remains to bound the contribution of $|h| \leq 1$. It is convenient to split into the intervals $e^{-k-1} < |h| \leq e^{-k}$ for $0 \leq k \leq t$. For a given $k$, the contribution to $\mathbb{E}[Z_0^2]$, that we denote by $(\mathbb{E}[Z_0^2])_k$ is

$$
(\mathbb{E}[Z_0^2])_k \ll (\# \mathcal{H}) \cdot \sum_{e^{-k-1} < |h| \leq e^{-k}} \mathbb{P}(J(0) \cap J(h)).
$$

We handle two ranges of $k$’s differently:

$$(I): \quad 0 \leq k \leq t - t^{\alpha + \varepsilon}/100,
\quad (II): \quad t - t^{\alpha + \varepsilon}/100 < k \leq t.
$$

In the first range, most of the barrier is not needed to show that the contribution is negligible compared to $(\mathbb{E}[Z_0^2])^2 \gg t^{2\varepsilon}$. Only the value at the “branching time $k$” is necessary. This is because the barrier is too high at these times to affect the probability of the walks. For technical reason, we need the boundary case $k = t - t^{\alpha + \varepsilon}/100$ to be slightly smaller than $t - t^\alpha$, where the barrier becomes of order one.

To handle the additive error term coming out from the decoupling in Lemma 2.3, it is necessary to split the random walk $X_T$ into $X_{K'}$ and $X_{K',T}$ where $K'$ is slightly larger than $K$. We take $k' = k + r$ where $r = 10 \log \log t$. We consider the biased measure $\mathbb{P}$ now defined separately for $X_{K'}$ and $X_{K',T}$:

$$
d\mathbb{P} = \frac{e^{\lambda_1(X_{K'}(0)+X_{K'}(h))}}{\mathbb{E}[e^{\lambda_1(X_{K'}(0)+X_{K'}(h))}]} \cdot \frac{e^{\lambda_2(X_{K',T}(0)+X_{K',T}(h))}}{\mathbb{E}[e^{\lambda_2(X_{K',T}(0)+X_{K',T}(h))}]}, \quad (4.20)
$$

We pick $\lambda_1 = \mu$ and $\lambda_2 = 2\mu$ to reflect the fact that $X_{K'}(0)$ and $X_{K'}(h)$ are almost perfectly correlated for $|h| \approx e^{-k}$. The Laplace transforms are easily computed using Lemma 2.1 and Lemma 2.2:

$$
\mathbb{E}[e^{\mu(X_{K'}(0)+X_{K'}(h))}] \ll e^{\mu^2 k'} = e^{\mu^2(k+r)} \quad \mathbb{E}[e^{2\mu(X_{K',T}(0)+X_{K',T}(h))}] \ll e^{2\mu^2(t-k')} = e^{2\mu^2(t-k-r)}.
$$

The tilted mean are given by Equation (2.10) together with Lemma 2.2:

$$
\mathbb{E}[X_{K'}(0)] = \mathbb{E}[X_{K'}(h)] = \mu k' + O(1) \quad \mathbb{E}[X_{K',T}(0)] = \mathbb{E}[X_{K',T}(h)] = \mu(t-k') + O(e^{-k'/2}).
$$

Again, the recentered sums are $\overline{X}_{K'} = X_{K'} - \mathbb{E}[X_{K'}]$ and $\overline{X}_{K',T} = X_{K',T} - \mathbb{E}[X_{K',T}]$.

Case (I). The probability is split using the value of $\overline{X}_{K'}$ at $0$ and $h$. Note that these values are bounded by $b(k')$. Since there are approximately $e^{t-k}$ h’s with $|h| \approx e^{-k}$ in $\mathcal{H}$, we get

$$
(\mathbb{E}[Z_0^2])_k
\ll (\# \mathcal{H}) \cdot e^{t-k} \cdot \sum_{q_1,q_2 \leq b(k')} \mathbb{P}(\overline{X}_{K'}(0) \in (q_1 - 1, q_1], \overline{X}_{K'}(h) \in (q_2 - 1, q_2])
$$

$$
\quad \cdot \mathbb{P}(\overline{X}_{K',T}(0) + q_1 \in [0, \delta + 1], \overline{X}_{K',T}(h) + q_2 \in [0, \delta + 1])
\ll e^{t(1+\theta)+(t-k)} \cdot \sum_{q_1,q_2 \leq b(k+r)} e^{-\mu(q_1+q_2)} e^{-\mu^2(k+r)} \cdot e^{2\mu(q_1+q_2)} e^{-2\mu^2(t-k-r)}
$$

$$
\ll e^r \cdot e^{-\theta(t-k)} \cdot t^{\frac{2(t-k)}{\alpha+1/2+\varepsilon}} \sum_{q_1,q_2 \leq b(k+r)} e^{\mu(q_1+q_2)}. \quad (4.22)
$$
In the second inequality, we changed measure to \( \mathbb{P} \) using (4.21), and simply dropped the probabilities of the events under \( \mathbb{P} \) keeping only the normalizing constants. In the third inequality, we simply replaced the definition of \( \mu \) given in (4.1). Note that \( e^{-\theta(t-k)} \cdot t^k \frac{k^2 + 2(t-k)}{(t+\alpha/2+\epsilon)} \ll e^{-\frac{\theta}{10}(t-k)} \) for \( k \leq t - t^{\alpha/2+\epsilon/10} \). Moreover, by definition of \( b(k) \), we have \( b(j) \leq \theta \frac{(t-j)}{10} + 1 \) for all \( j \), therefore the above is

\[
\left( \mathbb{E}[Z^2_k] \right)_k \ll e^r \cdot e^{-\frac{\theta}{10}(t-k)} \cdot e^{2\mu b(k+r)} \ll e^r \cdot e^{-\frac{\theta}{2}(t-k)}. \tag{4.23}
\]

The sum over the range of \( k \) considered then yields

\[
\sum_{1 \leq k \leq t - t^{\alpha/2+\epsilon/10}} \left( \mathbb{E}[Z^2_k] \right)_k \ll e^r \cdot \theta e^{-\frac{\theta}{10}t^{\alpha/2+\epsilon/10}} \ll e^r.
\]

This is much smaller than \( (\mathbb{E}[Z^2])^2 \gg t^{2\epsilon} \cdot \delta^2 e^{-4\mu \delta} \), by Equation (4.9) and the choice of \( r \).

Case (II). It remains to estimate the contribution of \( t - t^{\alpha/2+\epsilon/10} < k \leq t \). This is done as in Equation (4.22) keeping now the probabilities after the change of measure. This gives

\[
\left( \mathbb{E}[Z^2_k] \right)_k \ll e^r \cdot e^{-\theta(t-k)} \cdot t^k \frac{k^2 + 2(t-k)}{t^k \frac{(t+\alpha/2+\epsilon)}} \leq e^r \sum_{q_1, q_2 \leq b(k)} e^{\mu(q_1 + q_2)} \mathbb{P}(A_0(q_1) \cap A_{h_1}(q_2)) \cdot \mathbb{P}(B_0(q_1) \cap B_{h_2}(q_2)),
\]

where

\[
A_h(q) = \{ X_{K'}(h) \in (q - 1, q], X_L(h) \leq b(\ell), \forall \ell \in \llbracket 1, k' \llbracket \}
\]

\[
B_h(q) = \{ X_{K', T}(h) + q \in [0, \delta + 1], X_{K', L}(h) + q \leq b(\ell), \forall \ell \in \llbracket k' + 1, t \llbracket \}. \tag{4.24}
\]

The idea is that \( X_L(0) \) and \( X_L(h) \) should be essentially equal for \( \ell \leq k' \), whereas \( X_{L,T}(0) \) and \( X_{L,T}(h) \) are essentially independent for \( \ell > k' \). To obtain an upper bound we can simply drop \( A_h(q) \) in the inequality. This is expected to be almost sharp since \( X_L(0) \) and \( X_L(h) \) should be essentially equal for \( \ell \leq k \). For the decoupling, since \( k' = k + r \) slightly larger than \( k \), the additive error term in Lemma 2.3 will be absorbed. More precisely, in order to estimate \( \mathbb{P}(B_0(q_1) \cap B_{h_2}(q_2)) \), we apply Lemma 2.3, Corollary 2.4 and Equation A.2 to get

\[
\mathbb{P}(B_0(q_1) \cap B_{h_2}(q_2)) \ll \mathbb{P}(B_0(q_1)) \cdot \mathbb{P}(B_{h_2}(q_2)) + O(e^{-c\sqrt{\epsilon \tau}})
\]

\[
\ll \frac{1}{(t - k - r)^2} \prod_{i=1,2} (b(k + r) - q_i + 1), \tag{4.25}
\]

by the choice of \( r \) and the fact that \( b(t) = 1 \). The probability \( \mathbb{P}(A_0(q_1)) \) is bounded using Corollary 2.4 and Proposition A.2 to give

\[
\mathbb{P}(A_0(q_1)) \ll \frac{(b(k + r) - q_1 + 1)(b(0) + 1)}{(k + r)^{3/2}} \ll \frac{(b(k + r) - q_1 + 1) \cdot t^{1-\alpha}}{k^{3/2}}, \tag{4.26}
\]

where we use the fact that \( k \) is much larger than \( r \) in the range considered. (The increments here do not have variance exactly \( 1/2 \), but can be simply fixed by considering the slightly larger event where the barrier start at \( r \), and by conditioning on the position at time \( r \). The error term in Corollary 2.4 can then be easily absorbed.)
Putting Equations (4.26) and (4.25) together yield

$$
\left( \mathbb{E}[Z^2_{\hat{t}}(k)] \right)_k \ll e^r \cdot e^{-\theta(t-k)} \cdot t^{(k^2 + 2t-k)(\alpha+1/2+\varepsilon)+(1-\alpha)} \frac{k^{3/2}(t-k)^3}{k^{3/2}(t-k)^3}.
$$

The numerator can also be simplified:

$$
e^{(q_1+q_2)(b(k+r)-q_1+1)(b(k+r)-q_1+1)\cdot(b(k+r)-q_1+1)(b(k+r)-q_2+1)}.
$$

The three factors in parentheses are smaller than $t^{\varepsilon/2}$ since $b(k+r) \ll t^{\varepsilon/100}$. Moreover, we have similarly as in Case (I): $e^{-\theta(t-k)}e^{2\mu b(k+r)} \ll e^{-\frac{\alpha}{t_0} \theta(t-k)} \ll 1$ for all $k$ in the range. The above becomes

$$
\left( \mathbb{E}[Z^2_{\hat{t}}(k)] \right)_k \ll e^r \cdot t^{3/2} \cdot t^{(k^2 + 2t-k)(\alpha+1/2+\varepsilon)+(1-\alpha)} \frac{k^{3/2}(t-k)^3}{k^{3/2}(t-k)^3},
$$

We are left with

$$
\left( \mathbb{E}[Z^2_{\hat{t}}(k)] \right)_k \ll e^r \cdot t^{3/2} \cdot t^{(1-k)(\alpha+1/2+\varepsilon)} \frac{k^{3/2}(t-k)^3}{k^{3/2}(t-k)^3} \ll e^r \cdot t^{(1-k)(\alpha+1/2+\varepsilon)} \frac{1}{t-k} \ll e^r \cdot t^{3/2} \cdot \sum_{k=1}^{\infty} \frac{1}{k^{3/2}} \ll t^{3/2}.
$$

This proves that this contribution is $o(\mathbb{E}[Z_{\hat{t}}])^2$ by Equation (4.9) and concludes the proof of the lemma.

\[ \square \]

### 4.2 Proof of Proposition 4.2

We now explain which modifications in the proof of Proposition 4.1 are necessary to prove Proposition 4.2. Note that the case $\theta$ greater than zero is actually simpler as we do not need the ballot-type estimates used in Case (II) in the proof of Lemma 4.4.

**Proof of Proposition 4.2.** As seen in the proof of Proposition 4.1 it suffices to proof a lower bound on the first moment and an upper bound on the second moment of $Z_{\hat{t}}$. Adapting the barrier in (4.3) to the case $\theta > 0$ we choose

$$
b(k) = \frac{k}{t} + \frac{\theta t}{10} \left( 1 - \frac{k}{t} \right), \ k \leq t.
$$

Moreover, in the definition of $\mu$ we set $\alpha = 0$.
We start by showing a lower bound on $E[Z_δ]$. The first bound in Lemma 4.3 (and its proof) still hold, with $α = 0$, without any modification. Noting that the barrier in (4.27) is linear and of order $t$ at the beginning we have

$$\mathbb{P}(J(0)) \gg t^{-1/2}.$$ 

The bound in (4.9) follows. Next, we turn to the upper bound of $E[Z_δ^2]$. Equations (4.18) and (4.19) hold as is.

It remains to bound the terms with $e^{-k-1} \leq |h| \leq e^{-k}$ for $k \geq 0$. We proceed in a more straightforward way than the proof of Lemma 4.4. We split the walk $X_T$ into $X_K$ and $X_{K,T}$. (There is no need for an extra spacing $K'$ to allow for a better error in the decoupling here.)

We have

$$\left( E[Z_δ^2] \right)_k \ll (\# \mathcal{H}) \cdot e^{t-k} \cdot \sum_{q_1,q_2 \leq b(k)} \mathbb{P}(X_K(0) \in (q_1-1,q_1], X_K(h) \in (q_2-1,q_2])
\cdot \mathbb{P}(X_K,T(0) + q_1 \in [0,\delta+1], X_K,T(h) + q_2 \in [0,\delta+1])
\ll e^{t(1+\theta)+(t-k)} \cdot \sum_{q_1,q_2 \leq b(k)} \frac{1}{\sqrt{k}} e^{-\mu(q_1+q_2)} e^{-\mu^2 k} \cdot e^{2\mu(q_1+q_2)} e^{-2\mu^2(t-k)} \tag{4.28}
\ll e^{-\theta(t-k)} \cdot e^{\frac{k}{t}+2 \frac{t-k}{t}(1/2+\varepsilon)} \cdot \sum_{q_1,q_2 \leq b(k)} \frac{1}{\sqrt{k}} e^{\mu(q_1+q_2)}.$$

In the second line, we changed measure to $\mathbb{P}$, and instead of simply dropping events under $\mathbb{P}$ we kept a factor of order $1/\sqrt{k}$ from the first probability. In the third line, we again simply replaced the definition of $\mu$. By definition of $b(k)$, we have $b(k) \leq \frac{\theta(t-k)}{\sqrt{t}} + 1$, therefore for $k < t - C \log t$ (for some constant $C$ large enough),

$$\left( E[Z_δ^2] \right)_k \ll e^{-\frac{\theta}{2}(t-k)} \cdot e^{2\mu b(k)} \ll e^{-\frac{\theta}{2}(t-k)}, \tag{4.29}$$

where we absorbed the $t^{1/2}$ in the exponential, and we bounded $\mu$ by 2. The sum over $k$ is thus of order one. For $k > t - C \log t$ we observe that $t^{\frac{k}{t}+2 \frac{t-k}{t}(1/2+\varepsilon)}/\sqrt{k}$ is of order $t^\varepsilon$. Therefore, we get in this range

$$\sum_{k > t - C \log t} \left( E[Z_δ^2] \right)_k \ll t^\varepsilon \sum_{k > t - C \log t} e^{-\theta(t-k)} \cdot e^{2\mu b(k)} \ll t^\varepsilon.$$

The upper bound on the second moment then follows as in the Lemma 4.4. This concludes the proof of Proposition 4.2. 

\[\square\]

## A Gaussian Ballot Theorem

In the propositions below, it is useful to define for $0 < \delta \leq 1$ the intervals $I_x = (x, x + \delta]$ for $x > 0$, $I_x = (x - \delta, x]$ if $x < 0$, and $I_x = [-\delta, \delta]$ if $x = 0$. In the first proposition, we allow the increments of the random walk to have different variances. In the second and third, all increments have variance $1/2$. 
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Proposition A.1 (Ballot theorem with linear barrier: Lower bound). Let \((S_j, j \geq 1)\) be a random walk with Gaussian increments of mean 0 and variance \(\sigma_j^2\) with \(c^{-1} < \sigma_j < c\) for some fixed \(c \geq 1\). Define the linear barrier
\[ b(j) = a_j + b(0). \]
Then, for any \(j \geq 1\), \((b(j) - x) \cdot b(0) \leq j\), we have
\[ \mathbb{P} \left( \forall 1 \leq \ell \leq j, S_\ell \leq b(\ell), S_j \in I_x \right) \gg \frac{b(0)(b(j) - x)}{j^{3/2}} \delta e^{-\frac{x^2}{\gamma}}. \quad (A.1) \]

Proof. The probability is bounded below by the probability for a Brownian motion on the continuous-time interval, see for example Lemma 6.2 in [38].

Proposition A.2 (Ballot theorem with linear barrier: Upper bound). Let \((S_j, j \geq 1)\) be a random walk with Gaussian increments of mean 0 and variance \(1/2\). Define the linear barrier
\[ b(j) = a_j + b(0). \]
Then, for any \(j \geq 1\), \(b(0) > 0\) and \(x \leq b(j)\), we have
\[ \mathbb{P} \left( \forall 1 \leq \ell \leq j, S_\ell \leq b(\ell), S_j \in I_x \right) \ll \frac{(b(0) + 1)(b(j) - x + 1)}{j^{3/2}}. \quad (A.2) \]

Proof. This is a standard ballot theorem with linear barrier, see Lemma 6.2 in [38].

Proposition A.3 (Ballot theorem with logarithmic barrier). Let \((S_j, j \leq t)\) be a random walk with Gaussian increments of mean 0 and variance 1/2. Define the logarithmic barrier
\[ \psi_j = \log \left( \min(j, t-j) \right). \]
Let \(t/\log t \leq k \leq t\), \(y = o(t/\log t)\), \(-20k < x \leq \psi_k\). For \(r = y\), we have
\[ \mathbb{P} \left( \forall r < j \leq k, S_j \leq y + \psi_j, S_k \in I_x, |S_r| \leq 3r \right) \ll \frac{(y + 1)(y + \psi_k - x + 1)}{k^{3/2}} e^{-\frac{x^2}{\gamma}}. \quad (A.3) \]

Proof. See Propositions 4 and 5 in [4]. Proposition 4 there was stated for \(k \geq t/2\) but holds verbatim for \(k \geq t/\log t\) by applying Proposition 5. The condition \(r = y = o(t/\log t)\) ensures that \(r\) is small compared to \(k\) so that \((k-r)^{3/2} \sim k^{3/2}\). The lower bound on \(x\) is to make sure the distance to the barrier at time \(k\) is \(\ll k\). Finally, the bound \(|S_r| \leq 3r\) is such that the initial distance at time \(r\) is no more than the order of \(y\), so that the factor \((y + 1)\) (measuring the distance between the barrier and the starting point at the initial time \(r\)) on the right side still holds.

References


27


[29] N. Kistler, Derrida’s random energy models. From spin glasses to the extremes of correlated random fields, Correlated random systems: five different methods, 2015, pp. 71–120. MR3380419


