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We study sharp detection thresholds for degree corrections in Stochastic Block Models in the context of a goodness of fit problem, and explore the effect of the unknown community assignment (a high dimensional nuisance parameter) and the graph density on testing for degree corrections. When degree corrections are relatively dense, a simple test based on the total number of edges is asymptotically optimal. For sparse degree corrections, the results undergo several changes in behavior depending on density of the underlying Stochastic Block Model. For graphs which are not extremely sparse, optimal tests are based on Higher Criticism or Maximum Degree type tests based on a linear combination of within and across (estimated) community degrees. In the special case of balanced communities, a simple degree based Higher Criticism Test (Mukherjee, Mukherjee and Sen, 2016) is optimal in case the graph is not completely dense, while the more complicated linear combination based procedure is required in the completely dense setting. The “necessity” of the two step procedure is demonstrated for the case of balanced communities by the failure of the ordinary Maximum Degree Test in achieving sharp constants. Finally for extremely sparse graphs the optimal rates change, and a version of the maximum degree test with a different rejection region is shown to be optimal.

1. Introduction. The analysis of network data has received considerable attention in diverse areas of research such as social sciences, biology, statistics, and computer science. At a high level, the central task in this area is to study underlying structural characteristics, given the network data. A statistically principled approach formalizes any such question as an inference problem, given a suitable, probabilistic generative model for the observed data. Thus statistical research in this direction has focused on a few principal themes. The first theme concerns the design of suitable models which reflect some of the features observed in real networks (Barabási and Albert, 1999; Watts and Strogatz, 1998), while a second theme concentrates on developing statistical methodology for inference on data from these generative situations. In the scheme of these two themes, statistical literature tends to build on initially simpler models to eventually work with increasingly complex ones. In this statistical endeavor, however, some inferential tasks can be easily adapted to the increased complexity of the model, whereas other inferential tasks are often significantly more complicated. It is in these situations, that a third, perhaps equally important, but often less emphasized statistical question becomes important. This concerns the choice of simple vs. complex models for the data under consideration, and is intimately related to classical goodness of fit testing problems. In this paper, we concentrate on a concrete example of this general problem in the context of degree corrections for stochastic block models.

To this end, we first describe the Stochastic Block Model (henceforth referred to as SBM). It has been empirically observed that real networks often have small groups of vertices which are more homogeneous compared to the remaining vertices. For example, in a social network setup, such a group might represent vertices which share the same profession. Such a group is loosely referred
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of probabilities \( P \) introduced by Holland, Laskey and Leinhardt (1983), has emerged as the canonical setup to study this problem.

The well-known SBM with \( k \) communities can be described as follows. The model takes as input a labeling \( z: [n] \to [k] \) (where \( [n] \) stands for \( \{1, \ldots, n\} \) and \( [k] \) is similarly defined), and a matrix of probabilities \( P = (P_{n}(r, s))_{1 \leq r, s \leq k} \). Given these parameters, first consider the partition (induced by \( z \)) \( \mathcal{C} = \{ \tilde{S}_1, \ldots, \tilde{S}_k \} \) of \( [n] = \tilde{S}_1 \cup \cdots \cup \tilde{S}_k \), with \( \tilde{S}_\ell = \{ i \in [n]: z(i) = \ell \} \). Now, we construct a simple labeled graph \( G = (V, E) \) with vertex set \( V = [n] \) and the edges in \( E \) added independently with

\[
\mathbb{P}[\{i, j\} \in E] = P_n(\ell, \ell') \quad \text{if } z(i) = \ell, z(j) = \ell'.
\]

In this context, each cluster \( \{i: z(i) = \ell\} \) is referred to as a “community”, and the community detection problem formally refers to recovering the latent generative labels \( z \), given the graph \( G \) generated from the SBM (1.1). It is common to consider the “assortative” SBM, where \( P_n(\ell, \ell) \geq P_n(\ell, \ell') \) for \( 1 \leq \ell \neq \ell' \leq k \). We will restrict ourselves to this setting throughout. A sharp analysis of the limits of statistical inference (especially of recovering the true underlying communities) under this model has received considerable attention recently. We do not attempt to survey the extensive literature in this area, and instead refer the reader to the two excellent surveys Abbe (2017), Moore (2017), and the references therein, for an extensive overview of the recent progress on this problem and related open questions.

Practitioners often fit these models to real networks to form preliminary ideas about community structure, and for exploratory data analysis (Snijders and Nowicki (1997)) – before proceeding to explore further details in the model such as strength of connections between and across communities. However, while a theoretical understanding of the model has attained considerable maturity, it has also been widely reported that the model is often inappropriate in practice. The model favors graphs where the vertex degrees concentrate around a fixed value, and fails to model networks with a non-trivial degree distribution, in addition to a community structure. If this issue is ignored, and algorithms for community detection developed in the context of the SBM used on these examples, the algorithm often splits the vertices into high and low degree groups, and fails completely to uncover the true community memberships. A notable example, which exhibits this phenomenon is the political blog data of Adamic and Glance (2005). To address this issue, Karrer and Newman (2011) have introduced the “Degree Corrected Stochastic Block Model” (henceforth abbreviated as DCSBM), which incorporates a separate “degree” parameter for each vertex.

The DCSBM with \( k \) communities takes as input a labeling \( z: [n] \to [k] \), a matrix of probabilities \( P = (P_n(r, s)) \in [0, 1]^{k \times k} \), and, in addition, a vector \( \Theta = (\theta_1, \ldots, \theta_n) \in \mathbb{R}_+^n \) where \( \mathbb{R}_+ = [0, \infty) \). Given these inputs, as before, we first partition \( [n] = \bigcup_{\ell=1}^k \tilde{S}_\ell \), where \( \tilde{S}_\ell \) are as outlined above. Next, we construct a graph with vertices \([n]\) and add edges independently with probabilities

\[
\mathbb{P}[\{i, j\} \in E] = \theta_i \theta_j P_n(\ell, \ell') \quad \text{if } z(i) = \ell, z(j) = \ell'.
\]

Note that for the general DCSBM, we can multiply each \( \theta_i \) by some factor \( \lambda \in (0, 1) \), and adjust the \( P \) matrix suitably so that the connection probabilities are unchanged. Thus the model is not identifiable as specified, and requires some extra constraints on the parameters. The usual recourse in this context is to incorporate an extra normalization to constrain \( \sum_{i: z(i)=\ell} \theta_i \). The model becomes identifiable under this extra set of constraints (Chen, Li and Xu, 2018; Gao et al., 2016; Gulikers, Lelarge and Massoulié, 2017; Karrer and Newman, 2011; Zhao, Levina and Zhu, 2012). In the problem we consider, the relevant parameter space for \( \Theta \) will automatically render the model
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Finally, note that the parameters $\theta_i$ control the degrees of the vertices in the constructed graph, and will therefore be referred to as the “degree corrections”. Observe that if we set $\Theta = 1$ in the degree corrected model introduced above, we reduce to the stochastic block model. Karrer and Newman (2011) show empirically that model fits are often considerably improved under this more general model (1.3). Motivated by the success of the DCSBM in modeling real networks, numerous authors have, in turn, developed powerful machinery for community detection under this model (Zhao, Levina and Zhu (2012), Jin (2015), Gao et al. (2016), Lei (2016)).

As mentioned earlier, given a real network which is believed to come from a model like (1.2), there are several tasks a practitioner might seek to perform. Indeed, two basic questions include (i) clustering the vertices into meaningful groups based on their interconnections, (i.e. understand the community assignments) and (ii) understand the strength of interconnections between and across communities (i.e. infer $P_n(\ell, \ell')$’s). Indeed, given the added flexibility of the DCSBM, one might wonder why every dataset with a potential community structure should not be modeled as a DCSBM with an appropriate number of communities. In particular, as is evident from the sharp minimax rates of community detection in Hamming Loss (Gao et al., 2016), there exists procedures which can adapt to the increasing complexity of the DCSBM. Consequently, while considering inference question (i), the choice to always work with DCSBM seems natural. However, in context of inference problem (ii) it might actually be crucial to determine whether to fit a SBM or a DCSBM. In particular, analyses beyond community recovery, such as estimation of inter-connectivity strength between and across communities, require more precise differentiation between and SBM and DCSBM. For example, estimation of the matrix $P_n$ is simpler and standard for SBM (see Section 4 for more details) whereas optimal estimation of the same for DCSBM often requires more nuanced understanding of the degree corrections. Consequently, fitting (i.e. a complete analysis of the model beyond only community recovery) every network dataset as a DCSBM runs the risk of over-fitting. Finally, the problem of choosing between SBM and DCSBM has already been alluded to in the original paper of Karrer and Newman (2011) on DCSBM. In particular, Karrer and Newman (2011) noted, and we quote, “We have tested our algorithms on real-world networks ranging in size from tens to tens of thousands of vertices. In networks with highly homogeneous degree distributions we find little difference in performance between the degree-corrected and uncorrected blockmodels...” This already points at a necessity of testing for model selection – which aims to rigorously quantify the lack of difference found in fitting both models by Karrer and Newman (2011).

A natural instinct at this point is to use a likelihood ratio test (LRT) for goodness of fit. However, classical asymptotics of LRTs for goodness of fit are no longer immediately valid in this case, due to the divergence in the number of parameters. This concern had been raised classically by Fienberg and Wasserman (1981), who emphasize the need for proper model selection criteria in the context of the $p_1$ model, which exhibits similar features. In our context, this issue was partially addressed by Yan et al. (2014), who use techniques motivated by statistical physics to approximate the likelihood, and derive valid sampling distributions for the test statistic. Following the work of Yan et al. (2014), some other model selection approaches have also been introduced (see e.g. Peixoto (2015), Yan (2016)). In this paper, we formalize and study the goodness of fit testing problem between a SBM and a DCSBM, in the challenging regime where the degree corrections are rare and weak. To present simple formula of sharp detection thresholds, we focus on the case when both $P_n(\ell, \ell')$ are the same for all $\ell \neq \ell'$ and $P_n(\ell, \ell)$ are equal for all $\ell = 1, \ldots, k$ (see Section 4 for generalizations). In particular, given a partition, $\mathcal{C} = \{\tilde{S}_1, \ldots, \tilde{S}_k\}$ of $[n] = \tilde{S}_1 \cup \cdots \cup \tilde{S}_k$, with $\tilde{S}_\ell = \{i \in [n]: z(i) = \ell\}$, we consider the DCSBM specified by the probability measure $P_{\Theta, a, b}$
defined by
\[
P^{(C)}_{\Theta, a, b}([i, j] \in E) = \begin{cases} 
\theta_i \theta_j \frac{a}{n} \wedge 1 & \text{if } z(i) = z(j) \\
\theta_i \theta_j \frac{b}{n} \wedge 1 & \text{o.w.}
\end{cases}
\] (1.3)

The expectation and variance operators under model (1.3) will be denoted by $E_{\Theta, a, b}^{(C)}$ and $\text{Var}_{\Theta, a, b}^{(C)}$ respectively. In the sequel, whenever $C$ is clear from the context, we drop the notational dependence of the above quantities on $C$. Finally, we note that in the model above, $0 < b < a < n$ are sequences dependent on $n$. We assume throughout that $0 < \lim \inf \frac{b}{a} \leq \lim \sup \frac{b}{a} < 1$ and define $\tau_a := \lim_{n \to \infty} \frac{a}{n}$ and $\tau_b := \lim_{n \to \infty} \frac{b}{n}$.

To state this problem of choosing between SBM and DCSBM formally, we define the parameter space
\[
\Xi(s, A) := \{ \Theta \in \mathbb{R}_+^n : |S(\Theta)| = s, \theta_i \geq 1 + A, i \in S(\Theta) \},
\] (1.4)

where $A > 0$ and for any vector $\Theta \in \mathbb{R}_+^n$ we let $S(\Theta) = \{ i : \theta_i \neq 1 \}$. Note that $A > 0$ will correspond to a one sided alternative of the presence of some high degree vertices compared to the rest (discussions on two sided alternatives can be found in Section 4). The vertices $i \in S(\Theta)$ can be interpreted as the “popular” vertices. We will concentrate on the regime when $s = o(n)$, so that the deviations from the null are rare. Finally, we observe that once we specify the number of communities $k = o(\log n)$, and consider $s = n^{1-\alpha}$ for some $0 < \alpha < 0$, the DCSBM (1.2) is automatically identifiable, and we do not need the added normalization described above.

Karrer and Newman (2011) emphasized that in many real networks, these “popular” vertices are comparatively rare, and ensuring their correct classification is often more challenging. Therefore, mathematically we consider the following sequence of hypothesis testing problems
\[
H_0 : \Theta = 1 \quad \text{vs.} \quad H_1 : \Theta \in \Xi(s_n, A_n) \subset \mathbb{R}_+^n \setminus \{ 0 \}
\] (1.5)

for any pair of sequences $s_n, A_n$. Throughout we shall refer to $\Theta$ as the signals and parametrize signal sparsity $s_n = n^{1-\alpha}$ with $\alpha \in (0, 1)$. Setting $Y = (y_{ij})_{i,j=1}^n$ to denote the adjacency matrix of the random graph, a statistical test for $H_0$ versus $H_1$ is a measurable $\{ 0, 1 \}$ valued function of the data $Y$, with 1 denoting the rejection of the null hypothesis $H_0$ and 0 denoting the failure to reject $H_0$. For any given class of partitions $S_k^\nu$ of $[n]$ into $k$ communities (see Section 1 assumption (I) for the definition of the notation $S_k^\nu$), we define the worst case risk of a test $T_n(Y)$ is defined as
\[
\text{Risk}_n(T_n, \Xi(s_n, A_n), S_k^\nu) := \max_{C \in S_k^\nu} \mathbb{P}^{(C)}_{1, a, b} (T_n = 1) + \sup_{\Theta \in \Xi(s_n, A_n)} \max_{C \in S_k^\nu} \mathbb{P}^{(C)}_{\Theta, a, b} (T_n = 0). \] (1.6)

A sequence of tests $T_n$ corresponding to a sequence of model-problem pairs (1.3)-(1.5), is said to be asymptotically powerful (respectively asymptotically powerless) against $\Xi(s_n, A_n)$ if $\lim \sup \text{Risk}_n(T_n, \Xi(s_n, A_n), S_k^\nu) = 0$ (respectively $\lim \inf \text{Risk}_n(T_n, \Xi(s_n, A_n), S_k^\nu) = 1$). For the sake of conveying the main ideas in a clear and concise way, we shall initially provide the analysis assuming $a, b$ are known. However, our results for $\alpha > \frac{1}{2}$ can be extended to the case of unknown $a, b$ and we discuss this in Section 4.

The results in this paper explore the smallest deviations necessary for statistical procedures to detect the “inhomogeneity” of the vertex degrees. To our knowledge, this is one of few instances where sharp detection thresholds have been achieved in the presence of a high dimensional nuisance parameter (in this case, the unknown community assignment $C$). Moreover, our results hint at
some peculiar features in this detection problem. In particular, it is natural to expect that optimal tests about degree correction parameters should be naturally based on the degree vector of the observed graph. Although this intuition leads to correct asymptotic rates of detection thresholds, it surprisingly might fail to yield the correct sharp constants in certain cases. Our main results, as summarized below, are aimed at capturing the sharp behaviors of the detection thresholds in this context.

(a) For dense degree corrections ($\alpha \leq \frac{1}{2}$), detection thresholds are standard and easy to derive and is attainable by simply considering the total number of edges in the graph (see Theorem 3.1).

(b) For sparse degree corrections ($\alpha > \frac{1}{2}$), we first provide asymptotic detection thresholds with sharp constants whenever $a, b \gg \log n$. The optimal tests are based on Higher Criticism or Maximum Degree type tests based on a linear combination of within and across (estimated) community degrees. Also, unlike Mukherjee, Mukherjee and Sen (2016), the analysis of the lower bound on detection thresholds depends on a more delicate truncated second moment method argument. In particular, the truncation event depends crucially on the community assignment $C$ (see Theorem 3.2).

(c) For sparse degree corrections ($\alpha > \frac{1}{2}$) with $a, b \ll \log n$, a different behavior of the testing problem emerges. Here a version of the Maximum Degree Test with different rejection region is optimal (see Theorem 3.7).

(d) For the case of balanced communities, whether it is possible to attain the sharp optimal thresholds using tests based on only the degrees of the nodes, depends heavily on the density of the graph. Theorem 3.5 collects these results which are summarized below.

(I) For non-dense graphs ($\tau_a = \tau_b = 0$), sharp detection thresholds are attainable without knowledge of the unknown $C$ using either the degree based Higher Criticism Test (introduced in Mukherjee, Mukherjee and Sen (2016)) or the Maximum Degree Test (for $\alpha > \frac{3}{4}$). See Theorem 3.3 and Theorem 3.5.

(II) In contrast, for dense graphs ($\tau_a > \tau_b > 0$) the Maximum Degree Test surprisingly fails to attain the sharp detection thresholds for extremely sparse degree corrections i.e. $\alpha > \frac{3}{4}$ (See Theorem 3.5iii.). The optimal procedure runs in two stages. It involves running a suitable community recovery algorithm in stage 1, followed by a Higher Criticism Test based on a linear combination of within and across (estimated) community degrees in stage 2. See Theorem 3.4.

(e) In order to demonstrate the failure of Maximum Degree Test in certain regimes, we derive asymptotic distribution of the Maximum Degree of SBM’s with two balanced communities and connection probabilities satisfying $a \geq b \gg (\log n)^{3}$. This is achieved by using a version of Stein’s Method for Poisson approximation (Barbour, Holst and Janson, 1992). See Theorem 3.6.

(f) Our results rely on some detailed computations of both log-scale and exact exponential scale asymptotics of positive linear combinations of sparse Binomial random variables in both moderate deviation and local central limit theorem scales. Since not directly obtainable from standard references, these results (see Section 5) might be of independent interest.

In the regime $a, b \gg \log n$, our results build on some of the results in Mukherjee, Mukherjee and Sen (2016). However, owing to the unknown community assignments, both our upper and lower bounds calculations are substantially more involved and subtle. For example, the proof of the lower bound relies on a truncated second moment – where the truncation event depends intricately on the community assignment mechanism. Moreover, unlike Mukherjee, Mukherjee and Sen (2016),
the behavior of the testing problem for sparse signals further separates into two regimes depending on whether it is necessary to recover underlying communities for testing heterogeneity of degrees. Finally, under the scaling considered in Mukherjee, Mukherjee and Sen (2016), it is impossible to test for any signal if the average degree is \( \lesssim \log n \). However, for testing (1.5), the regime \( a, b \lesssim \log n \) admits nontrivial minimax separation rates.

**Assumptions and Notation.** In this subsection we collect some assumptions and notation which drive the exposition of the rest of the paper.

We first describe some of the assumptions – which will be generalized in Section 4. The assumptions help us present sharpest results in their cleanest forms – while they capture the essential elements needed to generalize them to more general scenarios (see Section 4 for details).

(I) **Comparable Community Sizes:** We denote by \( S_k^e \) as the set of all partitions \( C = \{ \tilde{S}_1, \ldots, \tilde{S}_k \} \) such that \( |\tilde{S}_l| \in [n/k\nu, n\nu/k] \) for all \( l = 1, \ldots, k \) and some fixed \( \nu \geq 1 \). We shall always assume \( C \in S_k^e \) for some \( \nu \geq 1 \).

(II) **Bounded Number of Communities:** We assume \( k \) is fixed as \( n \to \infty \).

(III) **Given Assortative Non-vanishing** \( a, b \): We assume that \( 0 < \lim \inf \frac{b}{a} \leq \lim \sup \frac{b}{a} < 1 \) and define \( \tau_a := \lim_{n \to \infty} \frac{a}{n} \) and \( \tau_b := \lim_{n \to \infty} \frac{b}{n} \). We shall also assume that both \( \lim \inf a, \lim \inf b > 0 \) and also (initially) assume that \( a, b \) are given.

Once again we will like to point out that assumption (III) about the knowledge of \( a, b \) is for the simplification of exposition while capturing the essence of the main ideas and results. We discuss in detail in Section 4 how the case of unknown \( a, b \) can be dealt with without changing the results when \( \alpha > \frac{1}{2} \). As it will turn out, the case of known \( a, b \) captures the essential subtleties and ingredients for the more general case as well – and therefore we initially focus on this case. Also, as mentioned earlier, some of these assumptions are for getting sharp constants and phase transitions in the paper. It will be clear from the results that assumption (I) with exact balanced communities (i.e. \( \nu = 1 \)) is only relevant for \( a, b \) exactly order \( n \) and even in that case, this assumption is irrelevant (and only comparable size of communities is relevant) if one is only interested in optimal rates. About assumption (II), we also note that under comparable community sizes, the case of \( k \to \infty \) is much easier to handle since the within community degrees contribute much less.

We next describe the notation which is followed throughout the paper. First we refer to elements of \( S_k^e \) as community assignments. In this regard we say two community assignments \( C_1 = \{ \tilde{S}_1^{(1)}, \ldots, \tilde{S}_k^{(1)} \} \) and \( C_2 = \{ \tilde{S}_1^{(2)}, \ldots, \tilde{S}_k^{(2)} \} \) are equivalent if \( \inf_{\pi \in \Pi_k} \sum_{l=1}^k I(\tilde{S}_l^{(1)} \neq \tilde{S}_l^{(2)}) = 0 \) where \( \Pi_k \) contains all permutations of \( \{1, \ldots, k\} \) and \( I(\cdot) \) will always stand for the indicator function.

For any \( n \in \mathbb{N} \), we let \( [n] = \{1, \ldots, n\} \). For any \( i \in [n] \) we denote the degree of vertex \( i \) by \( d_i := \sum_{j=1}^n Y_{ij} = \sum_{j \neq i} Y_{ij} \). Throughout \( \text{Bin}(n, p) \) will stand for a generic binomial random variable with \( n \in \mathbb{N} \) trials and success probability \( p \in [0, 1] \). The results in this paper are mostly asymptotic in nature and thus requires some standard asymptotic notations. If \( a_n \) and \( b_n \) are two sequences of real numbers then \( a_n \gg b_n \) (and \( a_n \ll b_n \)) implies that \( a_n/b_n \to \infty \) (respectively \( a_n/b_n \to 0 \)) as \( n \to \infty \). Similarly \( a_n \geq b_n \) (and \( a_n \leq b_n \)) implies that \( \lim \inf a_n/b_n = C \) for some \( C \in (0, \infty] \) (and \( \lim \sup a_n/b_n = C \) for some \( C \in [0, \infty) \)). Alternatively, \( a_n = o(b_n) \) will also imply \( a_n \ll b_n \) and \( a_n = O(b_n) \) will imply that \( \lim \sup a_n/b_n = C \) for some \( C \in (0, \infty) \). We write \( a_n \sim b_n \) if \( \lim \frac{a_n}{b_n} = 1 \) and \( a_n = \Omega(b_n) \) if \( \lim \inf a_n/b_n \geq C \) for some constant \( C > 0 \). We need the following function to define our detection thresholds. For \( \beta_1, \beta_2 > 0 \) and \( k \in \mathbb{N} \) let

\[
\rho_k(\beta_1, \beta_2) = \left[ \frac{\beta_1^2}{k} \tau_a (1 - \tau_a) + \frac{\beta_2^2 (k-1)}{k} \tau_b (1 - \tau_b) \left( \frac{1}{k} \tau_a (1 - \tau_a) + \frac{k-1}{k} \tau_b (1 - \tau_b) \right) \right].
\]
and note that under $H_a,b$ construct these tests we begin with a few definitions and recall that

Total Degree Test : where

with $\nu$ through $|\cdot|$, drop the subscript $n$ whenever it is understood that $s,A$ are allowed to vary with $n$.

2. Tests. In this section we formally describe the testing procedures to be used. In order to construct these tests we begin with a few definitions and recall that $a,b$ are considered to be known for now with the case of unknown $a,b$ discussed in Section 4. We assure the reader that the notation heavy nature of the definitions will be crucial in Section 3 for defining suitable versions of Higher Criticism and Maximum type tests based on weighted combinations of in and out degrees from communities. In particular, this becomes relevant for the statement and proof of Theorems 3.3 and 3.4 – which use true/estimated community assignments for constructing weighted degrees while defining the optimal Higher Criticism tests.

Fix any community assignment $\mathcal{C} = \{\tilde{S}_1, \ldots, \tilde{S}_k\} \in \mathcal{S}_k^\nu$ for some $\nu > 0$ and let $|\tilde{S}_l|$ denote the size of the $l$th community. For any $i \in [n]$, let $\mathcal{C}(i) = \tilde{S}_l$ if $i \in \tilde{S}_l$ for some $l = 1, \ldots, k$. Define the within-group-degree of a vertex $i \in \tilde{S}_l$ to be $d_i(1,\tilde{S}_l) = \sum_{j \in \mathcal{C}(i)} Y_{ij}$. Similarly set the across-group-degree of a vertex $i$ to be $d_i(2,\tilde{S}_l) = \sum_{j \in \mathcal{C}(i) \setminus \tilde{S}_l} Y_{ij}$. Define for $i \in \tilde{S}_l$

$$
\mu_{n1}^0(\tilde{S}_l) := E_{1,a,b}^c(d_i(1,\tilde{S}_l)) = (|\tilde{S}_l| - 1) \cdot \frac{a}{n},
$$

$$
\mu_{n2}^0(\tilde{S}_l) := E_{1,a,b}^c(d_i(2,\tilde{S}_l)) = (n - |\tilde{S}_l|) \cdot \frac{b}{n},
$$

$$
\Var_{1,a,b}^c(d_i(1,\tilde{S}_l)) = \left(|\tilde{S}_l| - 1\right) \cdot \frac{a}{n} \cdot \left(1 - \frac{a}{n}\right),
$$

$$
\Var_{1,a,b}^c(d_i(2,\tilde{S}_l)) = (n - |\tilde{S}_l|) \cdot \frac{b}{n} \cdot \left(1 - \frac{b}{n}\right),
$$

and note that under $H_0$ the above quantities (i.e. the means and variances) depend on $\mathcal{C}$ only through $|\tilde{S}_l|$ (which under assumption I for $\mathcal{S}_k^{\nu}$ in Section 1 belongs in the interval $[n/k\nu,n\nu/k]$ with $\nu \geq 1$ for all $i = 1, \ldots, n$).

Finally, for any fixed positive constants $\beta_1$ and $\beta_2$ define for $i \in \tilde{S}_l$

$$
D_i(\tilde{S}_l,\beta_1,\beta_2) := \frac{\beta_1(d_i(1,\tilde{S}_l) - \mu_{n1}^0(\tilde{S}_l)) + \beta_2(d_i(2,\tilde{S}_l) - \mu_{n2}^0(\tilde{S}_l))}{\sigma_{n0}(\tilde{S}_l,\beta_1,\beta_2)},
$$

where

$$
\sigma_{n0}(\tilde{S}_l,\beta_1,\beta_2) := \sqrt{\beta_1^2 \Var_{1,a,b}^c(d_i(1,\tilde{S}_l)) + \beta_2^2 \Var_{1,a,b}^c(d_i(2,\tilde{S}_l))}.
$$

We are now ready to define our testing procedures.

Total Degree Test : This test is based on the total degree in the observed graph i.e. $\sum_{i=1}^n d_i$.

The test rejects when the observed total degree is large. The calibration of this test can be achieved by looking at the behavior of $\sum_{i=1}^n d_i$ under the null hypothesis in (1.5). More precisely, by the Total Degree Test we mean a testing procedure which rejects when $\sum_{i=1}^n d_i$ is large (See proof of Theorem 3.11).
The Higher Criticism Tests: For any $\beta_1, \beta_2 > 0$, a partition $\mathcal{C} = \{\tilde{S}_1, \ldots, \tilde{S}_k\}$ of $[n]$, and $t > 0$ let
\[
HC(\mathcal{C}, \beta_1, \beta_2; t) = \sum_{l=1}^{k} \sum_{i \in \tilde{S}_l} \left( I \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) - \mathbb{P}_{1, a,b}^{\mathcal{C}} \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) \right).
\]
We then construct a version of the higher criticism test as follows. Define
\[
HC(\mathcal{C}, \beta_1, \beta_2) = \sup \left\{ GHC(\mathcal{C}, \beta_1, \beta_2; t) : \frac{HC(\mathcal{C}, \beta_1, \beta_2; t)}{\sqrt{\text{Var}_{1, a,b}(HC(\mathcal{C}, \beta_1, \beta_2; t))}} \right\}.
\]
By the Higher Criticism Test based on $HC(\mathcal{C}, \beta_1, \beta_2)$ we then mean a testing procedure that rejects when the observed value of $HC(\mathcal{C}, \beta_1, \beta_2)$ defined above is large. In particular, we let $T_{HC}(\mathcal{C}, \beta_1, \beta_2)$ be the test that rejects when $HC(\mathcal{C}, \beta_1, \beta_2) > \sqrt{\log n}$. Note that for any two equivalent community assignments $\mathcal{C}, \mathcal{C}' \in \mathcal{S}_k^\nu$ one has $HC(\mathcal{C}, 1, 1) = HC(\mathcal{C}', 1, 1)$. In particular, balanced communities case i.e. $\mathcal{S}_k^\nu$ for $\nu = 1$ the construction and calibration of the tests $HC(\mathcal{C}, 1, 1)$ is free of $\mathcal{C}$. Hence while considering balanced communities, any such test is referred to as the test based on $HC(1, 1)$ (we do not use the dependence of this test on $k$ in the notation). It is easy to see the test based on $HC(1, 1)$ corresponds to the degree based Higher Criticism Test introduced in Mukherjee, Mukherjee and Sen (2016) and will be also referred to as the vanilla Higher Criticism Test. Proofs of Theorem 3.3i. and Theorem 3.5i. provide detailed analyses of this class of Higher Criticism Tests. Although the plan of the analyses are standard and motivated by those in Mukherjee, Mukherjee and Sen (2016), the actual proofs are somewhat tedious due to the necessity to consider arbitrary positive linear combinations of within and across community degrees. In particular, we derive relevant local central limit theorem type asymptotics crucial to these analyses in Section 5.

The Maximum Degree Tests: For any $\beta_1, \beta_2 > 0$, and partition $\mathcal{C} = \{\tilde{S}_1, \ldots, \tilde{S}_k\}$ of $[n]$, by the Maximum Degree Test based on $d_{\max}(\mathcal{C}, \beta_1, \beta_2)$ we mean the procedure that rejects for large values of $d_{\max}(\mathcal{C}, \beta_1, \beta_2) = \max_{l=1}^{k} \max_{i \in \tilde{S}_l} D_i(\tilde{S}_l, \beta_1, \beta_2)$. In particular, for any $\delta > 0$, we let $T_{d_{\max}}(\mathcal{C}, \beta_1, \beta_2, \delta)$ be the test that rejects when $\max_{l=1}^{k} \max_{i \in \tilde{S}_l} D_i(\tilde{S}_l, \beta_1, \beta_2) > \sqrt{2(1 + \delta) \log n}$. Note that for any two equivalent community assignments $\mathcal{C} = \{\tilde{S}_1, \ldots, \tilde{S}_k\}, \mathcal{C}' = \{\tilde{S}'_1, \ldots, \tilde{S}'_k\} \in \mathcal{S}_k^\nu$, $\max_{l=1}^{k} \max_{i \in \tilde{S}_l} D_i(\tilde{S}_l, \beta_1, \beta_2) = \max_{l=1}^{k} \max_{i \in \tilde{S}'_l} D_i(\tilde{S}'_l, \beta_1, \beta_2)$. In particular, balanced communities case i.e. $\mathcal{S}_k^\nu$ for $\nu = 1$ the construction and calibration of the tests $d_{\max}(\mathcal{C}, 1, 1)$ is free of $\mathcal{C}$. Hence while considering balanced communities, any such test is referred to as the test based on $d_{\max}(1, 1)$. It is easy to see the test based on $d_{\max}(1, 1)$ is simply the test that rejects for large values of of the maximum degree $d_{\max} = \max\{d_1, \ldots, d_n\}$ and will be also referred to as the vanilla Maximum Degree Test. Proofs of Theorem 3.3ii., Theorem 3.5ii., and Theorem 3.5iii. provide detailed analyses of this class of Maximum Degree Tests. A crucial component in our proofs is the derivation of the asymptotic distribution of $d_{\max}(1, 1)$ in Theorem 3.6 which, in turn, relies on exponential scale asymptotics for a class of sums of sparse Binomial random variables in the moderate deviation regime (see Lemma 5.2).

3. Main Results. In this section we present the main results of the paper along with their implications. The proofs of these results can be found in Appendix A and B. Owing to the differential behavior of the detection problem, we divide our presentation into two main subsections based on the signal sparsity $\alpha$. 
3.1. Dense Signal Regime $\alpha \leq \frac{1}{2}$. The behavior of the detection problem in the dense signal $\alpha \leq \frac{1}{2}$ regime is particularly simple. Intuitively, since there are many vertices in the graph which have a higher connection probability than under the null hypothesis, under the dense signal regime a natural test is the Total Degree Test introduced in Section 2. This intuition indeed turns out to be correct in the sense that no other test works when the Total Degree Test fails. The next theorem makes this precise.

**Theorem 3.1.** Fix $0 < \alpha \leq \frac{1}{2}$ and set $C_{\text{dense}}(\alpha) = \frac{1}{2} - \alpha$. Then the following hold for $S_k^\nu$ with any $\nu \geq 1$.

i. The Total Degree Test is asymptotically powerful if

$$A \geq \frac{n^{-r}}{\sqrt{a}}, \quad r < C_{\text{dense}}(\alpha).$$

ii. All tests are asymptotically powerless if

$$A \leq \frac{n^{-r}}{\sqrt{a}}, \quad r > C_{\text{dense}}(\alpha).$$

One feature of Theorem 3.1 above is that the detection thresholds given by $C_{\text{dense}}$ do not change based on the nature of $\tau_a$ and $\tau_b$. We will see later that this behavior is in stark contrast to that of the detection thresholds in the sparse regime $\alpha > \frac{1}{2}$.

3.2. Sparse Signal Regime $\alpha > \frac{1}{2}$. The behavior of detection problem in the sparse signal regime is much more subtle and is substantially different depending on whether $a, b \gg \log n$ or $a, b \ll \log n$. As we shall see, even in the regime $a, b \gg \log n$ a further subtlety arises when $a, b = \Omega(n)$ and communities are balanced. Below, we divide our study accordingly.

3.3. $a, b \gg \log n$. Intuitively, since we are testing for degree heterogeneity which are sparse in occurrence, one should in principle be able to produce tests similar to those in Mukherjee, Mukherjee and Sen (2016) by looking at abnormal behavior of extreme degrees. Indeed this intuition is captured by the degree based Higher Criticism Test and the Maximum Degree Test studied in Mukherjee, Mukherjee and Sen (2016). Success of similar tests naturally fits into the narrative that the behavior of the detection problem for degree heterogeneity does not depend on the knowledge of community assignment. Although the heart of this narrative is correct, the implications should be taken with a grain of salt. In particular, as we argue in this section, this intuition of constructing tests surprisingly fails for completely dense graphs (i.e. when $0 < \tau_b < \tau_a$) – especially for the case of balanced communities. More precisely, for these very dense graphs, the optimal procedures require the knowledge of the community assignments. Although this is problematic at first glance, the experienced reader will immediately realize that when $0 < \tau_b < \tau_a$, it is very easy to recover the communities consistently, at least when the degree heterogeneity parameter $\theta_1, \ldots, \theta_n$ are not too rough (Gao et al., 2016).

To elaborate on this peculiar behavior of the detection problem it is instructive to start with the information theoretic lower bound. We use the notation

$$\sigma^2_{n0} = \frac{n}{k} \cdot \frac{a}{n} \left(1 - \frac{a}{n}\right) + \frac{(k-1)n}{k} \cdot \frac{b}{n} \left(1 - \frac{b}{n}\right) \quad (3.1)$$

in all subsequent results.
Theorem 3.2. Assume \( \log n \ll b < a \) and \( S^\nu_k \) with any \( \nu \geq 1 \). Let \( \alpha > \frac{1}{2} \) and consider the signal strength
\[
A = \sqrt{\frac{C \log n}{\sigma^2_{n_0}}},
\]
where \( \sigma^2_{n_0} \) is defined in (3.1). Then all tests are asymptotically powerless if \( C < C_{\text{sparse}}(\alpha) \), where
\[
C_{\text{sparse}}(\alpha) = \begin{cases} 
2\rho_k(\beta_1, \beta_2, \alpha) \left( \alpha - \frac{1}{2} \right) & \text{for } \frac{1}{2} < \alpha < \frac{3}{4}, \\
2\rho_k(\beta_1, \beta_2, \alpha) \left( 1 - \sqrt{1 - \alpha} \right)^2 & \text{for } \alpha \geq \frac{3}{4}.
\end{cases}
\]
In particular, when \( \tau_a = \tau_b = 0 \), the correct constant \( C_{\text{sparse}}(\alpha) \) is obtained by taking the limit as \( \tau_a, \tau_b \to 0 \), so that
\[
C_{\text{sparse}}(\alpha) = \begin{cases} 
2\left( \alpha - \frac{1}{2} \right) & \text{for } \frac{1}{2} < \alpha < \frac{3}{4}, \\
2\left( 1 - \sqrt{1 - \alpha} \right)^2 & \text{for } \alpha \geq \frac{3}{4}.
\end{cases}
\]

We derive Theorem 3.2 using an information theoretic lower bound for a simpler problem, where the true community assignments are known in advance. The proof is based on the truncated second moment argument with the main challenge being the choice of the truncation event. Unlike Mukherjee, Mukherjee and Sen (2016), a non-signal-edge-deleted degree based truncation is not enough to yield the desired sharp thresholds. Instead one needs to take into account the knowledge of community assignments as well (at least when \( \tau_a, \tau_b \) are positive). Finally we note that this simpler problem with known community assignments always furnishes a lower bound for problem (1.5).

We now explore valid statistical procedures which work up to this threshold. To this end, the next results establish performance bounds on Higher Criticism based tests. For the statement of the following results we recall the definition of \( \rho_k(\beta_1, \beta_2) \) from (1.7).

Theorem 3.3. Assume either \( \log n \ll b < a \ll n \) and \( S^\nu_k \) with any \( \nu \geq 1 \) or \( a, b = \Omega(n) \) and \( S^\nu_k \) with \( \nu = 1 \). Let \( \alpha > \frac{1}{2} \) and consider the signal strength
\[
A = \sqrt{\frac{C \log n}{\sigma^2_{n_0}}},
\]
where \( \sigma^2_{n_0} \) is defined in (3.1).

i. If \( C > C_{HC}(\beta_1, \beta_2, \alpha) \) where
\[
C_{HC}(\beta_1, \beta_2, \alpha) = \begin{cases} 
2\rho_k(\beta_1, \beta_2, \alpha) \left( \alpha - \frac{1}{2} \right) & \text{for } \frac{1}{2} < \alpha < \frac{3}{4}, \\
2\rho_k(\beta_1, \beta_2, \alpha) \left( 1 - \sqrt{1 - \alpha} \right)^2 & \text{for } \alpha \geq \frac{3}{4},
\end{cases}
\]
then
\[
\max_{C \in S^\nu_k} \mathbb{P}_{1,a,b}^{(C)}(T_{HC}(C, \beta_1, \beta_2) = 1) + \sup_{\Theta \in \Xi(s_n, A_n)} \max_{C \in S^\nu_k} \mathbb{P}_{\Theta, a,b}^{(C)}(T_{HC}(C, \beta_1, \beta_2) = 0) = 0.
\]

(3.3)
If $C > C_{\text{max}}(\beta_1, \beta_2, \alpha)$ with

$$C_{\text{max}}(\alpha) = 2p_k(\beta_1, \beta_2) \left( 1 - \sqrt{1 - \alpha} \right)^2$$

for $\alpha \in (0, 1)$,

then there exists $\delta > 0$ such that

$$\max_{C \in S_k^\nu} \mathbb{P}_{C, a, b}^T \left( T_{d_{\text{max}}}(C, \beta_1, \beta_2, \delta) = 1 \right) + \sup_{\Theta \in \Xi(s, A_n)} \max_{C \in S_k^\nu} \mathbb{E}_{\Theta, a, b}^C \left( \text{dist}(\hat{C}, C) \right) = 0.$$

(3.4)

**Remark 1.** We note that for graphs which are not completely dense (as quantified by $a, b \ll n$) the results above are valid for community assignments $C \in S_k^\nu$ which can be unbalanced up to a factor $\nu$ for any $\nu \geq 1$. For completely dense graphs (as quantified by $a, b = \Omega(n)$ or equivalently $\tau_a, \tau_b > 0$), the condition can be relaxed to $\nu \downarrow 1$ fast enough and our results will only match the lower bound in Theorem 3.2 in a rate optimal sense otherwise. Since for balanced communities (as quantified by $\nu = 1$ above) our results are sharp with optimal constants, we only present the results for the balanced communities in this case.

Note that $T_{HC}(C, \beta_1, \beta_2)$ and $T_{d_{\text{max}}}(C, \beta_1, \beta_2, \delta)$ are not statistically valid tests for all $\beta_1, \beta_2$, since they assume the true community assignment $C$ known (as is the case for (3.3) and (3.4)). To state the optimal procedure we therefore need to define notation for community recovery algorithms. For any two community assignments $C_1 = \{\tilde{S}_1(1), \ldots, \tilde{S}_k(1)\}, C_2 = \{\tilde{S}_1(2), \ldots, \tilde{S}_k(2)\}$ we define the distance between $C_1, C_2$ to be

$$\text{dist}(C_1, C_2) = \inf_{\pi \in \Pi_k} \sum_{l=1}^k I \left( \tilde{S}_l(1) \neq \tilde{S}_l(2) \right).$$

where $\Pi_k$ contains all permutations of $\{1, \ldots, k\}$. For any measurable $\hat{C} = \{\tilde{S}_1, \ldots, \tilde{S}_k\}$, we define the risks of community recovery over $C \in S_k^\nu$ with $\nu \geq 1$ to be

$$\text{Risk}_n(\hat{C}, \Xi(s, A)) = \sup_{\Theta \in \Xi(s, A)} \max_{C \in S_k^\nu} \mathbb{E}_{\Theta, a, b}^C \left( \text{dist}(\hat{C}, C) \right).$$

We say $\hat{C}$ is strongly consistent if $\text{Risk}_n(\hat{C}, \Xi(s, A)) \to 0$. With this definition we are ready to state the sharp upper bound which matches the lower bounds in Theorem 3.2.

**Theorem 3.4.** Assume either $\log n \ll b < a \ll n$ and $S_k^\nu$ with any $\nu \geq 1$ or $a, b = \Omega(n)$ and $S_k^\nu$ with $\nu = 1$. Consider the signal strength

$$A = \sqrt{\frac{C \log n}{\sigma_n^2}},$$

where $\sigma_n^2$ is defined in (3.1). Let $\hat{C} \subset [n]$ be measurable such that $\text{Risk}_n(\hat{C}, \Xi(s, A)) \to 0$ and let

$$\beta_1^* = \frac{1}{1 - \tau_a}, \quad \beta_2^* = \frac{1}{1 - \tau_b}.$$

Define $\beta_1^* = \beta_2^* = 1$ otherwise.
i. The test based on $HC(\hat{C}, \beta_1^*, \beta_2^*)$ is powerful if $C > C_{HC}^{opt}(\alpha)$ where

$$C_{HC}^{opt}(\alpha) = \begin{cases} 2\rho_k(\beta_1^*, \beta_2^*)(\alpha - \frac{1}{2}) & \text{for } \frac{1}{2} < \alpha < \frac{3}{4}, \\ 2\rho_k(\beta_1^*, \beta_2^*)(1 - \sqrt{1 - \alpha})^2 & \text{for } \alpha \geq \frac{3}{4}. \end{cases}$$

ii. The test based on $d_{max}(\hat{C}, \beta_1^*, \beta_2^*)$ is powerful if $C > C_{max}^{opt}(\alpha)$ with

$$C_{max}^{opt}(\alpha) = 2\rho_k(\beta_1^*, \beta_2^*)(1 - \sqrt{1 - \alpha})^2 \text{ for } \alpha \in (0, 1).$$

Remark 2. We note that Remark 1 regarding the assumptions on the community sizes is also applicable here.

Since $\rho_k(\beta_1^*, \beta_2^*)$ matches the optimal threshold from Theorem 3.2 i.e. \(\left(\frac{1}{5}\frac{r_a(1 - r_a) + k\frac{1}{2}r_b(1 - r_b)}{k + \frac{1}{2}r_a + k\frac{1}{2}r_b - \frac{1}{2}r_a - \frac{1}{2}r_b}\right)\) (which equals 1 by our convention when $r_a = r_b = 0$), Theorem 3.4 implies that the following two-stage procedure is optimal $a, b \gg \log n$.

(i) Run a community detection algorithm to construct $\hat{C}$ (e.g. Algorithm 1 of Gao et al. (2016)).

(ii) Reject if $T_{HC}(\hat{C}, \beta_1^*, \beta_2^*) > \sqrt{\log n}$.

The proof of the validity of the above two-stage procedure is easy. In particular, in the regime of dense graphs (i.e. when $a, b \gg \log n$), strongly consistent community detection ($\text{Risk}_n(\hat{C}, \Xi(s, A)) \rightarrow 0$) is indeed possible whenever $\|\Theta\|_\infty = o(n)$ and $a, b \gg \log n$ is such that $(\sqrt{a} - \sqrt{b})^2 \gg k \log n$ (see e.g. Gao et al. (2016) – where the condition $\nu \in [1, \sqrt{5/3}]$ is not necessary if we only want strong consistency). This requirement of $(\sqrt{a} - \sqrt{b})^2 \gg k \log n$ holds trivially when $a, b = \Omega(n)$ with $r_a \neq r_b$ and $k = o(n/\log n)$. As a consequence, for any such $\Theta$, Theorem 3.4 justifies the optimality of the test based on $T_{HC}(\hat{C}, \beta_1^*, \beta_2^*)$. Finally, for $\|\Theta\|_\infty \geq n$, the problem is trivial by using a test based on the maximum degree (reject when the maximum degree is bigger than $cn$ for some universal constant $c > 0$). Combining these two cases by union bound yields the desired sharp optimality of the two-stage procedure.

This two-stage procedure is enough to complete the story of sharp detection thresholds. However, the fact that we actually have to run a strongly consistent community detection algorithm to achieve the sharp results, raises the following question – “is it possible to simply use degree based tests without knowledge of the community assignments which achieve the same sharp results?” We now provide some evidence to suggest that for completely dense graphs this seems not to be the case. To this end we focus on the balanced communities case i.e. $S_k^{\nu}$ for $\nu = 1$. Indeed, for balanced communities the calibration of the tests $HC(\hat{C}, 1, 1)$ and $d_{max}(\hat{C}, 1, 1)$ considered in Theorem 3.3 is free of $\hat{C}$. Our next theorem collects the performance of these simple degree based tests for balanced communities.

**Theorem 3.5.** Assume $\log n \ll b < a$ and $S_k^{\nu}$ with $\nu = 1$. Let $\alpha > \frac{1}{2}$ and consider the signal strength

$$A = \sqrt{\frac{C\log n}{\sigma_{n0}^2}}, \quad (3.5)$$

where $\sigma_{n0}^2$ is defined in (3.1).
i. The test based on \( HC(1, 1) \) is powerful if \( C > C_{HC}(\alpha) \) where

\[
C_{HC}(\alpha) = \begin{cases} 
2\rho_k(1, 1)\left(\frac{\alpha - \frac{1}{2}}{\rho_k(1, 1)}\right) & \text{for } \frac{1}{2} < \alpha < \frac{3}{4}, \\
2\rho_k(1, 1)\left(1 - \sqrt{1 - \alpha}\right)^2 & \text{for } \alpha \geq \frac{3}{4}.
\end{cases}
\]

ii. The test based on \( d_{\max}(1, 1) \) is powerful if \( C > C_{\max}(\alpha) \) with

\[
C_{\max}(\alpha) = 2\rho_k(1, 1)\left(1 - \sqrt{1 - \alpha}\right)^2 \text{ for } \alpha \in (0, 1).
\]

iii. Assume \( a, b \gg (\log n)^3 \). The test based on \( d_{\max}(1, 1) \) is powerless if \( C < C_{\max}(\alpha) \).

To understand why the implication of Theorem 3.5, it is instructive to compare these results to analogous ones derived in the context of the sparse signal detection problem for sequence models. In particular, motivated by the long series of results on sparse signal detection problems (Arias-Castro, Candès and Plan, 2011; Arias-Castro and Wang, 2015; Donoho and Jin, 2004; Ingster and Suslina, 2003; Mukherjee, Pillai and Lin, 2015) and recent work on heterogeneity detection over sparse Erdős-Rényi random graphs under the \( \beta \)-model (Mukherjee, Mukherjee and Sen, 2016), we expect that the Maximum Degree Test and the Higher Criticism should both perform optimally with sharp constants for very sparse signals (\( \alpha \geq \frac{3}{4} \)). Moreover, the Higher Criticism Test should be provably better than the Maximum Degree Test for denser signals with \( \alpha \in (1/2, 3/4) \). The observation that \( \rho(1, 1) = 1 \) for \( \tau_a = \tau_b = 0 \), in conjunction with Theorem 3.2 establishes the expected intuitive picture for all \( a, b \) sequences with \( \tau_a = \tau_b = 0 \). However, next consider the regime where \( \tau_a > \tau_b > 0 \) and note that the tests based on \( HC(1, 1) \) and \( d_{\max}(1, 1) \) are based on the degrees \( d_1, \ldots, d_n \) only. However, we note that \( \tau_a > \tau_b > 0 \) implies \( \rho_k(1, 1) > \left(\frac{1}{2} \tau_a (1 - \tau_a) + \frac{1}{2} \tau_b (1 - \tau_b)\right) \) and thus there is a gap between the thresholds derived in Theorem 3.5 and Theorem 3.2. Although we do not have a similar performance lower bound for the vanilla Higher Criticism Test, we strongly believe that at least in the extreme signal sparsity regime (\( \alpha \geq \frac{3}{4} \)), the Maximum Degree Test and the Higher Criticism Test are essentially similar. This directly implies the on dense graphs (\( \tau_a \geq \tau_b > 0 \)), for very sparse alternatives, the maximum degree test is not, in fact, optimal in terms of detection thresholds. This is in sharp contrast to the usual results expected for Gaussian sequence models, or for random graph models with “exchangeable” degrees. We illustrate the differences between the two thresholds in Fig 1.

We now briefly comment on the analysis in the proof of Theorem 3.5iii. As mentioned earlier, the lower bound statement on the Maximum Degree Test in Theorem 3.5iii, is indeed necessary to demonstrate the competition between the HC and max-degree based procedures. Analysis of the lower bounds for the vanilla Maximum Degree Test requires good control over the null distribution of the test statistic. Although the null distribution of the maximum degree of an Erdős-Rényi graph is standard in literature (Bollobás, 2001, Theorem 3.3’), we could not find the corresponding results for Stochastic Block Models. To this end, our next result derives the asymptotic sampling distribution of the maximum degree under the null hypothesis, after appropriate centering and scaling. Dropping notational dependence on the true underlying community assignment \( C \) we let \( \mu_{n0} = \mathbb{E}_{1,a,b}[d_1], \sigma_{n0} = \text{Var}_{1,a,b}[d_1] \) (note these do not depend on particular community \( C \) for balanced communities \( C \in S_k^\nu \) with \( \nu = 1 \}). Then we have the the following result.

**Theorem 3.6.** Let \( b \gg (\log n)^3 \). In this case, we have, as \( n \to \infty \),

\[
\mathbb{P}_{1,a,b}\left[\frac{\max_i d_i - \mu_{n0}}{\sigma_{n0}} \leq \sqrt{2\log n\left(1 - \frac{\log \log n + \log(4\pi)}{4\log n} + \frac{y}{2\log n}\right)}\right]
\]
Fig 1. The naive threshold $p_2(1,1)$ (in BLUE) and the correct information theoretic threshold $p_2(\beta_1^*, \beta_2^*)$ (in RED) are shown for different values of $\tau_a, \tau_b$. Note the vanishing difference between these thresholds as $\tau_a$ and $\tau_b$ becomes smaller.

\[ \rightarrow \exp \left[ -e^{-y} \right]. \]

**Remark 3.** We note that after appropriate centering and scaling, the null distribution of the maximum converges to a Gumbel distribution. It is specifically interesting to compare this result to the asymptotic distribution of the maximum degree in an Erdős-Rényi random graph. A direct proof in that case proceeds using the method of moments (Bollobás, 2001, Theorem 3.3'). In the case of the SBM, the individual degrees are no longer binomial, but rather a sum of two independent Binomial random variables. As a result, many direct computations involving the degrees become considerably more involved. In our proof, we circumvent this difficulty, and establish this result using a softer argument, based on a version of Stein’s method for Poisson approximation (Barbour, Holst and Janson, 1992). Finally, the result and proof of Theorem 3.6 is actually valid for $d_{\max}(C, 1, 1)$ as well for any $C \in S_\nu^k$ with $\nu \geq 1$.

Theorems 3.1–3.5 paint a complete picture of the detection problem (1.5) for $a, b \gg \log n$. Although this regime coincides with one where strongly consistent community detection is possible (see discussion after Theorem 3.4), the main reason for the validity of our results is the fact that the tails of within and across community degrees resemble Gaussian tails when $a, b \gg \log n$. This is also reflected in the form and sharp constants of the detection boundaries presented in this section — which are similar to those for Gaussian sparse mean type problems (Arias-Castro, Candès and Plan, 2011; Donoho and Jin, 2004; Hall and Jin, 2010; Ingster and Suslina, 2003; Ingster, Tsybakov and Verzelen, 2010). In contrast, when $a, b \ll \log n$, the within and across community degrees reflect Poissonian character, and a different behavior of the testing problem (1.5) emerges. We present the precise details in the next subsection.

### 3.4. $a, b \ll \log n$.

The behavior of the thresholds for $a, b \ll \log n$ is significantly different from the earlier subsection. In this section, we take a closer look at this regime, and derive the optimal testing thresholds in this case. Recall that we parametrize the signal sparsity $s = n^{1-\alpha}$, and
focus on $\alpha \in (0, 1/2)$. Our results in this case are analogous to the sparse regime in Arias-Castro and Wang (2015). To an expert, this is hardly surprising, as the degrees of our graph behave like i.i.d. Poisson samples under the null in this regime. We assume throughout this section that $0 < \lim \inf b \leq \lim \inf a \lesssim \log n$. For technical convenience, we assume that $0 < \lim \inf b \leq \lim \inf a$ i.e. both $a, b$ are bounded away from 0 To derive a sharp detection threshold in this regime, we parametrize

$$1 + A = \left( \frac{\log n}{a/k + (k-1)b/k} \right)^\gamma$$

for some $\gamma > 0$.

**Theorem 3.7.** Assume $\alpha > 1/2$, $b \leq a \lesssim \log n$ and $\lim \inf b > 0$ as $n \to \infty$. Then the following hold for any $S_k^\nu$ with $\nu \geq 1$.

i. All tests are asymptotically powerless if $\gamma < \alpha$.

ii. A test which rejects for large values of the maximum degree is asymptotically powerful if $\gamma > \alpha$.

Theorem 3.7 demonstrates a different behavior of the detection problem compared to $a, b \gg \log n$ where a vanishing $A$ is detectable even in the sparse signal regime. Here instead, one needs $A \to \infty$ in the prescribed rate above for successful detection. The optimal test is once again based on a version of the Maximum Degree Test – albeit with a different rejection region. A careful look at the proof of Theorem 3.7 establishes that the Max-degree test does not require prior estimation of $a, b$ and $C$.

4. **Generalizing the Assumptions.** In this section we discuss how to go beyond the assumptions made throughout the paper.

**Unknown $a, b$:** We first focus on assumption (III) made in Section 1 about the known nature of $a, b$, and discuss how to construct optimal procedures for unknown $a, b$ in the sparse signal regime (i.e. $\alpha > 1/2$). First note that while understanding unknown $a, b$ in the regime $\alpha > 1/2$, we can safely assume that $a, b \gg \log n$ since the results in the other regime, as covered by Theorem 3.7, do not depend on the knowledge of $a, b$. Next, for simplicity, consider the results regarding the maximum degree test by replacing the unknown $a, b$ in the construction of the test by estimators $\hat{a}, \hat{b}$. Provided $\max\{|\hat{a} - 1|, |\hat{b} - 1|\} = o_p\left(\sqrt{\log n/(a+b)}\right)$, a simple modification of the proofs show that the exact same results from Theorem 3.4ii. and Theorem 3.5ii. remain valid. This automatically provides the correct rate of detection thresholds for sparse signals and unknown $a, b$ – and also the right constants for $\alpha > 3/4$. We believe that the same results continue to hold even for the HC test by plugging in $\hat{a}, \hat{b}$ with the properties above. However, the computations are much more involved, and we do not pursue this here.

Considering the discussion above, in the case of unknown $a, b$ and $\alpha > 1/2$, we construct a test as follows. First, let $T_n$ denote $t_n$ vertices chosen at random from the graph. Then, with probability converging to 1, all the vertices in $T_n$ correspond to null vertices as long as $t_n \ll n/\sqrt{s}$. Now, let $\hat{E}(C)$ denote the event that $\sum_{i,j \in T_n} Y_{i,j}t_n > C \log n/n$. Then, on the event $\hat{E}(C)$, perform the optimal community detection algorithm from Gao et al. (2016) on the entire graph to obtain $\hat{C}$. Given the community assignments, use the $T_n$ vertices to estimate $a, b$ by simply using within and across estimated community degrees – denote these by $\hat{a}, \hat{b}$. It is easy to check that on the event $\hat{C} = C$ (where $C$ is the true underlying community
Community Sizes: Next consider assumption (I). We recall that the use of this assumption with finite two-sided finite two-sided uses a special monotonicity property, which is absent in the two-sided problem. This can be expected to be optimal. In the one-sided signal case, the current upper bound proof crucially considers the case \( \alpha \). Finally, for arbitrary \( a, b \) considering the case \( \alpha \) thresholds (see e.g. (Arias-Castro et al., 2014, Section 4)). Intuitively, one can see this by choosing \( \alpha > \frac{1}{2} \). Thus on the event \( \hat{E}(C) \), we use these estimates \( \hat{C}, \hat{a}, \hat{b} \) to construct a plug-in version of the Maximum Degree Test described on Theorem 3.3ii. On the event \( \hat{E}(C)^c \), we instead perform the optimal test from Theorem 3.7ii (which does not require estimation of communities or \( a, b \)).

To see the fidelity of this procedure, observe that in the regime \( a, b \gg \log n \), we can safely assume that \( \| \Theta \|_\infty = o(n) \), as otherwise, with probability converging to 1, the graph has at least one vertex with degree \( n \) under the alternative—and thus it is straightforward to detect deviations from the null). Next, note that strongly consistent community detection is possible in the regime \( a, b \gg \log n \) and \( \| \Theta \|_\infty = o(n) \), whenever \( (\sqrt{a} - \sqrt{b})^2 \gg k \log n \) (Gao et al., 2016). On the other hand, if \( a, b \gg \log n, k = O(1) \), and \( (\sqrt{a} - \sqrt{b})^2 \lesssim k \log n \), strongly consistent community detection is impossible. However, even in this regime, the procedure described above is sufficient, because in this case \( a/b \) is sufficiently close to 1, and thus even an imprecise community detection algorithm still results in desired rates of estimation of \( a, b \). Therefore if either \( 1 \leq a, b \ll \log n \) or \( a, b \gg \log n \), for any fixed \( C > 0 \), the test described above is optimal for \( s = n^{1-\alpha} \), \( \alpha > \frac{1}{2} \) by choosing \( \sqrt{n} \ll t_n \ll n/s \). Here we have used Bernstein’s Inequality to check that, whenever \( t_n \gg \max\{\sqrt{n/(a+b)}, \sqrt{n}/\log n\} \), with probability converging to 1, one has occurrence of \( \hat{E}(C) \) for \( a, b \gg \log n \) and the occurrence of \( \hat{E}(C)^c \) for \( 1 \leq a, b \ll \log n \)—this choice of \( t_n \) can be allowed for \( s = n^{1-\alpha} \) and \( \alpha > \frac{1}{2} \) by choosing \( \sqrt{n} \ll t_n \ll n/s \) as before. Moreover, this test achieves the sharp constant for \( \alpha > 3/4 \).

Finally, for \( \alpha \leq \frac{1}{2} \), we believe that the case of unknown \( a, b \) actually changes the detection thresholds (see e.g. (Arias-Castro et al., 2014, Section 4)). Intuitively, one can see this by considering the case \( \alpha = 0 \), when it is clear that the null and alternative merge for unknown arbitrary \( a, b \).

Community Sizes: Next consider assumption (I). We recall that the use of this assumption with \( \nu = 1 \) is only relevant for \( a, b \) exactly order \( n \) (see Remarks 1 and 2) and even in that case this assumption is irrelevant (and only comparable size of communities is relevant) when one is only interested in optimal rates.

Finite \( k \) and Comparable \( a, b \): In terms of assumption (II), our proofs show that the results for \( k \to \infty \) are somewhat easier to obtain. This can be understood by following our proof which essentially reduces to sharp understanding (in both moderate deviation and local CLT sense) of linear combination of two Binomial random variables—both the number of trials and the success probabilities of which are comparable. When \( k \to \infty \) one of the Binomials dominate and the proof becomes much simpler. A similar comment holds for the case when \( b/a \to 0 \) as opposed to the assumption made in (III) of Section 1.

Two Sided \( A \): The assumption of one sided signal allows for some simplifications of the already long proofs, without sacrificing the conceptual challenges inherent in this problem. Indeed, as we discuss in Section 4, our results can be easily extended to the case where \( \theta_i = 1 \pm A \). Specifically, for dense signal regimes, one can consider a chi-square type test statistic using the degrees. In the sparse regime, tests based on \( |D_i(\hat{C}, \hat{\beta}_1, \hat{\beta}_2)| \), instead of \( D_i(\hat{C}, \hat{\beta}_1, \hat{\beta}_2) \), are expected to be optimal. In the one-sided signal case, the current upper bound proof crucially uses a special monotonicity property, which is absent in the two-sided problem. This can be
dealt with by dividing the proof into cases, where $A$ is just above the detection thresholds vs. when it is far from it (which is an easier case) — see e.g., Mukherjee, Pillai, Lin (2015) for a related analysis. The lower bounds (at least for $\alpha > \frac{1}{2}$) follow verbatim.

**General $P_n(\ell, \ell')$**: Finally we comment on the assumption that all the within community connection probabilities in the null SBM is assumed to be same as $a/n$ and across communities as $b/n$. First we note that the results in the dense regime (see Theorem 3.1) remain unchanged even in the general case. While considering $k > 2$ communities this helps us in eventually reducing our analysis in to sharp understanding of log scale, exponential scale, as well as local central limit theorem type of asymptotics of arbitrary positive linear combination of two Binomial random variables in the moderate deviation regime (see proofs of the results in Section 5). Our results on linear combination of two Binomial random variables can be extended to $k$ linear combinations — albeit with much more tedious computations using similar techniques to the ones presented here. Given similar log scale, exponential scale, as well as local central limit theorem type of asymptotics for positive linear combination of two Binomial random variables— the rest of our proofs follow almost verbatim (the proof for the HC tests take extra care but essentially are byproducts of very careful use of the results in Section 5). Finally, if one is only interested in rate optimal results and not sharp constants, then the case of this general $P_n$ matrix is much easier to analyze. In particular, the lower bounds no longer require a subtle truncation argument and consequently the sharp moderate deviation exponents are no longer required for the lower bound proofs. As for the upper bound, the proof goes by simply using the Maximum Degree Tests with Chernoff Upper Bounds on the linear combination of Binomial tails.

5. **Properties of linear combination of Binomial random variables.** Our analyses depend very heavily on a detailed understanding of deviation properties of linear combinations of binomial random variables. These arise very naturally in our context — for example, each vertex degree under the null is a sum of two independent Binomial random variables, and the optimal tests in Theorem 3.4 depend on linear combinations of two independent Binomial random variables. Results pertaining to moderate deviations of sums of independent, but non-i.i.d. random variables are not rare in the literature (see e.g. Petrov (2012)). However, our proofs require both moderate deviation, and local CLT type results for linear combinations of Binomials with $O(n)$ trials and success probability that can be $O(\log n/n)$. This renders many off-the-shelf results inapplicable. To this end, we establish some relevant results in this section, which are invaluable for the proofs of the main results stated in Section 3. The proofs of these deviation bounds are outlined in Appendix B.

5.1. **Moderate Deviation properties.** Moderate deviation and local CLT type properties of linear combinations of independent Binomial random variables form a cornerstone of our analysis. We note that while these results are conceptually straightforward, the proofs are often involved due to the discrete structure of the random variables involved. We defer the proofs to Appendix B.

To this end, let $X \sim \text{Bin}\left(\gamma_1 \frac{n}{k}, \frac{a'}{n}\right) \perp Y \sim \text{Bin}\left(\gamma_2 \frac{n}{k}, \frac{b'}{n}\right)$ with $a' \geq b' \gg \log n$, $0 < c < \liminf \frac{b'}{a'} \leq \limsup \frac{b'}{a'} \leq 1$ for a constant $c$, and constants $\gamma_1, \gamma_2 > 0$ such that both $\gamma_1 n/k$ and $\gamma_2 n/k$ are integers. Let

$$
\mu_{n1} := E(X) = \gamma_1 \frac{n}{k} \cdot \frac{a'}{n}, \quad \mu_{n2} := E(Y) = \gamma_2 \frac{n}{k} \cdot \frac{b'}{n}.
$$
\[ \sigma^2_{n1} := \text{Var}(X) = \gamma_1 \frac{n}{k} \cdot \frac{d'}{n} \cdot \left(1 - \frac{d'}{n}\right), \quad \sigma^2_{n2} := \text{Var}(Y) = \gamma_2 \frac{n}{k} \cdot \frac{b'}{n} \cdot \left(1 - \frac{b'}{n}\right). \]

Hereafter for any fixed positive constants \( \beta_1 \) and \( \beta_2 \) define

\[
\sigma_n(\beta_1, \beta_2) := \sqrt{\beta_1^2 \sigma^2_{n1} + \beta_2^2 \sigma^2_{n2}}, \\
m_n(\beta_1, \beta_2) := \beta_1 m_{n1} + \beta_2 m_{n2}, \\
d(\beta_1, \beta_2) := \beta_1 X + \beta_2 Y - m_n(\beta_1, \beta_2).
\]

Also for \( s_1, s_2 \leq n^{1-\alpha} \) with \( 1/2 < \alpha < 1 \), and \( X' \sim \text{Bin} \left( s_1, \frac{a''}{n} \right) \perp Y' \sim \text{Bin} \left( s_2, \frac{b''}{n} \right) \) with \( a''/a' \to 1, b''/b' \to 1 \), let

\[ d'(\beta_1, \beta_2) := \beta_1 (X + X') + \beta_2 (Y + Y') - m_n(\beta_1, \beta_2). \]

5.1.1. Log Scale Asymptotics. In this section we study moderate deviations of linear combinations of binomial random variables on the logarithmic scale. Along the way, we shall also study bounds on the probability of such linear combinations belonging to specific subintervals corresponding to moderate deviation regimes.

**Lemma 5.1.** Let \( h = h_n \) be such that \( c < \lim \inf h \frac{\sigma_n(\beta_1, \beta_2)}{\log n} \leq \lim \sup h \frac{\sigma_n(\beta_1, \beta_2)}{\log n} < c' \) for constants \( 0 < c < c' < \infty \) and \( C_n \to C > 0 \) be a positive sequence.

1. Fix any sequence \( \{\xi_n\} \) such that \( |\xi_n| \ll \log n \). Then the following hold for any \( \varepsilon > 0 \) and \( n \) sufficiently large (depending on \( c, c', \varepsilon, \beta_1, \beta_2 \))

(a) \[ \sup_{|t| \leq \xi_n} \mathbb{P}(d(\beta_1, \beta_2) = h + t) \leq \frac{1}{\sigma_n(\beta_1, \beta_2)} \exp \left( -\frac{h^2}{2\sigma_n(\beta_1, \beta_2)^2} (1 - \varepsilon) \right). \]

(b) \[ \sup_{|t| \leq \xi_n} \mathbb{P}(d'(\beta_1, \beta_2) = h + t) \leq \frac{1}{\sigma_n(\beta_1, \beta_2)} \exp \left( -\frac{h^2}{2\sigma_n(\beta_1, \beta_2)^2} (1 - \varepsilon) \right). \]

2. The following moderate deviation asymptotics hold.

(a) \[ \lim_{n \to \infty} \frac{\log \mathbb{P}(d(\beta_1, \beta_2) > C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n})}{\log n} = -\frac{C^2}{2}. \]

(b) \[ \lim_{n \to \infty} \frac{\log \mathbb{P}(d'(\beta_1, \beta_2) > C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n})}{\log n} = -\frac{C^2}{2}. \]

5.1.2. Exponential Scale Asymptotics. In this section, we first characterize the upper tail of the sum of two independent binomial random variables in the moderate deviation regime on the exponential scale, which requires much more subtle analysis than usual log-scale asymptotics. This result is used in establishing the lower bound for the maximum degree test. Specifically, we will establish the following result. Recall the definition of \( d(\beta_1, \beta_2) = \beta_1 X + \beta_2 Y - m_n(\beta_1, \beta_2) \), \( m_n(\beta_1, \beta_2) = \mathbb{E}(\beta_1 X + \beta_2 Y) \) and \( \sigma_n(\beta_1, \beta_2)^2 = \text{Var}(\beta_1 X + \beta_2 Y) \).
LEMMA 5.2. Let \( b' \gg (\log n)^3 \) and \( x_n = \sqrt{2 \log n(1 + o(1))} \). In this case, we have, as \( n \to \infty \),

\[
\lim_{n \to \infty} \frac{\mathbb{P}[X + Y - \mathbb{E}(X + Y) > \sqrt{\text{Var}(X + Y)}x_n]}{1 - \Phi(x_n)} = \lim_{n \to \infty} \frac{\mathbb{P}[d(1, 1) > \sigma_n(1, 1)x_n]}{1 - \Phi(x_n)} \to 1,
\]

where \( \Phi(\cdot) \) is the cdf of the standard normal distribution.

5.2. A Change of Measure Lemma. The next lemma is a simple change of measure argument which is necessary for truncated second moment arguments involved in proving information theoretic lower bounds.

LEMMA 5.3. Let \( X \sim \text{Bin}(n_1, p_1) \) and \( Y \sim \text{Bin}(n_2, p_2) \) be independent. Then for any positive scalars \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) and Borel set \( B \) of \( \mathbb{R} \)

\[
\mathbb{E}(\alpha_1^X \alpha_2^Y 1(\beta_1 X + \beta_2 Y \in B)) = (1 - p_1 + \alpha_1 p_1)^{n_1}(1 - p_2 + \alpha_2 p_2)^{n_2}\mathbb{P}(\beta_1 X' + \beta_2 Y' \in B),
\]

where \( X' \sim \text{Bin}(n_1, p_1') \) is independent of \( Y' \sim \text{Bin}(n_2, p_2') \) with

\[
p_1' = \frac{\alpha_1 p_1}{1 - p_1 + \alpha_1 p_1}, \quad p_2' = \frac{\alpha_2 p_2}{1 - p_2 + \alpha_2 p_2}.
\]

We establish Lemma 5.3 in Appendix B.

References.


APPENDIX A: PROOFS OF MAIN RESULTS

A.1. Proof of Theorem 3.1. We prove each part of the theorem in separate subsections below.

Proof of Theorem 3.1 i. In this theorem, since all computations are under the true underlying $\mathcal{C}$ and the Total Degree Test does not depend on it, we drop the notational dependence on $\mathcal{C} = \{\tilde{S}_1, \ldots, \tilde{S}_k\} \in \mathcal{S}_k$ from $E^{(C)}_{\Theta,a,b}$, $\mathbb{E}^{(C)}_{\Theta,a,b}$, and $\text{Var}^{(C)}_{\Theta,a,b}$.

We will establish the stronger result that the total degree test is powerful whenever there exists a sequence $t_n \to \infty$ such that $s \sqrt{\frac{\pi}{n}} \gg t_n$. To this end, we need the following elementary lemma bounding the variance of the total degree.

**Lemma A.1.** For any $\Theta \in \Xi(s_n, A_n)$ with $\|\Theta\|_{\infty} \leq 2$, $\text{Var}_{\Theta,a,b}\left[ \sum_i d_i \right] \leq 8an$.

**Proof.** The proof proceeds using the elementary observations $\text{Var}_{\Theta,a,b}(Y_{ij}) \leq \mathbb{E}_{\Theta,a,b}[Y_{ij}] \leq \frac{4a}{n}$ and $\text{cov}_{\Theta,a,b}(d_i, d_j) = \text{Var}_{\Theta,a,b}[Y_{ij}] \leq \frac{4a}{n}$. $\blacksquare$

We are now ready to prove Theorem 3.1 i. We first compute the expectation of the total degree under the null.

$$\mathbb{E}_{1,a,b}\left[ \sum_{i=1}^n d_i \right] = \sum_{i \neq j} \mathbb{E}[Y_{ij}] = 2 \left[ \sum_{\ell=1}^k \binom{|\tilde{S}_\ell|}{2} \frac{a}{n} + \sum_{\ell < \ell'} |\tilde{S}_\ell| |\tilde{S}_{\ell'}| \frac{b}{n} \right] = \mu_n.$$

We consider a total degree test which rejects the null for $\sum_i d_i > \mu_n + K_n$ for some sequence $K_n$
Thus, if $K_n \geq 1$ and type I and type II errors are controlled asymptotically under this choice, the proof is complete. The type I error is controlled as soon as $K_n^2 \gg an$. We next turn to the type II error, and note that by monotonicity, it suffices to restrict ourselves to alternatives $\Theta = (1 + A)1_S + 1_{S^c}$, for some $A \leq 1$. We set $S_\ell = \bar{S}_\ell \cap S(\Theta)$ for notational simplicity, denote $s_\ell = |S_\ell|$. In this case, we have,

\[
\mathbb{E}_{\Theta,a,b}\left[ \sum_i d_i \right] - \mu_n \geq 2 \left[ A \frac{a}{n} \left[ \sum_\ell s_\ell(s_\ell - 1) \right] + 2 A \frac{b}{n} \sum_{\ell < \ell'} s_\ell s_{\ell'} \right] + A \frac{a}{n} \left[ \sum_\ell s_\ell |\bar{S}_\ell| - s_\ell \right] + A \frac{b}{n} \left[ \sum_{\ell \neq \ell'} s_\ell |\bar{S}_{\ell'}| - s_\ell \right] \]

\[
\geq 2 A \frac{b}{n} (n - 1)s \geq Abs.
\]

Thus, if $K_n < Abs$, using Chebychev’s inequality, we have,

\[
\mathbb{P}_{\Theta,a,b}\left[ \sum_i d_i - \mu_n < K_n \right] \leq \frac{8an}{(K_n - Abs)^2}.
\]

The proof proceeds by the usual argument of analyzing the second moment of the marginal likelihood. To this end, we fix a prior $\pi$ which fixes the community labels $[n] = \bar{S}_1 \cup \cdots \cup \bar{S}_k$, where $|\bar{S}_\ell| = \frac{n}{k}$ for $1 \leq \ell \leq k$. Note that this choice is allowed by the assumption that $\nu \geq 1$ for $S_\ell$.

The prior $\pi$ selects $s/k$ locations at random from each $\bar{S}_\ell$ to form the set $S(\Theta)$. Given $S(\Theta)$, we set $\theta_i = 1 + A$ for $i \in S(\Theta)$. Now, given $\Theta$, the likelihood ratio

\[
L_S = \frac{d\mathbb{P}_{\Theta,a,b}}{d\mathbb{P}_{1,a,b}} = \prod_{i,j} (\theta_i \theta_j)^{Y_{ij}} \left( \frac{1 - \theta_i \theta_j \frac{a}{n}}{1 - \frac{a}{n}} \right)^{(1-Y_{ij})} \prod_{i,j} (\theta_i \theta_j)^{Y_{ij}} \left( \frac{1 - \theta_i \theta_j \frac{b}{n}}{1 - \frac{b}{n}} \right)^{(1-Y_{ij})}.
\]
We define the marginal likelihood \( L_\pi = \mathbb{E}_S[L_S] \), where \( \mathbb{E}_S[\cdot] \) denotes the expectation with respect to \( S \sim \pi \). It suffices to establish (see e.g. Ingster and Suslina (2012)) that under the thesis of Theorem ii., \( \mathbb{E}_{S_1S_2}(L_\pi - 1)^2 = o(1) \). To this end, we note that \( \mathbb{E}_{S_1S_2}(L_\pi) = \mathbb{E}_S[L_S] = 1 \) by Fubini’s theorem. The result follows once we establish that \( \mathbb{E}_{S_1S_2}(L_\pi^2) = 1 + o(1) \) under the assumptions of Theorem ii. This will be established in the rest of the proof. We note that \( \mathbb{E}_{S_1S_2}(L_\pi^2) = \mathbb{E}_{S_1S_2}[\mathbb{E}_{S_1S_2}(L_\pi)] \), where \( S_1, S_2 \) are i.i.d draws from the measure \( \pi \). Setting \( \Theta = \Theta(S_1) = (\theta_1, \cdots, \theta_n) \) and \( \Theta = \Theta(S_2) = (\tilde{\theta}_1, \cdots, \tilde{\theta}_n) \) to denote the true parameter vectors corresponding to \( S_1, S_2 \) obtained under iid sampling from \( \pi \), we have,

\[
L_{S_1S_2} = \prod_{i<j;C(i)=C(j)}^k (\theta_i\theta_j\tilde{\theta}_i\tilde{\theta}_j)^{Y_{ij}} \left[ \frac{1}{1 - \frac{a}{n}} \right] \cdot \left[ \frac{1 - \theta_i\theta_j\tilde{\theta}_i\tilde{\theta}_j}{1 - \frac{a}{n}} \right]^{(1-Y_{ij})} \times \prod_{i<j;C(i)\neq C(j)}^k (\theta_i\theta_j\tilde{\theta}_i\tilde{\theta}_j)^{Y_{ij}} \left[ \frac{1}{1 - \frac{b}{n}} \right] \cdot \left[ \frac{1 - \theta_i\theta_j\tilde{\theta}_i\tilde{\theta}_j}{1 - \frac{b}{n}} \right]^{(1-Y_{ij})} \\
:= \prod_{i<j}^k T_{ij}.
\]

Further, we define

\[
L_{S_1S_2} = \prod_{\ell=1}^k T_{\ell} \prod_{1 \leq \ell < \ell' \leq k} T_{\ell,\ell'},
\]

where

\[
T_{\ell} := \prod_{i<j;C(i)=C(j)=\tilde{S}_\ell} T_{ij}, \quad T_{\ell,\ell'} := \prod_{i<j;C(i)\neq C(j)=\tilde{S}_\ell} T_{ij}.
\]

Note that under the null hypothesis \( H_0 \), \( \{T_\ell, T_{\ell,\ell'}\} \) are mutually independent and thus to analyze \( \mathbb{E}_{S_1S_2}(L_{S_1S_2}) \), it suffices to study \( \mathbb{E}_{S_1S_2}(T_\ell) \), \( \mathbb{E}_{S_1S_2}(T_{\ell,\ell'}) \) separately. We first analyze \( T_\ell, 1 \leq \ell \leq k \).

To this end, we define \( Z_\ell = |S_1 \cap S_2 \cap \tilde{S}_\ell|, 1 \leq \ell \leq k \). Using independence of edges, we have,

\[
\mathbb{E}_{S_1S_2}(T_\ell) = \prod_{i<j;C(i)=C(j)=\tilde{S}_\ell} \mathbb{E}_{S_1S_2}(T_{ij}),
\]

\[
\mathbb{E}_{S_1S_2}(T_{ij}) = \frac{a}{n} \prod_{i<j} \left( \frac{1}{1 - \frac{a}{n}} \right) = 1 + \frac{A^2}{(1 - \frac{a}{n})^2}.
\]

We will encounter the following cases.

1. \( i, j \in S_1 \cap S_2 \cap \tilde{S}_\ell \). In this case,

\[
\mathbb{E}_{S_1S_2}(T_{ij}) = (1 + A)^2 \frac{a}{n} + \left( \frac{1}{1 - \frac{a}{n}} \right) \left( \frac{1 - (1 + A)^2}{1 - \frac{a}{n}} \right) = 1 + \frac{A^2}{1 - \frac{a}{n}}.
\]

There are \( \binom{n/2}{2} \) such terms.

2. \( i \in S_1 \cap S_2 \cap \tilde{S}_\ell \) or \( j \in S_1 \cap S_2 \cap \tilde{S}_\ell \) or \( i \in S_1 \cap S_2 \cap \tilde{S}_\ell \) while \( j \in \tilde{S}_\ell \cap S_1 \cap S_2 \) or \( i \in S_1 \cap S_2 \cap \tilde{S}_\ell \), \( j \in S_1 \cap S_2 \cap \tilde{S}_\ell \). In this case,

\[
\mathbb{E}_{S_1S_2}(T_{ij}) = (1 + A)^2 \frac{a}{n} + \left( \frac{1}{1 - \frac{a}{n}} \right) \left( \frac{1 - (1 + A)^2}{1 - \frac{a}{n}} \right) = 1 + \frac{A^2}{1 - \frac{a}{n}}.
\]

There are \( 2(\frac{\tilde{n}}{2} - Z_\ell + Z_{\ell}) \) many \((i,j)\) pairs which have this contribution.
3. $i \in S_1 \cap S_2 \cap \tilde{S}_\ell$, $j \in S_1 \cap S_2 \cap \tilde{S}_\ell$ or $i \in S_1 \cap S_2 \cap \tilde{S}_\ell$, $j \in S_1^c \cap S_2 \cap \tilde{S}_\ell$. We have,

$$E_{1,a,b}[T_{ij}] = (1 + A)^3 \frac{a}{n} + \left( 1 - \frac{(1 + A)^2}{n} \right) \left( 1 - \frac{a}{n} \right) = 1 + \frac{a A^2}{1 - \frac{a}{n}} (2 + A).$$

There are $2Z_\ell \left( \frac{s}{k} - Z_\ell \right)$ many terms with this contribution.

4. For all other $(i, j)$ pairs, it is easy to check that $E_{1,a,b}[T_{ij}] = 1$. We note that under the thesis of the Theorem, $A \to 0$ as $n \to \infty$. Thus we have the upper bound

$$E_{1,a,b}[T_{\ell}] \leq \left( 1 + C_\ell \frac{A^2}{1 - \frac{a}{n}} \right) U_{\ell},$$

$$U_{\ell} = \left( Z_\ell \right) + 2 \left( \frac{s}{k} - Z_\ell \right) + Z_\ell \left( \frac{n}{k} - \frac{2}{s} + Z_\ell \right) + 2Z_\ell \left( \frac{s}{k} - Z_\ell \right),$$

for some absolute constant $C > 0$. Upon simplification, we obtain the bound

$$E_{1,a,b}[T_{\ell}] \leq \left( 1 + C_\ell \frac{A^2}{1 - \frac{a}{n}} \right) \frac{a^{\frac{a}{n}} Z_\ell + \frac{a}{n} s^2 + \frac{a}{n} s^2} . \quad (A.2)$$

Finally, it remains to bound $T_{\ell,\ell'}$. To this end, our analysis proceeds similar to that of $T_{\ell}$ described above, and will thus be sketched briefly. Using independence of edges under $H_0$, we have $E_{1,a,b}[T_{\ell,\ell'}] = \prod_{i<j: c(i) = \tilde{S}_\ell, c(j) = \tilde{S}_{\ell'}} E_{1,a,b}[T_{ij}]$. We encounter the following cases:

1. $i \in S_1 \cap S_2 \cap \tilde{S}_\ell$ and $j \in S_1 \cap S_2 \cap \tilde{S}_{\ell'}$. In this case, we have,

$$E_{1,a,b}[T_{ij}] = (1 + A)^3 \frac{b}{n} + \left( 1 - \frac{(1 + A)^2}{n} \right) \left( 1 - \frac{b}{n} \right) = 1 + \frac{b A^2}{1 - \frac{b}{n}} (2 + A).$$

There are $Z_{\ell} Z_{\ell'}$ terms with this contribution.

2. $i \in S_1 \cap S_2 \cap \tilde{S}_\ell, j \in S_1 \cap S_2 \cap \tilde{S}_{\ell'}$ or $i \in S_1 \cap S_2 \cap \tilde{S}_\ell, j \in S_1 \cap S_2 \cap \tilde{S}_{\ell'}$ and the related pairs $i \in S_1 \cap S_2 \cap \tilde{S}_\ell, j \in S_1 \cap S_2 \cap \tilde{S}_{\ell'}$ and $i \in S_1 \cap S_2 \cap \tilde{S}_\ell, j \in S_1 \cap S_2 \cap \tilde{S}_{\ell'}$. Each pair contributes

$$E_{1,a,b}[T_{ij}] = (1 + A)^3 \frac{b}{n} + \left( 1 - \frac{(1 + A)^2}{n} \right) \left( 1 - \frac{b}{n} \right) = 1 + \frac{b A^2}{1 - \frac{b}{n}} (2 + A).$$

There are $2Z_{\ell} \left( \frac{s}{k} - Z_{\ell'} \right) + 2Z_{\ell'} \left( \frac{s}{k} - Z_{\ell} \right)$ many terms with this contribution.

3. $i \in S_1 \cap S_2 \cap \tilde{S}_\ell, j \in S_1 \cap S_2 \cap \tilde{S}_{\ell'}$ or $i \in S_1 \cap S_2 \cap \tilde{S}_\ell, j \in S_1 \cap S_2 \cap \tilde{S}_{\ell'}$ or $i \in S_1 \cap S_2 \cap \tilde{S}_\ell, j \in S_1 \cap S_2 \cap \tilde{S}_{\ell'}$. Each term contributes

$$E_{1,a,b}[T_{ij}] = (1 + A)^3 \frac{b}{n} + \left( 1 - \frac{(1 + A)^2}{n} \right) \left( 1 - \frac{b}{n} \right) = 1 + \frac{b A^2}{1 - \frac{b}{n}} (2 + A).$$

There are $Z_{\ell} \left( \frac{n}{k} - \frac{2a}{k} + Z_{\ell'} \right) + Z_{\ell'} \left( \frac{n}{k} - \frac{2a}{k} + Z_{\ell} \right) + 2 \left( \frac{s}{k} - Z_{\ell} \right) \left( \frac{s}{k} - Z_{\ell'} \right)$ many terms with this contribution.

4. Every other pair has $E_{1,a,b}[T_{ij}] = 1$. 

Similar considerations as for $T_\ell$ above lead to the upper bound

$$E_{1,a,b}[T_{\ell,\ell'}] \leq \left(1 + C \frac{b/A^2}{1 - b/n}\right) V_{\ell,\ell'},$$

$$V_{\ell,\ell'} = Z_\ell Z_{\ell'} + 2 Z_\ell \left(\frac{s}{k} - Z_\ell\right) + 2 Z_{\ell'} \left(\frac{s}{k} - Z_{\ell'}\right) + Z_\ell \left(\frac{n}{k} - \frac{2s}{k} + Z_\ell\right) + Z_{\ell'} \left(\frac{n}{k} - \frac{2s}{k} + Z_{\ell'}\right),$$

for some absolute constant $C > 0$. We note that $Z_\ell, Z_{\ell'} \leq \frac{s}{k}$ and thus $V_{\ell,\ell'} \leq \frac{7s^2}{k^2} + \frac{a}{k}(Z_\ell + Z_{\ell'})$. Finally, this yields the following upper bound on $T_{\ell,\ell'}$.

$$E_{1,a,b}[T_{\ell,\ell'}] \leq \left(1 + C \frac{b/A^2}{1 - b/n}\right) \frac{7s^2}{k^2} + \frac{a}{k}(Z_\ell + Z_{\ell'}).$$

(A.3)

Combining (A.2) and (A.3), we obtain,

$$E_{1,a,b}[L_{S_1} L_{S_2}] \leq \left(1 + C \frac{a/A^2}{1 - b/n}\right) \sum_{\ell=1}^{k} Z_\ell + \frac{a}{n}s^2 \cdot \left(1 + C \frac{b/A^2}{1 - b/n}\right) \frac{7s^2(k-1) + n(k-1)}{k} \sum_{\ell=1}^{k} Z_\ell.$$

$$\leq \exp \left[\frac{9C}{2} s^2 A^2 \left(\frac{a}{n} + \frac{b}{1 - b/n}\right)\right] \cdot \exp \left[C n \left(\sum_{\ell=1}^{k} Z_\ell\right) A^2 \left(\frac{a}{n} + \frac{b}{1 - b/n}\right)\right].$$

We note that under $\pi$, $\{Z_\ell; 1 \leq \ell \leq k\}$ are independent Hypergeometric($\frac{n}{k}, \frac{a}{k}, \frac{s}{k}$) random variables. Therefore, they are stochastically bounded by a $\text{Bin}(\frac{s}{k}, \frac{a}{n})$ random variable and finally, we have,

$$\sum_{\ell=1}^{k} Z_\ell \overset{\text{stoch}}{\leq} \text{Bin}(s, \frac{s}{n-s}).$$

This implies that

$$E_{S_1:S_2}\left[\exp \left[C n \left(\sum_{\ell=1}^{k} Z_\ell\right) A^2 \left(\frac{a}{n} + \frac{b}{1 - b/n}\right)\right]\right]$$

$$\leq \left(1 - \frac{s}{n} + \frac{s}{n} \exp \left[C n A^2 \left(\frac{a}{n} + \frac{b}{1 - b/n}\right)\right]\right) s$$

$$\leq \exp \left[\frac{s^2}{n} \left(e^{C A^2 n \left(\frac{a}{n} + \frac{b}{1 - b/n}\right)} - 1\right)\right].$$

(A.4)

Finally, we note that under the assumptions of this theorem, $a \leq \frac{1}{2}$ implies that $A^2a \rightarrow 0$ as $n \rightarrow \infty$. Thus using the bound obtained in (A.4), we obtain,

$$E_{1,a,b}[L_{\pi}^2] \leq \exp \left[\frac{9C}{2} s^2 A^2 \left(\frac{a}{n} + \frac{b}{1 - b/n}\right)\right] \cdot \exp \left[\frac{s^2}{n} \left(e^{C A^2 n \left(\frac{a}{n} + \frac{b}{1 - b/n}\right)} - 1\right)\right]$$

$$\leq \exp \left[C_0 s^2 A^2 \left(\frac{a}{n} + \frac{b}{1 - b/n}\right)\right] = 1 + o(1),$$

(A.5)

where $C_0 > 0$ is some absolute constant, sufficiently large, and the final result follows using the assumptions of this theorem. This completes the proof.
A.2. Proof of Theorem 3.2. This section will also have a common proof for both cases \( \tau_a = \tau_b = 0 \) and \( \tau_a > \tau_b > 0 \). The proof proceeds by an analysis of the truncated likelihood ratio under the least favorable prior. To this end, consider the prior \( \pi \) which fixes the partition \([n] = \bar{S}_1 \cup \cdots \cup \bar{S}_k \), with \( |\bar{S}_\ell| = n/\ell \) for all \( 1 \leq \ell \leq n \). For any \( i \in \{1, \ldots, n\} \), let \( C(i) = \bar{S}_i \) if \( i \in \bar{S}_i \). Note that this choice is allowed by the assumption that \( \nu \geq 1 \) for \( S_k \).

Further, the prior chooses \( s/k \) elements (assuming \( s \) is divisible by \( k \) w.l.o.g.) randomly from each \( \bar{S}_\ell \) to form the set \( S(\Theta) \). Given \( S(\Theta) \), we set \( \theta_i = 1 + A \) for \( i \in S(\Theta) \) and \( \theta_i = 1 \) otherwise. In the rest of the proof, we denote the set \( S(\Theta) \) as \( S \).

Now, for any such given \( \Theta \), the likelihood ratio

\[
L_S = \frac{d\mathbb{P}_{\Theta,a,b}}{d\mathbb{P}_{1,a,b}} = \prod_{i < j, C(i) = C(j)} (\theta_i \theta_j)^{Y_{ij}} \left( 1 - \frac{\theta_i \theta_j}{n} \right) \prod_{i < j, C(i) \neq C(j)} (\theta_i \theta_j)^{Y_{ij}} \left( 1 - \frac{\theta_i \theta_j}{n} \right).
\]

For \( i \in S \), with slight abuse of notation, we define the out-degree to vertices in \( S^c \cap C(i) \) as \( d_i(1) = \sum_{j \in C(i) \cap S^c} Y_{ij} \) while the out-degree to vertices in the opposite block corresponds to \( d_i(2) = \sum_{j \in C(i) \cap S^c} Y_{ij} \). Under \( H_0 \), we have,

\[
\mathbb{E}_{1,a,b}[d_i(1)] = \frac{n-s}{k} \cdot \frac{a}{n}, \quad \mathbb{E}_{1,a,b}[d_i(2)] = (k-1) \frac{n-s}{k} \cdot \frac{b}{n},
\]

\[
\text{Var}_{1,a,b}[d_i(1)] = \frac{n-s}{k} \cdot \frac{a}{n} \left( 1 - \frac{1}{n} \right), \quad \text{Var}_{1,a,b}[d_i(2)] = (k-1) \frac{n-s}{k} \cdot \frac{b}{n} \left( 1 - \frac{1}{n} \right).
\]

Further, we define the constants

\[
\beta_1^* = \frac{1}{1 - \tau_a}, \quad \beta_2^* = \frac{1}{1 - \tau_b}.
\]

For \( i \in S \), consider the “good” event

\[
\Gamma_{S,i} = \left\{ \frac{\beta_1^*(d_i(1) - \mathbb{E}_{1,a,b}[d_i(1)]) + \beta_2^*(d_i(2) - \mathbb{E}_{1,a,b}[d_i(2)])}{\sqrt{\beta_1^* \text{Var}_{1,a,b}[d_i(1)] + \beta_2^* \text{Var}_{1,a,b}[d_i(2)]}} \leq \sqrt{2 \log n} \right\}.
\]

We set \( \Gamma_S = \cap_{i \in S} \Gamma_{S,i} \). We define \( \bar{L}_\pi = \mathbb{E}_S[L_S 1_{\Gamma_S}] \), where \( \mathbb{E}_S[\cdot] \) denotes the expectation with respect to \( S \sim \pi \). Then it suffices to establish that if \( A \) is of the form (3.2) with \( C < C_{\text{sparse}}(\alpha) \), \( \mathbb{E}_{1,a,b}[\bar{L}_\pi] = \mathbb{E}_{1,a,b}[\bar{L}_\pi] \), \( \mathbb{E}_{1,a,b}[\bar{L}_\pi] = \mathbb{E}_{1,a,b}[\bar{L}_\pi] \), \( \mathbb{E}_{1,a,b}[\bar{L}_\pi] = \mathbb{E}_{1,a,b}[\bar{L}_\pi] \), \( \mathbb{E}_{1,a,b}[\bar{L}_\pi] = \mathbb{E}_{1,a,b}[\bar{L}_\pi] \), and \( \mathbb{E}_{1,a,b}[\bar{L}_\pi] = \mathbb{E}_{1,a,b}[\bar{L}_\pi] \), and that

\[
\mathbb{E}_{1,a,b}[L_S 1_{\Gamma_S}] \leq \sum_{i \in S} \mathbb{E}_{1,a,b}[L_S 1_{\Gamma_S,i}] = \sum_{i \in S} \mathbb{P} \left[ \frac{\beta_1^*(X - \frac{n-s}{k} \frac{a}{n}) + \beta_2^*(Y - \frac{(n-s)(k-1)}{k} \frac{b}{n})}{\sqrt{(\beta_1^*)^2 \frac{n-s}{k} \frac{a}{n} \left( 1 - \frac{1}{n} \right) + (\beta_2^*)^2 \frac{(n-s)(k-1)}{k} \frac{b}{n} \left( 1 - \frac{1}{n} \right)}} > \sqrt{2 \log n} \right],
\]

with \( X \sim \text{Bin}(\frac{n-s}{k} \frac{a}{n} (1 + A)) \), \( Y \sim \text{Bin}(\frac{(n-s)(k-1)}{k} \frac{b}{n} (1 + A)) \). The last equality follows from Lemma 5.3, with

\[
\alpha_1 = \frac{a/n(1+A)}{1-a/n(1+A)}, \quad \alpha_2 = \frac{b/n(1+A)}{1-b/n(1+A)}.
\]
We note that
\[
\begin{align*}
\mathbb{P} \left[ \frac{\beta_1^2(X - \frac{n-s}{k} \frac{a}{n}) + \beta_2^2(Y - \frac{(n-s)(k-1)}{k} \frac{b}{n})}{\sqrt{(\beta_1^2)^{\frac{n-s}{k} \frac{a}{n}} + (\beta_2^2)^{\frac{n-s}{k} \frac{b}{n}}}} > \sqrt{2 \log n} \right] \\
= \mathbb{P} \left[ \frac{\beta_1^2(X - \mathbb{E}[X]) + \beta_2^2(Y - \mathbb{E}[Y])}{\sqrt{\text{Var}(\beta_1^2X + \beta_2^2Y)}} > \sqrt{2 \log n} - \sqrt{C \log n} \right] \\
\leq \exp \left\{ -\log n \left[ 1 - \sqrt{\frac{C}{2} \frac{\frac{1}{k} \frac{\tau_a}{1-\tau_a} + \frac{k-1}{k} \frac{\tau_b}{1-\tau_b}}{\beta_1^2(1-\tau_a) + \frac{k-1}{k} \frac{\tau_b}{1-\tau_b}}} \right]^2 (1 + o(1)) \right\} \\
= n \left( 1 - \sqrt{\frac{C}{2} \frac{\frac{1}{k} \frac{\tau_a}{1-\tau_a} + \frac{k-1}{k} \frac{\tau_b}{1-\tau_b}}{\beta_1^2(1-\tau_a) + \frac{k-1}{k} \frac{\tau_b}{1-\tau_b}}} \right)^2 \left( 1 + o(1) \right),
\end{align*}
\]
using Lemma 5.1 Part 2a. Thus we finally have,
\[
\mathbb{E}_{1,a,b}[L_s \mathbf{1}_{T_s}^\beta] \leq n \left( 1 - \sqrt{\frac{C}{2} \frac{\frac{1}{k} \frac{\tau_a}{1-\tau_a} + \frac{k-1}{k} \frac{\tau_b}{1-\tau_b}}{\beta_1^2(1-\tau_a) + \frac{k-1}{k} \frac{\tau_b}{1-\tau_b}}} \right)^2 + o(1) = o(1)
\]
if \( C < C_{\text{sparse}}(\alpha) \). This completes the first part of the proof.

To study the truncated second moment, we note that \( \mathbb{E}_{1,a,b}[(\tilde{L}_s)^2] = \mathbb{E}_{1,a,b}[\mathbb{E}_{S_1 S_2} [L_s L_s^r 1_{\Gamma_{S_1} \cap \Gamma_{S_2}}]] \),
where \( S_1, S_2 \) are iid draws from the measure \( \pi \). Now, we note that on the event \( \Gamma_{S_1} \cap \Gamma_{S_2} \), for \( i \in S_1 \cap S_2 \), we have,
\[
\begin{align*}
\beta_1^2 \left( \sum_{j \in S_1 \cap S_2 \cap C(i)} Y_{ij} \right) + \beta_2^2 \left( \sum_{j \in S_1 \cap S_2 \cap C(i)^c} Y_{ij} \right) \leq \\
\beta_1^2 \left( \frac{n-s}{k} \frac{a}{n} \frac{1-a}{n} \right) + \beta_2^2 \left( \frac{n-s}{k} \frac{(k-1) b}{n} \frac{1-b}{n} \right) + \sqrt{2 \log n} \left( \beta_1^2 \frac{n-s}{k} \frac{a}{n} \frac{1-a}{n} + \beta_2^2 \frac{(n-s)(k-1) b}{n} \frac{1-b}{n} \right)
\end{align*}
\]
For \( i \in S_1 \cap S_2 \), we denote the above event as \( \mathcal{C}_{S_1,S_2,i} \). Finally, we set \( \mathcal{C}_{S_1,S_2} = \bigcap_{i \in S_1 \cap S_2} \mathcal{C}_{S_1,S_2,i} \). The above discussion implies that \( \Gamma_{S_1} \cap \Gamma_{S_2} \subseteq \mathcal{C}_{S_1,S_2} \) and therefore \( \mathbb{E}_{1,a,b}[L_s L_s 1_{\Gamma_{S_1} \cap \Gamma_{S_2}}] \leq \mathbb{E}_{1,a,b}[L_s L_s 1_{\mathcal{C}_{S_1,S_2}}] \). Setting \( \Theta_1 = \Theta(S_1) = (\theta_1, \ldots, \theta_n) \) and \( \Theta_2 = \Theta(S_2) = (\overline{\theta}_1, \ldots, \overline{\theta}_n) \) to denote the true parameter vectors corresponding to \( S_1, S_2 \) obtained under iid sampling from \( \pi \), we have,
\[
\begin{align*}
L_s L_s = \prod_{i<j: C(i) = C(j)} \left( \theta_i \theta_j \overline{\theta}_i \overline{\theta}_j \right)^{Y_{ij}} \left[ \frac{1 - \theta_i \theta_j \frac{a}{n}}{1 - \frac{a}{n}} \frac{1 - \frac{a}{n}}{1 - \frac{a}{n}} \right]^{(1-Y_{ij})} \times \\
\prod_{i<j: C(i) \neq C(j)} \left( \theta_i \theta_j \overline{\theta}_i \overline{\theta}_j \right)^{Y_{ij}} \left[ \frac{1 - \theta_i \theta_j \frac{b}{n}}{1 - \frac{b}{n}} \frac{1 - \frac{b}{n}}{1 - \frac{b}{n}} \right]^{(1-Y_{ij})},
\end{align*}
\]
where
\[
\tilde{T}_i = \prod_{j \in S_1 \cap S_2 \cap C(i)} (1+A)^{2Y_{ij}} \left[ 1 - \left( 1 + A \right) \frac{a}{n} \frac{1-a}{n} \right]^{2Y_{ij}} \prod_{j \in S_1 \cap S_2 \cap C(i)^c} (1+A)^{2Y_{ij}} \left[ 1 - \left( 1 + A \right) \frac{b}{n} \frac{1-b}{n} \right]^{2Y_{ij}}.
\]
Further, it is easy to see that under $H_0$, $\gamma_0$ and $\prod_{i \in S_1 \cap S_2} \tilde{T}_i$ are independent and therefore

(A.7) \[ E_{1,a,b}[L_{S_1} L_{S_2} 1_{\mathcal{C}_{S_1,S_2}}] = E_{1,a,b}[\gamma_0] E_{1,a,b}\left[\left(\prod_{i \in S_1 \cap S_2} \tilde{T}_i\right) 1_{\mathcal{C}_{S_1,S_2}}\right]. \]

We will use the following lemma. The proof is similar to the case for $\alpha \leq 1/2$ and will thus be deferred to the end of the section.

**Lemma A.2.** As $n \to \infty$, $E_{1,a,b}[\gamma_0] = 1 + o(1)$, uniformly over all $S_1, S_2 \subset \{1, \ldots, n\}$, with $|S_i| = s = n^{1-\alpha}$, $i = 1, 2$, such that $|S_i \cap \tilde{S_i}| = \frac{s}{2}$, $i = 1, 2$, $1 \leq \ell \leq k$.

We will complete the lower bound proof assuming Lemma A.2. Using Lemma 5.3, we have, setting $Z_\ell = |S_1 \cap S_2 \cap \tilde{S}_\ell|$, $1 \leq \ell \leq k$,

\[ E_{1,a,b}[\tilde{T}_i \mathcal{C}_{S_1,S_2}] = \left(1 + \frac{\alpha A^2}{1 - \frac{a}{n}}\right) \frac{n - s}{n} + Z_{C(i)} \left(1 + \frac{b A^2}{1 - \frac{b}{n}}\right) \frac{(k-1)n}{k} - \frac{2(k-1)s}{k} + \sum_{\ell \neq C(i)} Z_\ell \times \]

\[ P\left[\beta_1^* X' + \beta_2^* Y' \leq \frac{n - s}{k} \beta_1^* a + \frac{(k-1)(n-s)}{k} \beta_2^* b + \sqrt{2 \log n} \sqrt{-\frac{n - s}{k} \beta_1^* a \left(1 - \frac{a}{n}\right) + \frac{(n-s)(k-1)}{k} \beta_2^* b \left(1 - \frac{b}{n}\right)}\right] \]

where $X' \sim \text{Bin}\left(\frac{n}{k} - \frac{2s}{k} + Z_{C(i)} \frac{4(1+A)^2}{1 + \frac{2A^2}{1 - \frac{a}{n}}}, \frac{2A^2}{1 + \frac{2A^2}{1 - \frac{a}{n}}}\right)$ and $Y' \sim \text{Bin}\left(\frac{n(k-1)}{k} - \frac{2(k-1)s}{k} + \sum_{\ell \neq C(i)} Z_\ell, \frac{4(1+A)^2}{1 + \frac{2A^2}{1 - \frac{a}{n}}}\right)$.

Upon using Taylor approximation, we have,

\[ P\left[\beta_1^* X' + \beta_2^* Y' \leq \frac{n - s}{k} \beta_1^* a + \frac{(k-1)(n-s)}{k} \beta_2^* b + \sqrt{2 \log n} \frac{-\frac{n - s}{k} \beta_1^* a \left(1 - \frac{a}{n}\right) + \frac{(n-s)(k-1)}{k} \beta_2^* b \left(1 - \frac{b}{n}\right)}{\sqrt{\text{Var}(\beta_1^* X' + \beta_2^* Y')}}\right] < \sqrt{2 \log n} \left(1 - 2C(\tau_a, \tau_b)(1 + o(1))\right). \]

where we set

\[ C(\tau_a, \tau_b) = \sqrt{\frac{\tau_a}{2 \left(\frac{1}{k - \frac{\tau_a}{1 - \tau_a}} + \frac{1}{k - \frac{\tau_b}{1 - \tau_b}}\right)}}. \]

We next run into two cases. Consider first the case when $2C(\tau_a, \tau_b) < 1$. In this case, we bound the above probability by 1. Therefore, we have,

\[ E_{1,a,b}[L_{S_1} L_{S_2} 1_{\mathcal{C}_{S_1,S_2}}] \leq \prod_{\ell = 1}^k \left[\left(1 + \frac{\alpha A^2}{1 - \frac{a}{n}}\right) \frac{n - s}{n} + Z_\ell \left(1 + \frac{b A^2}{1 - \frac{b}{n}}\right) \frac{(k-1)n}{k} - \frac{2(k-1)s}{k} + \sum_{\ell' \neq \ell} Z_{\ell'}\right] Z_\ell \]

\[ \leq \exp\left[n \left(\sum_{\ell} Z_\ell\right) A^2 \left(\frac{1}{k - \frac{\tau_a}{1 - \tau_a}} + \frac{k-1 \frac{\tau_b}{1 - \tau_b}}{k}\right)\right] \]

\[ \leq \exp\left[\left(\sum_{\ell} Z_\ell\right) \left(\frac{1}{k - \frac{\tau_a}{1 - \tau_a}} + \frac{k-1 \frac{\tau_b}{1 - \tau_b}}{k}\right) C \log n\right]. \]
Now, \( \sum_\ell Z_\ell \) can be dominated stochastically by \( U \sim \text{Bin}(s, \frac{z}{n}) \). Therefore,

\[
\mathbb{E}_{1,a,b}[\overline{L}_n^2] \leq \mathbb{E}_{S_1,S_2}[\mathbb{E}_{1,a,b}[L_{S_1} L_{S_2} 1_{S_1,S_2}]] \\
\leq \mathbb{E}[n^{2C^2(\tau_a, \tau_b) U}] = \left(1 - \frac{s}{n}\right) + \frac{s}{n} n^{2C^2(\tau_a, \tau_b)}
\leq \exp \left[ \frac{s^2}{n} n^{2C^2(\tau_a, \tau_b)} \right] = \exp \left[ n^{1-2\alpha+2C^2(\tau_a, \tau_b)} \right] = 1 + o(1)
\]

if \( C < 2 \left( \frac{k-1}{\kappa - 1} \right) \left( \kappa + 1 \right) \). This concludes the proof in this case.

Next, we deal with the case \( 2C(\tau_a, \tau_b) > 1 \). It is easy to see that for \( C < C_{\text{sparse}}(\alpha) \), this is possible only for \( \alpha > 3/4 \). In this case, using Lemma 5.1 Part 1a,

\[
\mathbb{P} \left[ \frac{\beta_1'(X' - \mathbb{E}[X']) + \beta_2'(Y' - \mathbb{E}[Y'])}{\sqrt{\text{Var}(\beta_1 X' + \beta_2 Y')}} \right] < \sqrt{2 \log n} \left( 1 - 2C(\tau_a, \tau_b) \right)
\leq \exp \left[ - \log n \left( 1 - 2C(\tau_a, \tau_b) \right)^2 (1 + o(1)) \right] = n^{-(1-2C(\tau_a, \tau_b))^2(1+o(1))}
\]

In this case, upon repeating the calculation above, we obtain,

\[
\mathbb{E}_{1,a,b}[\overline{L}_n^2] \leq \mathbb{E}_U \left[ \exp \{ U \log n f(\tau_a, \tau_b) \} \right] \leq \exp \left\{ n^{1-2\alpha + f(\tau_a, \tau_b)} \right\},
\]

\( f(\tau_a, \tau_b) = 2C(\tau_a, \tau_b)^2 - (1 - 2C(\tau_a, \tau_b))^2 \).

It is easy to see by direct computation that \( 1 - 2\alpha - f(\tau_a, \tau_b) < 0 \) when \( C < C_{\text{sparse}}(\alpha) \). The proof will thus be complete, once we establish Lemma A.2.

**Proof of Lemma A.2.** The proof borrows heavily from that of Theorem 3.1i.ii. Upon using the same notation as in the proof of Theorem 3.1i.ii., we have, \( \gamma_0 = \prod_{(i,j) \in \mathcal{A}} T_{ij} \), where

\[
\mathcal{A} = \{ (i,j) : i \in S_1 \cap S_2, j \in S_1^c \cap S_2^c \}.
\]

As in the proof of Theorem 3.1i.ii., we decompose \( \gamma_0 = \prod_{i=1}^k \prod_{\ell \leq \ell'} T_{\ell, \ell'} \), with \( T_{\ell} = \prod_{(i,j) \in \mathcal{A}_{\ell}} T_{ij} \), \( 1 \leq \ell \leq k \), \( T_{\ell, \ell'} = \prod_{(i,j) \in \mathcal{A}_{\ell, \ell'}} T_{ij} \), \( 1 \leq \ell < \ell' \leq k \), where we set

\[
\mathcal{A}_{\ell} = \{ (i,j) : (i,j) \in \mathcal{A}, (i,j) \in S_{\ell} \},
\]

\[
\mathcal{A}_{\ell, \ell'} = \{ (i,j) : (i,j) \in \mathcal{A}, (i,j) \in S_{\ell} \cap S_{\ell'} \}.
\]

We note that under \( \mathbb{P}_{1,a,b}[\cdot] \), \( \{ T_{\ell} : 1 \leq \ell \leq k \} \), \( \{ T_{\ell, \ell'} : 1 \leq \ell < \ell' \leq k \} \) are independent—we will bound each expectation in turn. Further, using independence of the edges, we have,

\[
\mathbb{E}_{1,a,b}[T_{\ell}] = \prod_{(i,j) \in \mathcal{A}_{\ell}} \mathbb{E}_{1,a,b}[T_{ij}].
\]

We will encounter the following cases.

1. \( i, j \in S_1 \cap S_2 \cap S_{\ell} \). In this case,

\[
\mathbb{E}_{1,a,b}[T_{ij}] = (1 + A)^{4a/n} + \left( 1 - \frac{a}{n} \right) \left( \frac{1 - (1 + A)^2}{1 - \frac{a}{n}} \right)^2 = 1 + \frac{a}{n} A^2 \left( 1 - \frac{a}{n} \right)^2 (2 + A)^2.
\]

There are \( \left( \frac{Z_{\ell}}{2} \right) \) such terms.
Finally, it remains to bound for some absolute constant $C > 0$.

We note that under the thesis of the Theorem, $i \in S_1 \cap S_2 \cap \tilde{S}_\ell$ or $i, j \in S_1' \cap S_2 \cap \tilde{S}_\ell$ or $i \in S_1 \cap S_2' \cap \tilde{S}_\ell$, $j \in S_1' \cap S_2 \cap \tilde{S}_\ell$. In this case,

$$E_{1,a,b}[T_{ij}] = (1 + A)^2 \frac{a}{n} + \left(1 - \frac{a}{n}\right) \left(1 - (1 + A) \frac{a}{n}\right)^2 = 1 + \frac{a}{n} A^2 \frac{A}{1 - \frac{a}{n}}.$$

There are $2(\tilde{s} - Z_\ell) + \left(\frac{s}{k} - Z_\ell\right)^2$ many $(i, j)$ pairs which have this contribution.

3. $i \in S_1 \cap S_2 \cap \tilde{S}_\ell$, $j \in S_1 \cap S_2 \cap \tilde{S}_\ell$ or $i \in S_1 \cap S_2' \cap \tilde{S}_\ell$, $j \in S_1' \cap S_2 \cap \tilde{S}_\ell$. We have,

$$E_{1,a,b}[T_{ij}] = (1 + A)^3 \frac{a}{n} + \left(1 - (1 + A) \frac{a}{n}\right) \left(1 - (1 + A) \frac{a}{n}\right)^{\frac{a}{n}} \left(1 - \frac{a}{n}\right) = 1 + \frac{a}{n} A^2 \frac{A}{1 - \frac{a}{n}} (2 + A).$$

There are $2Z_\ell \left(\frac{s}{k} - Z_\ell\right)$ many terms with this contribution.

4. For all other $(i, j)$ pairs, it is easy to check that $E_{1,a,b}[T_{ij}] = 1$.

We note that under the thesis of the Theorem, $A \to 0$ as $n \to \infty$. Thus we have the upper bound

$$E_{1,a,b}[T_1] \leq \left(1 + C \frac{\frac{a}{n} A^2}{1 - \frac{a}{n}}\right) U_\ell,$$

$$U_\ell = \left(\frac{Z_\ell}{2}\right) + 2 \left(\frac{s}{k} - Z_\ell\right) + 2Z_\ell \left(\frac{s}{k} - Z_\ell\right)^2,$$

for some absolute constant $C > 0$. Upon simplification, we obtain the bound

$$E_{1,a,b}[T_1] \leq \left(1 + C \frac{\frac{a}{n} A^2}{1 - \frac{a}{n}}\right)^2 \frac{1}{Z_\ell^2} 2^2.$$

Finally, it remains to bound $\{T_{\ell' \ell'}: 1 \leq \ell < \ell' \leq k\}$. We follow the same argument, and encounter the following cases.

1. $i \in S_1 \cap S_2 \cap \tilde{S}_\ell$ and $j \in S_1 \cap S_2 \cap \tilde{S}_\ell'$. In this case, we have,

$$E_{1,a,b}[T_{ij}] = (1 + A)^4 \frac{b}{n} + \left(1 - (1 + A) \frac{b}{n}\right)^2 \left(1 - \frac{b}{n}\right) = 1 + \frac{b}{n} A^2 \frac{A}{1 - \frac{b}{n}} (2 + A).$$

There are $Z_\ell Z_\ell'$ terms with this contribution.

2. $i \in S_1 \cap S_2 \cap \tilde{S}_\ell', j \in S_1 \cap S_2' \cap \tilde{S}_\ell$ and the related pairs $i \in S_1 \cap S_2' \cap \tilde{S}_\ell', j \in S_1' \cap S_2 \cap \tilde{S}_\ell$ and $i \in S_1' \cap S_2 \cap \tilde{S}_\ell, j \in S_1 \cap S_2' \cap \tilde{S}_\ell$. Each pair contributes

$$E_{1,a,b}[T_{ij}] = (1 + A)^3 \frac{b}{n} + \left(1 - (1 + A) \frac{b}{n}\right) \left(1 - (1 + A) \frac{b}{n}\right)^{\frac{b}{n}} \left(1 - \frac{b}{n}\right) = 1 + \frac{b}{n} A^2 \frac{A}{1 - \frac{b}{n}}$$. 

There are $2Z_\ell \left(\frac{s}{k} - Z_\ell\right)$ many terms with this contribution.

3. $i \in S_1 \cap S_2' \cap \tilde{S}_\ell, j \in S_1' \cap S_2 \cap \tilde{S}_\ell$ or $i \in S_1' \cap S_2 \cap \tilde{S}_\ell, j \in S_1 \cap S_2' \cap \tilde{S}_\ell$. Each term contributes

$$E_{1,a,b}[T_{ij}] = (1 + A)^2 \frac{b}{n} + \left(1 - \frac{b}{n}\right) \left(1 - (1 + A) \frac{b}{n}\right)^{\frac{b}{n}} = 1 + \frac{b}{n} A^2 \frac{A}{1 - \frac{b}{n}}.$$

There are $2\left(\frac{s}{k} - Z_\ell\right) \left(\frac{s}{k} - Z_\ell\right)$ many terms with this contribution.

4. Every other pair has $E_{1,a,b}[T_{ij}] = 1$. 

Similar considerations as for $T_\ell$ above lead to the upper bound

$$
\mathbb{E}_{\ell,a,b}[T_{\ell,'}] \leq \left(1 + C \frac{b}{n} A^2 \right) V_{\ell,'},
$$

$$
V_{\ell,'} = Z_\ell Z_\ell ' + 2Z_\ell \left(\frac{s}{k} - Z_\ell 'ight) + 2Z_\ell \left(\frac{s}{k} - Z_\ell \right) - Z_\ell \left(\frac{s}{k} - Z_\ell \right),
$$

for some absolute constant $C > 0$. We note that $Z_\ell, Z_\ell ' \leq \frac{s}{k}$ and thus $V_{\ell,'} \leq \frac{7s^2}{k^2}$. Finally, this yields the following upper bound on $T_{\ell,'}$.

$$
\mathbb{E}_{\ell,a,b}[T_{\ell,'}] \leq \left(1 + C \frac{b}{n} A^2 \right) \frac{7s^2}{k^2}.
$$

The rest of the proof can be completed following the same argument as in that of Theorem 3.1i. ■

A.3. Proof of Theorem 3.3. We prove each part of the theorem in separate subsections below.

Proof of Theorem 3.3 i.

Throughout $C$ denotes the underlying community assignment and all results are uniform in this $C$.

By virtue of centering and scaling of individual $HC(C, \beta_1, \beta_2; t)$ under the null, we have by union bound and Chebyshev’s Inequality,

$$
\mathbb{P}_{1,a,b}(HC(C, \beta_1, \beta_2) \geq \sqrt{\log n})
\leq \sum_t \mathbb{P}_{1,a,b}(GHC(C, \beta_1, \beta_2; t) > \sqrt{\log n}) \leq \frac{\sqrt{10 \log n}}{\log n} \to 0 \quad \text{as } n \to \infty.
$$

This controls the Type I error of this test. It remains to control the Type II error. We will establish as usual that the non-centrality parameter under the alternative beats the null and the alternative variances of the statistic. We consider alternatives as follows. Let $\mathbb{P}_{\Theta, a, b}$ be such that $\theta_i = 1 + A$ for $i \in S$ and $\theta_i = 1$ otherwise, where $A = \sqrt{\frac{C' \log n}{\sigma_{a0}^2}}$ with $2\rho(\beta_1, \beta_2) \geq C' > C_{HC}(\beta_1, \beta_2, \alpha)$, $|S| = s = n^{1-\alpha}$, $\alpha \in (1/2, 1)$. The case of higher signals can be handled by standard monotonicity arguments and are therefore omitted. Also, let $S_\ell = S_\ell \cap S$, $s_\ell = |S_\ell|$ for $\ell = 1, \ldots, k$. Also let

$$
\rho_k(\beta_1, \beta_2) = \frac{1}{\rho(\beta_1, \beta_2)}.
$$

The following Lemma studies the behavior of this statistic under this class of alternatives.

**Lemma A.3.** Let $t = \sqrt{2r \log n}$ with $r = \min \{1, 2C' \rho_k(\beta_1, \beta_2)\}$. Then

(a) $\mathbb{E}_{\Theta, a, b}(GHC(C, \beta_1, \beta_2; t)) \gg \sqrt{\log n}$.

(b) $\left(\mathbb{P}_{\Theta, a, b}(GHC(C, \beta_1, \beta_2; t))\right)^2 \gg \text{Var}_{\Theta, a, b}(GHC(C, \beta_1, \beta_2; t))$.
The Type II error of the HC statistic may be controlled immediately using Lemma A.3. This is straightforward—however, we include a proof for the sake of completeness. For any alternative considered above, we have, using Chebychev’s inequality and Lemma A.3,

\[
\mathbb{P}_{\Theta,a,b}^{(C)}[HC(C, \beta_1, \beta_2) > \sqrt{\log n}] \geq \mathbb{P}_{\Theta,a,b}^{(C)}[GHC(C, \beta_1, \beta_2; t) \geq \sqrt{\log n}] \\
\geq 1 - \frac{\text{Var}_{\Theta,a,b}^{(C)}(GHC(C, \beta_1, \beta_2; t))}{(\mathbb{E}_{\Theta,a,b}^{(C)}(GHC(C, \beta_1, \beta_2; t)) - \sqrt{\log n})^2} \to 1
\]
as \(n \to \infty\). This completes the proof, modulo that of Lemma A.3.

**Proof of Lemma A.3.** The proof requires a detailed understanding of the mean and variance of the \(HC(C, \beta_1, \beta_2; t)\) statistics. Due to centering, \(HC(C, \beta_1, \beta_2; t)\) has mean 0 under the null hypothesis. Our next proposition estimates the variances of the \(HC(C, \beta_1, \beta_2; t)\) statistics under the null and the class of alternatives introduced above. We also lower bound the expectation of the \(HC(C, \beta_1, \beta_2; t)\) statistics under the alternative.

**Proposition A.4.** For \(t = \sqrt{2r \log n}\) with \(r > \frac{C^* \overline{p}_k(\beta_1, \beta_2)}{2}\), we have,

\[
\lim_{n \to \infty} \frac{\log \text{Var}_{\Theta=a,b}^{(C)}(HC(C, \beta_1, \beta_2; t))}{\log n} = 1 - r, \tag{A.8}
\]

\[
\lim_{n \to \infty} \frac{\log \mathbb{E}_{\Theta,a,b}^{(C)}(HC(C, \beta_1, \beta_2; t))}{\log n} \geq 1 - \alpha - \frac{1}{2} \left( \sqrt{2r} - \sqrt{C^* \overline{p}_k(\beta_1, \beta_2)} \right)^2, \tag{A.9}
\]

\[
\lim_{n \to \infty} \frac{\log \text{Var}_{\Theta,a,b}^{(C)}(HC(C, \beta_1, \beta_2; t))}{\log n} = \max \left\{ 1 - \alpha - \frac{1}{2} \left( \sqrt{2r} - \sqrt{C^* \overline{p}_k(\beta_1, \beta_2)} \right)^2, 1 - r \right\} \tag{A.10}
\]

We defer the proof of Proposition A.4 to Appendix B. The rest of the proof follows along the lines of the proof of Lemma 6.4 in Mukherjee, Mukherjee and Sen (2016) by noting that \(C^*/8(1 - \theta)\) in Proposition 6.4 of Mukherjee, Mukherjee and Sen (2016) can be mapped to the constant \(C^* \overline{p}_k(\beta_1, \beta_2)\) in Lemma A.3 and Proposition A.4.

**Proof of Theorem 3.3 ii.**

Throughout \(\mathcal{C}\) denotes the underlying community assignment and all results are uniform in this \(\mathcal{C}\). For \(1 \leq l \leq k\), we set \(\mu_n(S_l, \beta_1, \beta_2) = \beta_1 \mu_n^0(S_l) + \beta_2 \mu_n^0(S_l)\) and recall the definition of \(\sigma_n(S_l, \beta_1, \beta_2)\) from Section 2. First, we control the Type I error of \(\phi(\beta_1, \beta_2, \delta)\) for any \(\delta > 0\). Indeed, we have, using Lemma 5.1 Part 2a and an union bound,

\[
\mathbb{E}_{1,a,b}^{(C)}[T_{d_{\max}}(C, \beta_1, \beta_2, \delta)] \leq n \cdot n^{-1(1 + \delta) + o(1)} \to 0.
\]

Using stochastic monotonicity of the test statistic in \(A\), it suffices to analyze the Type II error for \(A = \sqrt{\frac{C \log n}{\sigma_n}}\) with

\[
C_{max}(\beta_1, \beta_2, \alpha) < C \leq 2\rho_k(\beta_1, \beta_2).
\]

Now, we note that

\[
\mathbb{P}_{\Theta,a,b}^{(C)} \left[ \max_{1 \leq i \leq k} \max_{\bar{S}_l} D_i(\bar{S}_l, \beta_1, \beta_2) > \sqrt{2(1 + \delta) \log n} \right]
\]
Further, for $i \in S(\Theta) \cap \widetilde{S}_l$, we set $d'_i(1, \widetilde{S}_l) = \sum_{j \in C(i) \cap S(\Theta)^c} Y_{ij}$ and $d'_i(2, \widetilde{S}_l) = \sum_{j \in C(i) \cap S(\Theta)^c} Y_{ij}$. We observe that $d'_i(1, \widetilde{S}_l) \geq d'_i(1, \widetilde{S})_l$ and $d'_i(2, \widetilde{S}_l) \geq d'_i(2, \widetilde{S})_l$, and thus

$$
\Pr_{\Theta, a, b}^{(C)} \left[ \max_{1 \leq i \leq k} \max_{i \in S(\Theta)^c} D_i(\widetilde{S}_l, \beta_1, \beta_2) > \sqrt{2(1 + \delta) \log n} \right] \geq \Pr_{\Theta, a, b}^{(C)} \left[ \max_{1 \leq i \leq k} \max_{i \in S(\Theta)^c} D'_i(\widetilde{S}_l, \beta_1, \beta_2) > \sqrt{2(1 + \delta) \log n} \right],
$$

(A.11)

where we set, for $i \in \widetilde{S}_l$, 

$$
D'_i(\widetilde{S}_l, \beta_1, \beta_2) = \frac{\beta_1 d'_i(1, \widetilde{S}_l) + \beta_2 d'_i(2, \widetilde{S}_l) - \mu_{n0}(\widetilde{S}_l, \beta_1, \beta_2)}{\sigma_{n0}(\widetilde{S}_l, \beta_1, \beta_2)}.
$$

Finally, we note that for $j \in C(i)$, $\mathbb{E}_{1, a, b}^{(C)}[Y_{ij}] = \frac{\beta_j}{n}$, and for $j \in C(i) \cap S(\Theta)^c$, $\mathbb{E}_{1, a, b}^{(C)}[Y_{ij}] \geq (1 + A) \frac{\beta_j}{n}$. Similarly, for $j \in C(i)^c$, $\mathbb{E}_{1, a, b}^{(C)}[Y_{ij}] = \frac{b}{n}$, while for $j \in C(i)^c \cap S(\Theta)^c$, $\mathbb{E}_{1, a, b}^{(C)}[Y_{ij}] \geq (1 + A) \frac{b}{n}$. Plugging these into (A.11) and simplifying, we get

$$
\Pr_{\Theta, a, b}^{(C)} \left[ \max_{1 \leq i \leq k} \max_{i \in S(\Theta)^c} D'_i(\widetilde{S}_l, \beta_1, \beta_2) > \sqrt{2(1 + \delta) \log n} \right] \geq \Pr_{\Theta, a, b}^{(C)} \left[ \bigcup_{i=1}^k \left\{ \max_{i \in S(\Theta)^c} \frac{\beta_1 d'_i(1, \widetilde{S}_l) + \beta_2 d'_i(2, \widetilde{S}_l) - \mathbb{E}_{\Theta, a, b}^{(C)}[\beta_1 d'_i(1, \widetilde{S}_l) + \beta_2 d'_i(2, \widetilde{S}_l)]}{\sqrt{\text{Var}_{\Theta, a, b}[\beta_1 d'_i(1) + \beta_2 d'_i(2)]}} > C'_i \sqrt{\log n} \right\} \right],
$$

where $C'_i$ satisfies

$$
C'_i = \sqrt{2(1 + \delta)} - C(1 + o(1)),
$$

and we set $|\widetilde{S}_l| = \lambda n$, $1 \leq l \leq k$. We note that under our assumptions, $C'_i > 0$ for large enough $n$. We note that $\{D'_i(C(i), \beta_1, \beta_2) : i \in S(\Theta)\}$ are independent and for any fixed $i \in S(\Theta) \cap \widetilde{S}_l$, $d'_i(1, \widetilde{S}_l)$ is stochastically larger than a $X_i \sim \text{Bin} \left( \lambda n - s, \frac{\beta_1}{n} \right)$, while $d'_i(2, \widetilde{S}_l)$ stochastically dominates $Y_i \sim \text{Bin} \left( n - \lambda - s, \frac{b}{n} \right)$. Thus we have using Lemma 5.1 Part 2a

$$
\Pr_{\Theta, a, b}^{(C)} \left[ \bigcap_{1 \leq l \leq k} \left\{ \max_{i \in S(\Theta)^c} \frac{\beta_1 d'_i(1) + \beta_2 d'_i(2) - \mathbb{E}_{\Theta, a, b}^{(C)}[\beta_1 d'_i(1) + \beta_2 d'_i(2)]}{\sqrt{\text{Var}_{\Theta, a, b}[\beta_1 d'_i(1) + \beta_2 d'_i(2)]}} \leq C'_i \sqrt{\log n} \right\} \right]

\leq \prod_{l=1}^k \left( \Pr \left[ \frac{\beta_1 X_l + \beta_2 Y_l - \mathbb{E}[\beta_1 X_l + \beta_2 Y_l]}{\sqrt{\text{Var}(\beta_1 X_l + \beta_2 Y_l)}} \leq C'_l \sqrt{\log n} \right] \right)^{|S(\Theta)^c \cap \widetilde{S}_l|}

= \prod_{l=1}^k \left( 1 - \Pr \left[ \frac{\beta_1 X_l + \beta_2 Y_l - \mathbb{E}[\beta_1 X_l + \beta_2 Y_l]}{\sqrt{\text{Var}(\beta_1 X_l + \beta_2 Y_l)}} > C'_l \sqrt{\log n} \right] \right)^{|S(\Theta)^c \cap \widetilde{S}_l|}

\leq \exp \left[ - \sum_{l=1}^k |S(\Theta)^c \cap \widetilde{S}_l| \Pr \left[ \frac{\beta_1 X_l + \beta_2 Y_l - \mathbb{E}[\beta_1 X_l + \beta_2 Y_l]}{\sqrt{\text{Var}(\beta_1 X_l + \beta_2 Y_l)}} > C'_l \sqrt{\log n} \right] \right] \to 0
$$

as $n \to \infty$, by separately analyzing the cases $\tau_a = \tau_b = 0$ and $\tau_a, \tau_b > 0$, $\nu = 1$. This controls the Type II error and completes the proof.
A.4. Proof of Theorem 3.5. The proof of Theorem 3.5i and ii. follows from Theorem 3.3i and ii. Hence here we only prove Theorem 3.5 iii.

**Proof of Theorem 3.5 iii.** In this theorem, since all computations are under the true underlying $C$ and the test based $d_{\max}(1, 1)$ does not depend on it, we drop the notational dependence on $C$ from $\mathbb{E}^{(C)}_{\Theta,a,b}$, $\mathbb{E}^{(C)}_{\Theta,a,b}$, and $\text{Var}^{(C)}_{\Theta,a,b}$.

Consider any alternative $\Theta \in \Xi(s, A)$ with $A$ as in equation (3.5) of the statement of the theorem, such that $\theta_i = 1 + A$ for $i \in S(\Theta)$ and $\theta_i = 1$ otherwise. Recall that we have set $\mu_{00} = \mathbb{E}_{1,a,b}[d_i]$ and $\sigma^2_{00} = \text{Var}_{1,a,b}[d_i]$. If possible, suppose there exists a consistent sequence of tests based on the max degree with asymptotically zero risk again the alternative sequence under consideration. In this case, there exists a sequence of cut-offs $\{k_n\}$ such that

$$
\mathbb{P}_{1,a,b}[\max_i d_i < k_n] \to 1, \quad \mathbb{P}_{\Theta,a,b}[\max_i d_i > k_n] \to 1,
$$
as $n \to \infty$. Without loss of generality, we set

$$
k_n = \mu_{00} + \sigma_{00} \sqrt{2 \log n} \left(1 - \frac{\log \log n + \log(4\pi)}{4 \log n} + \frac{\gamma}{2 \log n}\right).
$$
We first observe that for any such sequence $\{k_n\}$, $\mathbb{P}_{1,a,b}[\max_i d_i < k_n] \to 1$ as $n \to \infty$ implies that $y_n \to \infty$ as $n \to \infty$. To this note, suppose $y_n \leq M$ along any subsequence. Thus along this subsequence, using Theorem 3.6, we have $\mathbb{P}_{1,a,b}[\max_i d_i < k_n] \leq \exp[-M] < 1$. Thus $y_n \to \infty$ as $n \to \infty$. The rest of the proof establishes that the Type II error does not converge to 0 as $n \to \infty$ for any such sequence of cutoffs $k_n$, and alternatives $\Theta$ outlined above. To this end, note that

$$
\mathbb{P}_{\Theta,a,b}\left[\max_i d_i > k_n\right] = \mathbb{P}_{\Theta,a,b}\left[\max_{i \in S(\Theta)} d_i > k_n\right] + \mathbb{P}_{\Theta,a,b}\left[\max_{i \in S(\Theta)^c} d_i > k_n\right] \\
\leq n^{1-\alpha} \mathbb{P}_{\Theta,a,b}[d_{i_0} > k_n] + \mathbb{P}_{\Theta,a,b}\left[\max_{i \in S(\Theta)^c} d_i > k_n\right],
$$
for some $i_0 \in S(\Theta)$. We will establish that each of these terms converge to zero as $n \to \infty$. To this end, first, we note that $y_n \to \infty$ implies that $y_n \geq 0$ eventually. Thus we have,

$$
\mathbb{P}_{\Theta,a,b}[d_{i_0} > k_n] \leq \mathbb{P}_{\Theta,a,b}\left[d_{i_0} > \mu_{00} + \sigma_{00} \sqrt{2 \log n} \left(1 - \frac{\log \log n + \log(4\pi)}{4 \log n}\right)\right] \\
= \mathbb{P}_{\Theta,a,b}\left[d_{i_0} > \mu_{00} + \sigma_{00} \sqrt{2 \log n (1 + o(1))}\right].
$$
We note that under $\mathbb{P}_{\Theta,a,b}[\cdot]$, $d_{i_0} \sim U + V$, with $U, V$ independent random variables and $U \sim \text{Bin}\left(\frac{a}{n}, (1 + A)\frac{a}{n}\right)$ and $V \sim \text{Bin}\left(\frac{n(k-1)}{k}, (1 + A)\frac{n}{n}\right)$ respectively. Thus $E_{\Theta,a,b}[d_{i_0}] = \frac{n}{k}(1 + A)\left(\frac{a}{n} + (k - 1)\frac{b}{n}\right)$ and $\text{Var}_{\Theta,a,b}[d_{i_0}] = \frac{n}{k}(1 + A)\left(\frac{a}{n}(1 - (1 + A)\frac{n}{n}) + (k - 1)\frac{b}{n}(1 - (1 + A)\frac{n}{n})\right)$. Thus $E_{\Theta,a,b}[d_{i_0}] - \mu_{00} = \frac{n}{k}A\left(\frac{a}{n} + (k - 1)\frac{b}{n}\right)$. Further, we observe that $A \to 0$ as $n \to \infty$ to conclude that
\begin{align*}
\Var_{\Theta, a, b}[d_{i_0}] / \Var_{1, a, b}[d_{i_0}] & \to 1 \text{ as } n \to \infty. \text{ Thus we have,} \\
\Pr_{\Theta, a, b}\left[ d_{i_0} > \mu_{i_0} + \sigma_{i_0} \sqrt{2 \log n(1 + o(1))} \right] \\
&= \Pr_{\Theta, a, b}\left[ d_{i_0} - \mathbb{E}_{\Theta, a, b}[d_{i_0}] \sqrt{\Var_{\Theta, a, b}[d_{i_0}]} > \sqrt{2 \log n(1 + o(1))} - \sqrt{C \log n} \frac{n \left( \frac{a}{n} + \frac{k - 1}{b} \right)}{\sigma_{i_0}^2} \right] \\
&= \Pr_{\Theta, a, b}\left[ d_{i_0} - \mathbb{E}_{\Theta, a, b}[d_{i_0}] \sqrt{\Var_{\Theta, a, b}[d_{i_0}]} > \sqrt{2 \log n \left( 1 - \frac{\tau_a + (k - 1) \tau_b}{\tau_a(1 - \tau_a) + (k - 1) \tau_b(1 - \tau_b) \frac{C}{2}} \right)(1 + o(1))} \right] \\
&= \frac{n}{1 - \frac{\tau_a + \tau_b}{\tau_a(1 - \tau_a) + \tau_b(1 - \tau_b) \sqrt{\frac{C}{2}}}^2} + o(1),
\end{align*}

using Lemma 5.1 Part 2. As a result, we have,

\[ n^{1 - \alpha} \Pr_{\Theta, a, b}[d_{i_0} > k_n] = o(1), \]

as \( 1 - \alpha - \left( 1 - \frac{\tau_a + \tau_b}{\tau_a(1 - \tau_a) + \tau_b(1 - \tau_b) \sqrt{\frac{C}{2}}} \right)^2 < 0, \) in this case. This controls the first term.

The control of the second term is similar to the control of the Type I error. However, we have to carefully control the contribution due to the contamination edges with the non-null vertices. To this end, note that for \( i \in S(\Theta)^c, \) \( d_i = Z_{1i} + Z_{2i}, \) where \( Z_{1i} = \sum_{j \neq i, j \in S(\Theta)^c} Y_{ij}, \) \( Z_{2i} = \sum_{j \neq i, j \in S(\Theta)^c} Y_{ij}. \) Thus we have,

\[ \Pr_{\Theta, a, b}\left[ \max_{i \in S(\Theta)^c} d_i > k_n' \right] \leq \Pr_{\Theta, a, b}\left[ \max_{i \in S(\Theta)^c} Z_{1i} + \max_{i \in S(\Theta)^c} Z_{2i} > k_n' \right] \]

\[ \leq \Pr_{\Theta, a, b}\left[ \max_{i \in S(\Theta)^c} Z_{1i} > k_n - k_n' \right] + \Pr_{\Theta, a, b}\left[ \max_{i \in S(\Theta)^c} Z_{2i} > k_n' \right], \]

for some sequence \( k_n' \) to be chosen appropriately. For each \( i \in S(\Theta)^c, \) we note that \( Z_{2i} \) is stochastically dominated by a \( \text{Bin}\left( s, \frac{a}{n}(1 + A) \right) \) random variable. We choose \( k_n' = \frac{\sigma_{i_0} \zeta_n'}{\sqrt{2 \log n}}, \) for some sequence \( \zeta_n' \to \infty \) to be chosen appropriately. We note that \( \alpha \in (\frac{1}{2}, 1) \) implies that \( k_n' \gg \frac{a}{n}(1 + A) \) and thus, by Bernstein’s inequality, for \( i \in S(\Theta)^c, \)

\[ \Pr_{\Theta, a, b}[Z_{2i} > k_n'] \leq \exp\left[ - \frac{\left( k_n' - \frac{a}{n}(1 + A) \right)^2}{2 \left( \frac{a}{n}(1 + A) - \frac{a}{n}(1 + A) + \frac{1}{3} \left( k_n' - \frac{a}{n}(1 + A) \right) \right)^2} \right] \leq \exp\left[ - C k_n' \right] \]

for some \( C > 0. \) Further, \( a, b \gg (\log n)^3 \) implies that \( k_n' \gg \log n \) and thus

\[ \Pr_{\Theta, a, b}\left[ \max_{i \in S(\Theta)^c} Z_{2i} > k_n' \right] \leq n \exp[-Ck_n'] = o(1). \]

Finally, we have, for \( i \in S(\Theta)^c, \) \( Z_{1i} \) is stochastically dominated by \( M_1 + M_2, \) where \( M_1, M_2 \) are independent random variables with \( M_1 \sim \text{Bin}\left( \frac{n}{k}, \frac{a}{n} \right) \) and \( M_2 \sim \text{Bin}\left( \frac{n(k-1)}{k}, \frac{b}{n} \right). \) This implies

\[ \Pr_{\Theta, a, b}\left[ \max_{i \in S(\Theta)^c} Z_{1i} > k_n - k_n' \right] \leq \Pr_{1, a, b}\left[ \max_{i} d_i > k_n - k_n' \right] \]

\[ = \Pr_{1, a, b}\left[ \max_{i} d_i > \mu_{i_0} + \sigma_{i_0} \sqrt{2 \log n \left( 1 - \frac{\log \log n + \log(4\pi)}{4 \log n} + \frac{y_n - \zeta_n'}{2 \log n} \right)} \right]. \]

We note that for any sequence \( y_n \to \infty, \) we can choose a sequence \( \zeta_n' \to \infty \) sufficiently slow such that \( y_n - \zeta_n' \to \infty. \) Under such a choice of \( \zeta_n', \) \( \Pr_{\Theta, a, b}\left[ \max_{i \in S(\Theta)^c} Z_{1i} > k_n - k_n' \right] = o(1) \) as \( n \to \infty. \) This establishes that no such test can control the Type I and Type II errors simultaneously, and thus completes the proof.
A.5. Proof of Theorem 3.6. In this theorem, since all computations are under the true underlying C and the test based on $d_{\text{max}}(1,1)$ does not depend on it, we drop the notational dependence on C from $\mathbb{P}^{(C)}_{\Theta, a, b}$, $\mathbb{E}^{(C)}_{\Theta, a, b}$, and $\text{Var}^{(C)}_{\Theta, a, b}$.

For $y \in \mathbb{R}$, we define $x := x(n, y)$ as the solution of the equation $\frac{1}{\sqrt{2\pi}} n \exp[-x^2/2] = \exp[-y]$. We will establish that

$$\text{P}_{1, a, b} \left[ \frac{\max_{i} d_{i} - \mu_{n0}}{\sigma_{n0}} \leq x \right] \to \exp[e^{-y}]$$

as $n \to \infty$, where as usual we set $\mu_{n0} = \mathbb{E}_{1, a, b}[d_{1}]$ and $\sigma_{n0}^{2} = \text{Var}_{1, a, b}[d_{1}]$. Upon direct computation, we obtain

$$x(n, y) = \sqrt{2\log n} \left( 1 - \frac{\log \log n + \log(4\pi)}{4 \log n} + \frac{y}{2 \log n} \right) + o(1)$$

as $n \to \infty$, thus immediately implying the desired result. Thus it remains to establish (A.12). To this end, we define $Z = \sum_{i} 1(d_{i} > \mu_{n0} + x\sigma_{n0})$. We claim that as $n \to \infty$, $Z$ converges in distribution to a Poisson($\exp[-y]$) random variable. This immediately implies

$$\text{P}_{1, a, b} \left[ \frac{\max_{i} d_{i} - \mu_{n0}}{\sigma_{n0}} \leq x \right] = \text{P}_{1, a, b}[Z = 0] \to \exp[e^{-y}]$$

as $n \to \infty$. This yields (A.12).

Finally, it remains to establish the Poisson approximation for $Z$ as $n \to \infty$. To this end, we use the following version of Stein’s method for Poisson approximation (Barbour, Holst and Janson, 1992, Theorem 2.C and Corollary 2.C.4). We define a sequence of Bernoulli random variables $\{X_{i}; i \in I\}$ to be positively related if for every $i \in I$, we can construct $\{Y_{j}^{(i)}; j \neq i\}$, coupled with $\{X_{i}; i \in I\}$ such that $\{Y_{j}^{(i)}; j \neq i\}$ is distributed as $\{X_{j}; j \neq i\}X_{i} = 1$ and $\forall j \neq i$, $Y_{j}^{(i)} \geq X_{j}$. We set $W = \sum_{i} X_{i}$, with $X_{i} \sim \text{Ber}(p_{i})$, and $\lambda = \sum_{i} p_{i}$. The following theorem (Barbour, Holst and Janson, 1992, Corollary 2.C.4) bounds the TV distance between $W$ and a Poisson random variable with mean $\lambda$.

**Theorem.** (Barbour, Holst and Janson, 1992, Corollary 2.C.4)

$$d_{\text{TV}}(W, \text{Poi}(\lambda)) \leq \min \left\{ 1, \frac{1}{\lambda} \right\} \left( \text{Var}(W) - \lambda + 2 \sum_{i} p_{i}^{2} \right).$$

The desired Poisson approximation result follows immediately from the lemma below.

**Lemma A.5.** The Bernoulli variables $\{1(d_{i} > \mu_{n0} + x\sigma_{n0}); 1 \leq i \leq n\}$ are positively related. We set $\lambda = \lambda_{n} := n \text{P}_{1, a, b}[d_{1} > \mu_{n0} + x\sigma_{n0}]$. Then we have, if $b \gg (\log n)^{3}$, as $n \to \infty$, $\lambda \to \exp[-y]$ and $\text{Var}(Z) \to \exp[-y]$.

An application of the Poisson approximation theorem above concludes the proof of Lemma A.5.

**Proof of Lemma A.5.** First, we establish that $X_{i} = 1(d_{i} > \mu_{n0} + x\sigma_{n0})$ are positively related. We note that the $X_{i}$ are increasing functions of independent random variables $Y$ and thus the $\{X_{i}; 1 \leq i \leq n\}$ are positively related (Barbour, Holst and Janson, 1992, Theorem 2.G). Next, we check that $\lambda \to \exp[-y]$. We have,

$$\lambda = n \text{P}_{1, a, b}[d_{1} > \mu_{n0} + x\sigma_{n0}] = n(1 - \Phi(x))(1 + o(1)),$$
where the last equality follows from Lemma 5.2. Combining Mills ratio with the definition of \( x \) immediately gives us the desired result. Finally, we check the variance condition.

\[
\text{Var}(Z) = n \mathbb{P}_{1,a,b}[d_1 > \mu n_0 + x \sigma n_0](1 - \mathbb{P}_{1,a,b}[d_1 > \mu n + x \sigma n]) + \left( \frac{n}{2} \right) \text{cov}(X_1, X_2).
\]

By computations similar to those involved in control of term \( T_4 \) of Lemma B.1 proved in Appendix B, \( \binom{n}{2} \text{cov}(X_1, X_2) = n^{-1}(1+o(1)) \) for any fixed \( y \in \mathbb{R} \). This completes the proof.

**A.6. Proof of Theorem 3.4.** We claim that the claim of the theorem follows from Theorem 3.3 since \( \text{Risk}_n(\hat{C}, \Xi(s, A)) \to 0 \). To see this note that \( \text{Risk}_n(\hat{C}, \Xi(s, A)) \to 0 \) implies \( \mathbb{P}_{\Theta,a,b}(\text{dist}(\hat{C}, C) \geq 1) \to 0 \) uniformly over all \( C \in S_k^r \) and \( \Xi(s, A) \). Since \( \text{dist}(\hat{C}, C) \) is a \( \mathbb{N} \)-valued random variable, we immediately have \( \mathbb{P}_{\Theta,a,b}(\text{dist}(\hat{C}, C) = 0) \to 1 \) uniformly over all \( C \in S_k^r \) and \( \Xi(s, A) \). The proof therefore follows from Theorem 3.3 by working on the event \( \text{dist}(\hat{C}, C) = 0 \).

**A.7. Proof of Theorem 3.7i.** The proof uses an appropriate truncated second moment argument. We shall also use the standard Chernoff bound which we collect in the following lemma.

**Lemma A.6.** For any positive integer \( n \) and \( p, q \in (0, 1) \), we have,

\[
\mathbb{P}[\text{Bin}(n, p) \geq q n] \leq \exp(-n H_p(q)),
\]

where \( H_p(q) \) is the binary entropy function. Further, setting \( h(x) = x \log x - x + 1 \), we have,

\[
0 \leq H_p(q) - ph(q/p) \leq O\left( \frac{q^2}{1 - q} \right).
\]

Consider a prior which first selects a fixed community assignment \( [n] = \tilde{S}_1 \cup \ldots \cup \tilde{S}_k \), with \( |\tilde{S}_\ell| = n/k \) for all \( 1 \leq \ell \leq k \). Note that this choice is allowed by the assumption that \( \nu \geq 1 \) for \( S_k^r \). Given the community assignment, the prior selects \( s/k \) locations from each \( \tilde{S}_\ell \). This constructs the signal set \( S \). Finally, for \( i \notin S \), set \( \theta_i = 1 \), while for \( i \in S \), \( \theta_i = 1 + A \). This specifies our prior on the parameter space. We denote the prior on this space as \( \pi \), and the signal set as \( S(\Theta) \). Next, given \( \Theta \), for each \( i \in [n] \), we define

\[
d_i(1) = \sum_{j \in C(i) \cap S(\Theta)^c} Y_{ij}, \quad d_i(2) = \sum_{j \in C(i) \cap S(\Theta)^c} Y_{ij},
\]

where \( C(i) = \tilde{S}_\ell \) if \( i \in \tilde{S}_\ell \). We set \( d_i = d_i(1) + d_i(2) \), \( 1 \leq i \leq n \), and define the “good” event

\[
\Gamma_{S,i} = \left\{ d_i \leq (1 + c) \frac{\log n}{\log \Xi} \right\},
\]

where \( \Xi = \log n/\left( \frac{q}{k} + \frac{(k-1)b}{k} \right) \), and \( c > 0 \) is a sufficiently small constant to be chosen later. Recall the likelihood \( L_S \) (A.6), define the truncated likelihood \( \bar{L}_\pi = \mathbb{E}_\pi[L_S 1_{\Gamma_{S,i}}] \). Note that it suffices to prove that whenever \( \gamma < \alpha \), \( \mathbb{E}_{1,a,b}[\bar{L}_\pi] = 1 + o(1) \) and \( \mathbb{E}_{1,a,b}[(\bar{L}_\pi)^2] = 1 + o(1) \). We establish each of these in turn.

First, note that upon Fubini’s theorem,

\[
\mathbb{E}_{1,a,b}[\bar{L}_\pi] = \mathbb{E}_S[\mathbb{E}_{1,a,b}[L_S 1_{\Gamma_{S,i}}]].
\]
Therefore, to establish \( \mathbb{E}_{1,a,b}[L_s] = 1 + o(1) \), it suffices to establish that \( \mathbb{E}_{1,a,b}[L_S 1_{\cap_{i=1}^n \Gamma_{S,i}}] = 1 + o(1) \) uniformly in \( S \). Setting \( \mathbb{P}_S \) to denote the alternative measure with \( \theta_i = 1 + A \) for \( i \in S \) and \( \theta_i = 1 \) otherwise, we have,

\[
\mathbb{E}_{1,a,b}[L_S 1_{\cap_{i=1}^n \Gamma_{S,i}}] = 1 - \mathbb{P}_S[\cup_{i=1}^n \Gamma_{S,i}] \geq 1 - \sum_{i=1}^n \mathbb{P}_S[\Gamma_{S,i}]
\]

\[
= 1 - (n - s)\mathbb{P}\left[ \text{Bin}(\frac{n-s}{k}, \frac{a}{n}) + \text{Bin}(\frac{(k-1)(n-s)}{k}, \frac{b}{n}) > (1 + c)\frac{\log n}{\log \Xi} \right]
\]

\[
- s\mathbb{P}\left[ \text{Bin}(\frac{n-s}{k}, \frac{a}{n}(1 + A)) + \text{Bin}(\frac{(k-1)(n-s)}{k}, \frac{b}{n}(1 + A)) > (1 + c)\frac{\log n}{\log \Xi} \right].
\]

The following probability bounds complete the proof of the first part. First, note that

\[
\mathbb{P}\left[ \text{Bin}(\frac{n-s}{k}, \frac{a}{n}) + \text{Bin}(\frac{(k-1)(n-s)}{k}, \frac{b}{n}) > (1 + c)\frac{\log n}{\log \Xi} \right]
\]

\[
\leq \mathbb{P}\left[ \text{Bin}(n - s, \frac{a}{n}) > (1 + c)\frac{\log n}{\log \Xi} \right] \leq \exp\left( - nH_{a/n}((1 + c)\frac{\log n}{n \log \Xi}) \right) = o\left( \frac{1}{n} \right),
\]

for any \( c > 0 \), where the final inequality follows using Lemma A.6. Finally, we note that

\[
\mathbb{P}\left[ \text{Bin}(\frac{n-s}{k}, \frac{a}{n}(1 + A)) + \text{Bin}(\frac{(k-1)(n-s)}{k}, \frac{b}{n}(1 + A)) > (1 + c)\frac{\log n}{\log \Xi} \right]
\]

\[
\leq \mathbb{P}\left[ \text{Bin}(n - s, \frac{a}{n}(1 + A)) > (1 + c)\frac{\log n}{\log \Xi} \right] \leq \exp\left( - (1 + c/3)(1 - \gamma) \log n \right)
\]

for \( n \) sufficiently large. Thus

\[
\mathbb{P}\left[ \text{Bin}(\frac{n-s}{k}, \frac{a}{n}(1 + A)) + \text{Bin}(\frac{(k-1)(n-s)}{k}, \frac{b}{n}(1 + A)) > (1 + c)\frac{\log n}{\log \Xi} \right] = o\left( \frac{1}{n} \right),
\]

as \( \gamma < \alpha \). This verifies the required bound.

Next, we focus on \( \mathbb{E}_{1,a,b}[(\overline{L}_s)^2] \). Note that \( \mathbb{E}_{1,a,b}[(\overline{L}_s)^2] = \mathbb{E}_{S_1,S_2}[\mathbb{E}_{1,a,b}[L_{S_1}L_{S_2} 1_{\cap(i \in S_1 \cap S_2)}]] \), where \( S_1, S_2 \) are iid samples from the prior \( \pi \). Note that for \( i \in S_1 \cap S_2 \),

\[
\sum_{j \in S_1 \cap S_2 \cap C(i)} Y_{ij} + \sum_{j \in S_1 \cap S_2 \cap C(i)} Y_{ij} \leq (1 + c)\frac{\log n}{\log \Xi},
\]

an event that we denote as \( \mathcal{C}_{S_1,S_2,i} \). Setting \( \mathcal{C}_{S_1,S_2} = \cap_{i \in S_1 \cap S_2} \mathcal{C}_{S_1,S_2,i} \), we note that \( \cap_{i}(\Gamma_{S_1,i} \cap \Gamma_{S_2,i}) \subseteq \mathcal{C}_{S_1,S_2} \). Armed with this observation, we seek to derive an upper bound on \( \mathbb{E}_{1,a,b}[L_{S_1}L_{S_2} 1_{\cap(i \in \cap \Gamma_{S_1,i} \cap \Gamma_{S_2,i})}] \). We proceed exactly as in the proof of Theorem 3.2. Thus we obtain, as in (A.10),

\[
L_{S_1}L_{S_2} = y_0 \prod_{i \in S_1 \cap S_2} \overline{T}_i,
\]

\[
\mathbb{E}_{1,a,b}[L_{S_1}L_{S_2} 1_{\cap(i \in \cap \Gamma_{S_1,i} \cap \Gamma_{S_2,i})}] \leq \mathbb{E}_{1,a,b}[y_0] \mathbb{E}_{1,a,b}\left[ \left( \prod_{i \in S_1 \cap S_2} \overline{T}_i \right) 1_{\mathcal{C}_{S_1,S_2}} \right].
\]

The following lemma controls \( \mathbb{E}_{1,a,b}[y_0] \). The proof is exactly as that of Lemma A.2, and is thus omitted.

**Lemma A.7.** As \( n \to \infty \), \( \mathbb{E}_{1,a,b}[y_0] = 1 + o(1) \), uniformly over all \( S_1, S_2 \subset \{1, \ldots, n\} \), with \( |S_i| = s = n^{1-\alpha} \), \( i = 1, 2 \), such that \( |S_i \cap \overline{S}_j| = \frac{s}{k} \), \( i = 1, 2 \), \( 1 \leq \ell \leq k \).
We complete the proof assuming Lemma A.7. Using Lemma 5.3, setting \(Z_\ell = |S_1 \cap S_2 \cap \tilde{S}_\ell|\), \(1 \leq \ell \leq k\), we have,

\[
\mathbb{E}_{1,a,b} \left[ \prod_{i \in S_1 \cap S_2} \tilde{T}_i \right] \leq \left( 1 + \frac{\alpha n A^2}{1 - \frac{\alpha}{n}} \right)^n |S_1 \cap S_2|.
\]

Thus in this regime,

\[
\mathbb{E}_{1,a,b} (\tilde{L}_\pi)^2 \leq \mathbb{E}_{S_1,S_2} \left[ \left( 1 + \frac{\alpha n A^2}{1 - \frac{\alpha}{n}} \right)^n |S_1 \cap S_2| \right].
\]

Observe that \(|S_1 \cap S_2| \sim \text{Hyp}(n, s, s)\) and we seek to bound an increasing function of a Hypergeometric variable. Thus by stochastic dominance, we have,

\[
\mathbb{E}_{1,a,b} (\tilde{L}_\pi)^2 \leq (1 + o(1)) \mathbb{E}_{S_1,S_2} \left[ \left( 1 + \frac{\alpha n A^2}{1 - \frac{\alpha}{n}} \right)^n U \right],
\]

where \(U \sim \text{Bin}(s, s/n)\). Thus

\[
\mathbb{E}_{1,a,b} (\tilde{L}_\pi)^2 \leq \left[ 1 - \frac{s}{n} + \frac{s}{n} \left( 1 + \frac{\alpha n A^2}{1 - \frac{\alpha}{n}} \right)^n \right] = 1 + o(1).
\]

as \(\gamma < 1/2\). Finally, we turn to the case \(\gamma > 1/2\). Using \(\log(1 + x) \leq x\), we observe,

\[
\left( 1 + \frac{\alpha n A^2}{1 - \frac{\alpha}{n}} \right)^{\frac{2 - 2A\gamma}{\alpha} + Z_{C(i)}} (1 + \frac{b n A^2}{1 - \frac{b}{n}})^{\frac{(k-1)n}{k} - \frac{2(k-1)s}{k} + \sum_{\ell \notin C(i)} Z_\ell} \leq \exp \left( \frac{A^2}{k} \cdot \frac{(k-1)b}{k} \cdot \frac{A^2}{k} \right),
\]

where the last step follows as \(a, b, A \ll \log n\) in this setting. Further, using Taylor expansion, as \(\gamma \in (0,1)\), for \(n\) sufficiently large,

\[
\frac{\alpha n}{1 - \frac{\alpha}{n}} = \frac{A^2}{n} (1 + A)^2 + o \left( \frac{1}{n} \right), \quad \frac{b n}{1 - \frac{b}{n}} = \frac{b}{n} (1 + A)^2 + o \left( \frac{1}{n} \right).
\]

Finally, let \(M_1 \sim \text{Bin}(n_1, p_1)\) and \(M_2 \sim \text{Bin}(n_2, p_2)\) be independent random variables. By Chernoff inequality, for any \(c_0 > 0\) and \(t > 0\), we have,

\[
\mathbb{P}[M_1 + M_2 \leq c_0 (n_1 p_1 + n_2 p_2)] \leq \exp \left( c_0 t (n_1 p_1 + n_2 p_2) + n_1 \log(1 - p_1 + p_1 e^{-t}) + n_2 \log(1 - p_2 + p_2 e^{-t}) \right)
\]

\[
\leq \exp \left( c_0 t (n_1 p_1 + n_2 p_2) + (n_1 p_1 + n_2 p_2) (e^{-t} - 1) + O \left( n_1 p_1^2 + n_2 p_2^2 \right) \right).
\]
Setting \( t = -\log c_0 \), we obtain

\[
\mathbb{P}[M_1 + M_2 \leq c_0(n_1p_1 + n_2p_2)] \leq \exp \left( - (n_1p_1 + n_2p_2)h(c_0) + O(n_1p_1^2 + n_2p_2^2) \right),
\]

where \( h(c_0) = c_0 \log c_0 - c_0 + 1 \). Therefore, combining (A.13), (A.14), and (A.15), we have, for \( i \in S_1 \cap S_2 \)

\[
\mathbb{E}_{1,a,b}[\tilde{T}_i1_{\tilde{S}_i \in S_1, S_2}] \leq \exp \left( A^2\left( \frac{a}{k} + \frac{(k-1)b}{k} \right) + o(1) \right) \cdot \exp \left( - (1 + A)^2 \left( \frac{a}{k} + \frac{(k-1)b}{k} \right) h(\xi_n) + o(1) \right),
\]

where we set

\[
\xi_n = \frac{(1 + c) \log n}{(1 + A)^2 \left( \frac{a}{k} + \frac{(k-1)b}{k} \right)}.
\]

Thus we have,

\[
\mathbb{E}_{1,a,b}[\tilde{T}_i1_{\tilde{S}_i \in S_1, S_2}] \leq \exp \left( (1 + A)^2 \left( \frac{a}{k} + \frac{(k-1)b}{k} \right) (-\xi_n \log \xi_n + \xi_n) + o(1) \right).
\]

This implies,

\[
\mathbb{E}_{1,a,b}\left[ \left( \prod_{i \in S_1 \cap S_2} \tilde{T}_i \right) 1_{\tilde{S}_i \in S_1, S_2} \right] \leq \exp \left( |S_1 \cap S_2| \left( (1 + A)^2 \left( \frac{a}{k} + \frac{(k-1)b}{k} \right) (-\xi_n \log \xi_n + \xi_n) + o(1) \right) \right).
\]

Using stochastic dominance, we can bound the above expectation using that of \( U \sim \text{Bin}(s, s/n) \). This implies

\[
\mathbb{E}_{1,a,b}[\tilde{L}_i^2] \leq (1 + o(1))\mathbb{E}\left[ \exp \left( U \left( (1 + A)^2 \left( \frac{a}{k} + \frac{(k-1)b}{k} \right) (-\xi_n \log \xi_n + \xi_n) + o(1) \right) \right) \right]
\]

\[
\leq (1 + o(1)) \exp \left( \frac{s^2}{n} \exp \left( \left( (1 + A)^2 \left( \frac{a}{k} + \frac{(k-1)b}{k} \right) (-\xi_n \log \xi_n + \xi_n) \right) \right) \right).
\]

\[
= 1 + o(1),
\]

whenever \( c > 0 \) is chosen small enough such that \( 2a - 1 > (1 + c)(2\gamma - 1) \). This completes the proof.

**A.8. Proof of Theorem 3.7ii.** Throughout this proof, we set \( h(u) = u \log u - u + 1 \). Fix a community partition \( C = S_1 \cup \cdots \cup S_k \in S_k^\epsilon \), with \( |S_i| = \lambda_i n, \ 1 \leq i \leq k \). Recall that we denote the degree of the \( i^{th} \) vertex as \( d_i \), and set \( d_i' = \sum_{j \in S(\Theta)c} Y_{ij} \). For \( i \in \tilde{S}_l \), observe that

\[
\mathbb{E}_{1,a,b}[d_i] = \left( |\tilde{S}_l| - 1 \right) \frac{a}{n} + (n - |\tilde{S}_l|) \frac{b}{n} = \lambda_i.
\]

Define \( \lambda_{\max} = \max_{1 \leq i \leq k} \lambda_l \) and \( \lambda_{\min} = \min_{1 \leq i \leq k} \lambda_l \), and observe that \( C \in S_k^\epsilon \) implies that there exist universal constants \( 0 < C_1 < C_2 \) such that

\[
(A.16) \quad C_1 \left( \frac{a}{k} + \frac{(k-1)b}{k} \right) < \lambda_{\min} < \lambda_{\max} < C_2 \left( \frac{a}{k} + \frac{(k-1)b}{k} \right).
\]

Select \( t_0 \) such that \( \lambda_{\max} h(t_0/\lambda_{\max}) = \log(n \log n) \). Consider a test which rejects the null whenever \( \max_{1 \leq i \leq n} d_i > t_0 \). Then we have,

\[
(A.17) \quad \mathbb{P}_{1,a,b}\left[ \max_{1 \leq i \leq n} d_i > t_0 \right] \leq \sum_{i=1}^{k} |\tilde{S}_i| \mathbb{P}_{1,a,b}[d_i > t_0],
\]
where \( i \in \tilde{S}_t \) in the RHS of the inequality above. Observe that for \( i \in \tilde{S}_t \),

\[
P_{1,a,b}[d_i > t_0] = P[X + Y > t_0],
\]

where \( X \sim \text{Bin}\left(|\tilde{S}_t| - 1, \frac{a}{n}\right) \) and \( Y \sim \text{Bin}\left(n - |\tilde{S}_t|, \frac{b}{n}\right) \) are independent. Using Chernoff bound, for any \( c > 0 \),

\[
P[X + Y > t_0] \leq \exp\left(-ct_0 + \left(|\tilde{S}_t| - 1\right) \log\left(1 - \frac{a}{n} + \frac{a}{n}e^c\right) + (n - |\tilde{S}_t|) \log\left(1 - \frac{b}{n} + \frac{b}{n}e^c\right)\right)
\]

\[
\leq \exp\left(-ct_0 + \lambda_{\text{max}}(e^c - 1)\right),
\]

where the last inequality follows from \( \log(1 + x) \leq x \). Optimizing over \( c > 0 \), for any \( i \in [n] \), we get

\[
P_{1,a,b}[d_i > t_0] \leq \exp(- \log(n \log n)) = o\left(\frac{1}{n}\right).
\]

Plugging this bound back into (A.17), we note that this test has asymptotically zero Type I error.

Finally, we turn to the Type II error. We have,

\[
\text{(A.18)} \quad P_{\Theta,a,b}\left[\max_{1 \leq i \leq n} d_i > t_0\right] \geq P_{\Theta,a,b}\left[\max_{i \in S(\Theta)} d_i^* > t_0\right] = 1 - \prod_{l=1}^{k} \prod_{i \in S(\Theta) \cap S_l} \left(1 - P_{\Theta,a,b}[d_i^* > t_0]\right).
\]

Next, using stochastic dominance, for \( i \in S(\Theta) \cap \tilde{S}_l \),

\[
P_{\Theta,a,b}[d_i^* > t_0] \geq P\left[\text{Bin}\left(|\tilde{S}_l| - s, (1 + A)\frac{a}{n}\right) + \text{Bin}\left(n - |\tilde{S}_l| - s, (1 + A)\frac{b}{n}\right) > t_0\right].
\]

To further lower bound this probability, we note that

\[
P\left[\text{Bin}\left(|\tilde{S}_l| - s, (1 + A)\frac{a}{n}\right) + \text{Bin}\left(n - |\tilde{S}_l| - s, (1 + A)\frac{b}{n}\right) > t_0\right] 
\]

\[
\geq P\left[\text{Bin}\left(|\tilde{S}_l| - s, (1 + A)\frac{a}{n}\right) + \text{Bin}\left(n - |\tilde{S}_l| - s, (1 + A)\frac{b}{n}\right) = [t_0]\right].
\]

From our choice of \( t_0 \), observe that \( t_0 = (1 + o(1)) \log n / \log(\frac{\log n}{\lambda_{\text{max}}}) \). By direct computation, we have,

\[
P\left[\text{Bin}\left(|\tilde{S}_l| - s, (1 + A)\frac{a}{n}\right) + \text{Bin}\left(n - |\tilde{S}_l| - s, (1 + A)\frac{b}{n}\right) > t_0\right] \geq n^{-(1-\gamma) + o(1)}.
\]

Plugging this back into (A.18), we obtain

\[
P_{\Theta,a,b}\left[\max_{1 \leq i \leq n} d_i > t_0\right] \geq 1 - (1 - n^{-(1-\gamma) + o(1)})^k \to 1
\]

as \( \gamma > \alpha \). This controls the Type II error, and concludes the proof.

APPENDIX B: PROOF OF TECHNICAL LEMMAS

B.1. Proof of Lemma 5.3. Let \( A = \{(t_1, t_2) \in \mathbb{N}^2 : 0 \leq t_1 \leq n_1, \ 0 \leq t_2 \leq n_2, \ \beta_1 t_1 + \beta_2 t_2 \in B\} \).

\[
\mathbb{E}\left(\alpha_1^X \alpha_2^Y \mathbf{1}(\beta_1 X + \beta_2 Y \in B)\right)
\]
Therefore, for 

Now, for 

B.2. Proof of Proposition A.4. We analyze each term in turn.

\[
\mathbb{P}^{(C)}_{\Theta, a, b}(HC(C, \beta_1, \beta_2; t))
= \sum_{l=1}^{k} \sum_{i \in \tilde{S}_l \cap S} \left\{ \mathbb{P}^{(C)}_{\Theta, a, b} \left( D_t(C, \beta_1, \beta_2) > t \right) - \mathbb{P}^{(C)}_{1, a, b} \left( D_t(C, \beta_1, \beta_2) > t \right) \right\}
+ \sum_{l=1}^{k} \sum_{i \in \tilde{S}_l \cap S} \left\{ \mathbb{P}^{(C)}_{\Theta, a, b} \left( D_t(\tilde{S}_l, \beta_1, \beta_2) > t \right) - \mathbb{P}^{(C)}_{1, a, b} \left( D_t(\tilde{S}_l, \beta_1, \beta_2) > t \right) \right\}
\geq \sum_{l=1}^{k} \sum_{i \in \tilde{S}_l \cap S} \left\{ \mathbb{P}^{(C)}_{\Theta, a, b} \left( D_t(\tilde{S}_l, \beta_1, \beta_2) > t \right) - \mathbb{P}^{(C)}_{1, a, b} \left( D_t(\tilde{S}_l, \beta_1, \beta_2) > t \right) \right\}.
\]

Fix \( l = 1, \ldots, k \) and \( i \in \tilde{S}_l \cap S \). First by direct application of Lemma 5.1 part 2a, we have

\[
\mathbb{P}^{(C)}_{1, a, b} \left( D_t(\tilde{S}_l, \beta_1, \beta_2) > t \right) \leq n^{-r+o(1)}.
\]

Now, for \( i \in \tilde{S}_l \cap S \), it easy to see that

\[
\beta_1 d_i(1, \tilde{S}_l) + \beta_2 d_i(2, \tilde{S}_l) \overset{\text{stoch}}{\geq} \beta_1 \text{Bin} \left( |\tilde{S}_l| - 1, (1 + A) \frac{a}{n} \right) + \beta_2 \text{Bin} \left( n - |\tilde{S}_l|, (1 + A) \frac{b}{n} \right).
\]

Moreover, Therefore, for \( i \in \tilde{S}_l \cap S \) we have using Lemma 5.1 part 2a

\[
\mathbb{P}^{(C)}_{\Theta, a, b} \left( D_t(\tilde{S}_l, \beta_1, \beta_2) > t \right) = \exp \left( -\frac{1}{2} \left( \sqrt{2r} - \sqrt{C^2 \rho_l} \right)^2 (1 + o(1)) \log n \right),
\]

where we have with \( |\tilde{S}_l| = \lambda n \) and \( \bar{\lambda} = \frac{1}{k} \sum_{l=1}^{k} \lambda_l \)

\[
\bar{\rho}_l^{-1} = \left[ \frac{(\beta_1^2 \tau_a (1 - \tau_a) \lambda_l + \beta_2^2 (1 - \lambda_l) \tau_b (1 - \tau_b)) (\tau_a (1 - \tau_a) \bar{\lambda} + (1 - \bar{\lambda}) \tau_b (1 - \tau_b))}{(\beta_1 \tau_a \lambda_l + \beta_2 (1 - \lambda_l) \tau_b)^2} \right].
\]

Therefore,

\[
\sum_{l=1}^{k} \sum_{i \in \tilde{S}_l \cap S} \left\{ \mathbb{P}^{(C)}_{\Theta, a, b} \left( D_t(\tilde{S}_l, \beta_1, \beta_2) > t \right) - \mathbb{P}^{(C)}_{1, a, b} \left( D_t(\tilde{S}_l, \beta_1, \beta_2) > t \right) \right\}
\]
\[ = \sum_{l=1}^{k} |\tilde{S}_l \cap S| \left( \exp \left( -\frac{1}{2} \left( \sqrt{2r} - \sqrt{C^* p_l} \right)^2 (1 + o(1)) \log n \right) - \exp \left( -\frac{2r}{2} (1 + o(1)) \log n \right) \right). \]

This completes the proof of (A.9) noting that there exists at least one \( l = 1, \ldots, k \) such that \( |\tilde{S}_l \cap S| \geq s/k. \)

**Analysis of \( \text{Var}_{\Theta, a, b}^{(C)}(HC(C, \beta_1, \beta_2; t)) \)**

We begin by the following basic decomposition of the variance between diagonal and off-diagonal terms.

\[ \text{Var}_{\Theta, a, b}^{(C)}(HC(C, \beta_1, \beta_2; t)) \colon = \sum_{i=1}^{5} T_i, \]

\[ T_1 = \sum_{l=1}^{k} \sum_{i \in \tilde{S}_l \cap S} \text{Var}_{\Theta, a, b}^{(C)} \left( I \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) \right), \]

\[ T_2 = \sum_{l=1}^{k} \sum_{i \in \tilde{S}_l \cap S} \text{Var}_{\Theta, a, b}^{(C)} \left( I \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) \right), \]

\[ T_3 = \sum_{\{l, l'\} \in \{1, \ldots, k\}, \ i \in \tilde{S}_l \cap S, \ i' \in \tilde{S}_{l'} \cap S} \text{Cov}_{\Theta, a, b}^{(C)} \left( I \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) , I \left( D_{i'}(\tilde{S}_{l'}, \beta_1, \beta_2) > t \right) \right), \]

\[ T_4 = \sum_{\{l, l'\} \in \{1, \ldots, k\}, \ i \in \tilde{S}_l \cap S^c, \ i' \in \tilde{S}_{l'} \cap S^c} \text{Cov}_{\Theta, a, b}^{(C)} \left( I \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) , I \left( D_{i'}(\tilde{S}_{l'}, \beta_1, \beta_2) > t \right) \right), \]

\[ T_5 = \sum_{\{l, l'\} \in \{1, \ldots, k\}, \ i \in \tilde{S}_l \cap S^c, \ i' \in \tilde{S}_{l'} \cap S^c} \text{Cov}_{\Theta, a, b}^{(C)} \left( I \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) , I \left( D_{i'}(\tilde{S}_{l'}, \beta_1, \beta_2) > t \right) \right), \]

The control of the various terms above is achieved by the following lemma.

**Lemma B.1.** Assume the conditions of Theorem 3.3. For \( t = \sqrt{2r \cdot \log n} \) with \( r > \frac{C^* p_k(\beta_1, \beta_2)}{2} \), we have for any \( \epsilon > 0 \)

\[ \lim_{n \to \infty} \frac{\log T_1}{\log n} = 1 - \alpha - \frac{1}{2} \left( \sqrt{2r} - \sqrt{C^* p_k(\beta_1, \beta_2)} \right)^2, \quad \lim_{n \to \infty} \frac{\log T_2}{\log n} = 1 - r, \]

\[ \lim_{n \to \infty} \frac{\log T_3}{\log n} \leq 1 - 2\alpha - \left( \sqrt{2r} - \sqrt{C^* p_k(\beta_1, \beta_2)} \right)^2 (1 - \epsilon), \quad \lim_{n \to \infty} \frac{\log T_4}{\log n} \leq 1 - 2r(1 - \epsilon), \]

\[ \lim_{n \to \infty} \frac{\log T_5}{\log n} \leq 1 - \alpha - \left( \frac{1}{2} \left( \sqrt{2r} - \sqrt{C^* p_k(\beta_1, \beta_2)} \right)^2 + r \right) (1 - \epsilon). \]

We note that Lemma B.1 indeed verifies (A.10) by taking \( \epsilon > 0 \) small enough. Also this verifies (A.8) by taking \( C^* = 0 \) in Lemma B.1. ■

**Proof of Lemma B.1.** We will constantly use the following simple identity.

**Lemma B.2.** For real numbers \( p, x_1, x_2, y_1, y_2 \)

\[ px_1x_2 + (1 - p)y_1y_2 - (px_1 + (1 - p)y_1)(px_2 + (1 - p)y_2) = p(1 - p)(x_1 - y_1)(x_2 - y_2). \]
Control of $T_1$. Note that for $i \in \tilde{S}_l \cap S$, $l = 1, \ldots, k$, we have

$$\text{Var}^{(c)}_{\Theta, a, b} \left( I \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) \right) = a^{(s)}(t) \times (1 - a^{(s)}(t)).$$

where

$$a^{(s)}(t) = \mathbb{P}^{(c)}_{\Theta, a, b} \left( \beta_1 d_i(1, \tilde{S}_l) + \beta_2 d_i(2, \tilde{S}_l) > t \sigma_0(\beta_1, \beta_2, \tilde{S}_l) + \beta_1 \mu_{n_1}^{(0)}(\tilde{S}_l) + \beta_2 \mu_{n_2}^{(0)}(\tilde{S}_l) \right).$$

Note that under $\mathbb{P}^{(c)}_{\Theta, a, b}$ we have $\beta_1 d_i(1, \tilde{S}_l) + \beta_2 d_i(2, \tilde{S}_l) \sim \beta_1 (Z_{11}^{(l)} + Z_{12}^{(l)}) + \beta_2 (Z_{21}^{(l)} + Z_{22}^{(l)})$ with the following independent components

- $Z_{11}^{(l)} \sim \text{Bin} \left( s_i - 1, (1 + A) \frac{a}{n} \right)$,
- $Z_{12}^{(l)} \sim \text{Bin} \left( n\lambda_l - s_i, (1 + A) \frac{a}{n} \right)$,
- $Z_{21}^{(l)} \sim \text{Bin} \left( n(1 - \lambda_l) - \sum_{j \neq l} s_j, (1 + A) \frac{b}{n} \right)$,
- $Z_{22}^{(l)} \sim \text{Bin} \left( \sum_{j \neq l} s_j, (1 + A) \frac{b}{n} \right)$.

To operationalize Lemma 5.1, note that

$$t \sigma_0(\beta_1, \beta_2, \tilde{S}_l) + \beta_1 \mu_{n_1}^{(0)}(\tilde{S}_l) + \beta_2 \mu_{n_2}^{(0)}(\tilde{S}_l) - \beta_1 (n \lambda_l - s_i)(1 + A) \frac{a}{n} - \beta_2 (n(1 - \lambda_l) - \sum_{j \neq l} s_j)(1 + A) \frac{b}{n}$$

$$\geq \sqrt{2r - \sqrt{C^* \tilde{p}_l}} \left( 1 + o(1) \right) \sqrt{\log n},$$

where recall that

$$\tilde{p}_l^{-1} = \left[ \frac{(\beta_1^2 r_a(1 - r_a) \lambda_l + \beta_2^2 (1 - \lambda_l) \tau_b(1 - \tau_b)) \tau_a(1 - \tau_a) \lambda_l + (1 - \lambda_l) \tau_b(1 - \tau_b))}{(\beta_1 \lambda_l \lambda + \beta_2 (1 - \lambda_l) \tau_b)^2} \right].$$

Therefore, applying Lemma 5.1 Part (b, ii),

$$\sum_{l=1}^{k} \sum_{i \in \tilde{S}_l \cap S} \text{Var}^{(c)}_{\Theta, a, b} \left( I \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) \right)$$

$$= \sum_{l=1}^{k} |\tilde{S}_l \cap S| \exp \left( -\frac{1}{2} \left( \sqrt{2r - \sqrt{C^* \tilde{p}_l}} \right)^2 (1 + o(1)) \log n \right) \left( 1 + o(1) \right).$$

This completes the verification of the control of the control of Term $T_1$ by noting that there exists at least one $l = 1, \ldots, k$ such that $|\tilde{S}_l \cap S| \geq s/k$ and considering the asymptotics of $\tau_a, \tau_b$ under the assumptions of Theorem 3.3.

Control of $T_2$. Note that for $i \in \tilde{S}_l \cap S^c$, $l = 1, \ldots, k$, we have

$$\text{Var}^{(c)}_{\Theta, a, b} \left( I \left( D_i(\tilde{S}_l, \beta_1, \beta_2) > t \right) \right) = a^{(s)}(t) \times (1 - a^{(s)}(t)).$$
where
\[ a^{(s_i)}(t) = \mathbb{P}_{\Theta,a,b}^{(C)} \left( \beta_1 d_i(1, \tilde{S}_t) + \beta_2 d_i(2, \tilde{S}_t) > t \sigma_{n0}(\beta_1, \beta_2, \tilde{S}_t) + \beta_1 \mu_{n1}^0(\tilde{S}_t) + \beta_2 \mu_{n2}^0(\tilde{S}_t) \right). \]

and under \( \mathbb{P}_{\Theta,a,b}^{(C)} \) we have \( \beta_1 d_i(1, \tilde{S}_t) + \beta_2 d_i(2, \tilde{S}_t) \sim \beta_1 (Z_{11}^{(t)} + Z_{12}^{(t)}) + \beta_2 (Z_{21}^{(t)} + Z_{22}^{(t)}) \) with the following independent components
\[
Z_{11}^{(t)} \sim \text{Bin} \left( s_t, (1 + A) \frac{a}{n} \right), \\
Z_{12}^{(t)} \sim \text{Bin} \left( n \lambda_t - s_t - 1, \frac{a}{n} \right), \\
Z_{21}^{(t)} \sim \text{Bin} \left( n(1 - \lambda_t) - \sum_{j \neq l} s_j, \frac{b}{n} \right), \\
Z_{22}^{(t)} \sim \text{Bin} \left( \sum_{j \neq l} s_j, (1 + A) \frac{b}{n} \right).
\]

To operationalize Lemma 5.1, note that
\[
t \sigma_{n0}(\beta_1, \beta_2, \tilde{S}_t) + \beta_1 \mu_{n1}^0(\tilde{S}_t) + \beta_2 \mu_{n2}^0(\tilde{S}_t) - \beta_1 (n \lambda_t - s_t) \frac{a}{n} - \beta_2 (n(1 - \lambda_t) - \sum_{j \neq l} s_j) \frac{b}{n}
\]
\[
\sqrt{\beta_1^2 (n \lambda_t - s_t) \frac{a}{n} (1 - \frac{a}{n}) + \beta_2^2 (n(1 - \lambda_t) - \sum_{j \neq l} s_j) \frac{b}{n} (1 - \frac{b}{n})}
\]
\[
= \sqrt{2r(1 + o(1))} \sqrt{\log n}.
\]

Therefore, applying Lemma 5.1 Part (b, ii),
\[
\sum_{l=1}^{k} \sum_{i \in \tilde{S}_t \cap S^c} \text{Var}_{\Theta,a,b}^{(C)} \left( \mathcal{I} \left( D_i(\tilde{S}_t, \beta_1, \beta_2) > t \right) \right) \\
= \sum_{l=1}^{k} |\tilde{S}_t \cap S^c| n^{-r+o(1)} (1 + o(1)).
\]

This completes the verification of the control of Term \( T_1 \) by noting that there exists at least one \( l = 1, \ldots, k \) such that \( |\tilde{S}_t \cap S| \geq s/k \).

**Control of \( T_3 \).** Similar to Mukherjee, Mukherjee and Sen (2016), we begin by noting the following simple identities followed by local central limit theorem type estimates. However, in order to deal with arbitrary linear combinations, one need more detailed computations and uniform control of local central limit type estimates.

First consider \( \text{Cov}_{\Theta,a,b}^{(C)} \left( \mathcal{I} \left( D_i(\tilde{S}_t, \beta_1, \beta_2) > t \right), \mathcal{I} \left( D_{i'}(\tilde{S}_t, \beta_1, \beta_2) > t \right) \right) \) for \( i \neq i' \in \tilde{S}_t \cap S \) for some \( l = 1, \ldots, k \). Then
\[
\text{Cov}_{\Theta,a,b}^{(C)} \left( \mathcal{I} \left( D_i(\tilde{S}_t, \beta_1, \beta_2) > t \right), \mathcal{I} \left( D_{i'}(\tilde{S}_t, \beta_1, \beta_2) > t \right) \right) = b^{(s_i)}(t) - (a^{(s_i)}(t))^2,
\]
where
\[
b^{(s_i)}(t) = \mathbb{P}_{\Theta,a,b}^{(C)}(D_i(\tilde{S}_t, \beta_1, \beta_2) > t, D_{i'}(\tilde{S}_t, \beta_1, \beta_2) > t),
\]
\[
a^{(s_i)}(t) = \mathbb{P}_{\Theta,a,b}^{(C)} \left( D_i(\tilde{S}_t, \beta_1, \beta_2) > t \right).
Now note that
\[
b^{(s_1)}(t) = \frac{a}{n} (1 + A)^2 (a^{(s_1)'(t)})^2 + \left(1 - \frac{a}{n} (1 + A)^2 \right) (a^{(s_1)''(t)})^2, \\
a^{(s_1)}(t) = \frac{a}{n} (1 + A)^2 (a^{(s_1)'(t)}) + \left(1 - \frac{a}{n} (1 + A)^2 \right) (a^{(s_1)''(t)}),
\]
where
\[
a^{(s_1)'}(t) = \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d'_1(1, \tilde{S}_t) + \beta_2 d_2(2, \tilde{S}_t) > t \sigma_{n0}(\beta_1, \beta_2, \tilde{S}_t) + \beta_1 \mu_{n1}^0(\tilde{S}_t) + \beta_2 \mu_{n2}^0(\tilde{S}_t) - \beta_1 \right), \\
a^{(s_1)''}(t) = \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d'_1(1, \tilde{S}_t) + \beta_2 d_2(2, \tilde{S}_t) > t \sigma_{n0}(\beta_1, \beta_2, \tilde{S}_t) + \beta_1 \mu_{n1}^0(\tilde{S}_t) + \beta_2 \mu_{n2}^0(\tilde{S}_t) \right),
\]
where \(d'_1(1, \tilde{S}_t) = \sum_{t \in \tilde{S}_t, t \neq t'} Y_{it} \). Therefore using Lemma B.2 for \( l \in \{1, 2\} \) we have
\[
(b^{(s_1)}(t) - (a^{(s_1)}(t))^2) = (1 + A)^2 \frac{a}{n} \left(1 - (1 + A)^2 \frac{a}{n}\right) \left(a^{(s_1)'}(t) - a^{(s_1)''}(t) \right)^2.
\]
Now note that for \( l \in \{1, \ldots, k\} \)
\[
\left(a^{(s_1)'}(t) - a^{(s_1)''}(t) \right) = \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d'_1(1, \tilde{S}_t) + \beta_2 d_2(2, \tilde{S}_t) > t \sigma_{n0}(\beta_1, \beta_2, \tilde{S}_t) + \beta_1 \mu_{n1}^0(\tilde{S}_t) + \beta_2 \mu_{n2}^0(\tilde{S}_t) - \beta_1 \right) \\
- \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d'_1(1, \tilde{S}_t) + \beta_2 d_2(2, \tilde{S}_t) > t \sigma_{n0}(\beta_1, \beta_2, \tilde{S}_t) + \beta_1 \mu_{n1}^0(\tilde{S}_t) + \beta_2 \mu_{n2}^0(\tilde{S}_t) \right) \\
\leq \text{const} \cdot \sup_{|\xi| \leq \beta_1} \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d'_1(1, \tilde{S}_t) + \beta_2 d_2(2, \tilde{S}_t) = t \sigma_{n0}(\beta_1, \beta_2, \tilde{S}_t) + \beta_1 \mu_{n1}^0(\tilde{S}_t) + \beta_2 \mu_{n2}^0(\tilde{S}_t) + \xi \right),
\]
where \( \text{const} \) depends only on \( \beta_1, \beta_2 \). Now \( \beta_1 d'_1(1, \tilde{S}_t) + \beta_2 d_2(2, \tilde{S}_t) \sim \sum_{t=1}^{4} Z_t^{(l)} \) with independent components
\[
Z_1^{(l)} \sim \text{Bin} \left( s_l - 2, (1 + A)^2 \frac{a}{n} \right), \\
Z_2^{(l)} \sim \text{Bin} \left( n \lambda_l - s_l, (1 + A) \frac{a}{n} \right), \\
Z_3^{(l)} \sim \text{Bin} \left( n \lambda_l - \sum_{j \neq l} s_j, (1 + A) \frac{b}{n} \right), \\
Z_4^{(l)} \sim \text{Bin} \left( \sum_{j \neq l} s_j, (1 + A)^2 \frac{b}{n} \right).
\]
Further note that
\[
\frac{\sqrt{\beta_2^2 (n \lambda_l - s_l)(1 + A) \frac{a}{n} (1 - (1 + A) \frac{a}{n}) + \beta_2^2 (n \lambda_l - \sum_{j \neq l} s_j)(1 + A) \frac{b}{n} (1 - (1 + A) \frac{b}{n})}}{\sqrt{2r - \sqrt{C^* \mu_l}} (1 + o(1)) \sqrt{\log n}},
\]
where recall that
\[
\tilde{\rho}_t^{-1} = \left[ \frac{\beta_1^2 \tau_a (1 - \tau_a) \lambda_t + \beta_2^2 (1 - \lambda_t) \tau_b (1 - \tau_b))}{(\beta_1 \tau_a \lambda_t + \beta_2 (1 - \lambda_t) \tau_b)^2} \right].
\]

Next consider \( \text{Cov}_{\Theta, a, b}^{(C)} \left( I \left( D_t (\tilde{S}_{l_1}, \beta_1, \beta_2) > t \right), I \left( D_{t'} (\tilde{S}_{l_2}, \beta_1, \beta_2) > t \right) \right) \) for \( i \in \tilde{S}_{l_1} \cap S \) and \( i' \in \tilde{S}_{l_2} \cap S \) for some \( l_1 \neq l_2 \in \{1, \ldots, k\} \). Then
\[
\text{Cov}_{\Theta, a, b}^{(C)} \left( I \left( D_t (\tilde{S}_{l_1}, \beta_1, \beta_2) > t \right), I \left( D_{t'} (\tilde{S}_{l_2}, \beta_1, \beta_2) > t \right) \right) = b^{(s_{l_1}, s_{l_2})}(t) - a^{(s_{l_1})}(t) a^{(s_{l_2})}(t),
\]
where
\[
b^{(s_{l_1}, s_{l_2})} = \mathbb{P}_{\Theta, a, b}^{(C)} (D_t (\tilde{S}_{l_1}, \beta_1, \beta_2) > t, D_{t'} (\tilde{S}_{l_2}, \beta_1, \beta_2) > t),\]
\[
a^{(s_{l_1})} = \mathbb{P}_{\Theta, a, b}^{(C)} \left( D_t (\tilde{S}_{l_1}, \beta_1, \beta_2) > t \right).
\]

Now note that
\[
b^{(s_{l_1}, s_{l_2})}(t) = \frac{b}{n} (1 + A)^2 (a^{(s_{l_1}, s_{l_2})}(t) a^{(s_{l_2}, s_{l_1})}(t)) + \left( 1 - \frac{b}{n} (1 + A)^2 \right) (a^{(s_{l_1}, s_{l_2})}(t) a^{(s_{l_2}, s_{l_1})}(t)),
\]
where
\[
a^{(s_{l_1}, s_{l_2})}(t) = \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d_t (1, \tilde{S}_{l_1}) + \beta_2 d_{t'} (2, \tilde{S}_{l_1}) > t \sigma_n (\beta_1, \beta_2, \tilde{S}_{l_1}) + \beta_1 \mu_{n1} (\tilde{S}_{l_1}) + \beta_2 \mu_{n2} (\tilde{S}_{l_1}) - \beta_2 \right),
\]
\[
a^{(s_{l_1}, s_{l_2})}(t) = \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d_t (1, \tilde{S}_{l_1}) + \beta_2 d_{t'} (2, \tilde{S}_{l_1}) > t \sigma_n (\beta_1, \beta_2, \tilde{S}_{l_1}) + \beta_1 \mu_{n1} (\tilde{S}_{l_1}) + \beta_2 \mu_{n2} (\tilde{S}_{l_1}) \right),
\]
\[
a^{(s_{l_2}, s_{l_1})}(t) = \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d_{t'} (1, \tilde{S}_{l_2}) + \beta_2 d_{t'} (2, \tilde{S}_{l_2}) > t \sigma_n (\beta_1, \beta_2, \tilde{S}_{l_2}) + \beta_1 \mu_{n1} (\tilde{S}_{l_2}) + \beta_2 \mu_{n2} (\tilde{S}_{l_2}) - \beta_2 \right),
\]
\[
a^{(s_{l_1}, s_{l_2})}(t) = \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d_{t'} (1, \tilde{S}_{l_2}) + \beta_2 d_{t'} (2, \tilde{S}_{l_2}) > t \sigma_n (\beta_1, \beta_2, \tilde{S}_{l_2}) + \beta_1 \mu_{n1} (\tilde{S}_{l_2}) + \beta_2 \mu_{n2} (\tilde{S}_{l_2}) \right) \tag{B.6}
\]

where we define \( d_t'(2, \tilde{S}_{l_1}) = \sum_{\substack{t \in \tilde{S}_{l_1} \cap S, \tau_t = 0 \in \tilde{S}_{l_1} \cap S \cap \tilde{S}_{l_1} \cap S}} Y_{t' t} \) and \( d_{t'}(2, \tilde{S}_{l_2}) = \sum_{\substack{t' \in \tilde{S}_{l_2} \cap S, \tau_t' = 0 \in \tilde{S}_{l_2} \cap S \cap \tilde{S}_{l_2} \cap S}} Y_{t' t} \). Therefore using Lemma B.2
\[
(b^{(s_{l_1}, s_{l_2})}(t) - a^{(s_{l_1})}(t) a^{(s_{l_2})}(t))
\]
\[
= (1 + A)^2 \frac{b}{n} \left( 1 - (1 + A)^2 \frac{b}{n} \right) \left( a^{(s_{l_1}, s_{l_2})}(t) - a^{(s_{l_1}, s_{l_2})}(t) \right) \left( a^{(s_{l_2}, s_{l_1})}(t) - a^{(s_{l_2}, s_{l_1})}(t) \right). 
\] 

(B.7)

Similar to before
\[
(a^{(s_{l_1}, s_{l_2})}(t) - a^{(s_{l_1}, s_{l_2})}(t))
\]
\[
\leq \text{const} \cdot \sup_{|\xi| \leq \beta_1} \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d_t (1, \tilde{S}_{l_1}) + \beta_2 d_{t'} (2, \tilde{S}_{l_1}) = t \sigma_n (\beta_1, \beta_2, \tilde{S}_{l_1}) + \beta_1 \mu_{n1} (\tilde{S}_{l_1}) + \beta_2 \mu_{n2} (\tilde{S}_{l_1}) + \xi \right),
\]
\[
(a^{(s_{l_1}, s_{l_2})}(t) - a^{(s_{l_1}, s_{l_2})}(t))
\]
\[
\leq \text{const} \cdot \sup_{|\xi| \leq \beta_1} \mathbb{P}_{\Theta, a, b}^{(C)} \left( \beta_1 d_{t'} (1, \tilde{S}_{l_2}) + \beta_2 d_{t'} (2, \tilde{S}_{l_2}) = t \sigma_n (\beta_1, \beta_2, \tilde{S}_{l_2}) + \beta_1 \mu_{n1} (\tilde{S}_{l_2}) + \beta_2 \mu_{n2} (\tilde{S}_{l_2}) + \xi \right). 
\] 

(B.8)
where \( \text{const} \) depends only on \( \beta_1, \beta_2 \).

Now \( \beta_1 d_t(1, \tilde{S}_t^1) + \beta_2 d'_t(2, \tilde{S}_t^1) \sim \sum_{t=1}^{4} Z^{(l_1)}_t \) with independent components

\[
Z^{(l_1)}_1 \sim \text{Bin} \left( s_{t_1} - 1, (1 + A) \frac{a}{n} \right),
\]
\[
Z^{(l_1)}_2 \sim \text{Bin} \left( n \lambda_{t_1} - s_{t_1}, (1 + A) \frac{a}{n} \right),
\]
\[
Z^{(l_1)}_3 \sim \text{Bin} \left( n(1 - \lambda_{t_1}) - \sum_{j \neq t_1} s_j, (1 + A) \frac{b}{n} \right),
\]
\[
Z^{(l_1)}_4 \sim \text{Bin} \left( \sum_{j \neq t_1} s_j - 1, (1 + A) \frac{b}{n} \right),
\]

and note that

\[
t \sigma_{n_0}(\beta_1, \beta_2, \tilde{S}_t^1) + \beta_1 \mu_{n_1}^0(\tilde{S}_t^1) + \beta_2 \mu_{n_2}^0(\tilde{S}_t^1) - \beta_1(n \lambda_{t_1} - s_{t_1})(1 + A) \frac{a}{n} - \beta_2(n(1 - \lambda_{t_1}) - \sum_{j \neq t_1} s_j)(1 + A) \frac{b}{n}
\]
\[
\sqrt{\beta_1^2(n \lambda_{t_1} - s_{t_1})(1 + A) \frac{a}{n} \left( 1 - (1 + A) \frac{a}{n} \right) + \beta_2^2(n(1 - \lambda_{t_1}) - \sum_{j \neq t_1} s_j)(1 + A) \frac{b}{n} \left( 1 - (1 + A) \frac{b}{n} \right)}
\]
\[
= \left( \sqrt{2r} - \sqrt{C^* \rho_{l_1}} \right) (1 + o(1)) \sqrt{\log n}. \tag{B.10}
\]

Similarly \( \beta_1 d'_t(1, \tilde{S}_{t_2}^1) + \beta_2 d'_{t'}(2, \tilde{S}_{t_2}^1) \sim \sum_{t=1}^{4} Z^{(l_2)}_t \) with independent components

\[
Z^{(l_2)}_1 \sim \text{Bin} \left( s_{t_2} - 1, (1 + A) \frac{a}{n} \right),
\]
\[
Z^{(l_2)}_2 \sim \text{Bin} \left( n \lambda_{t_2} - s_{t_2}, (1 + A) \frac{a}{n} \right),
\]
\[
Z^{(l_2)}_3 \sim \text{Bin} \left( n(1 - \lambda_{t_2}) - \sum_{j \neq t_2} s_j, (1 + A) \frac{b}{n} \right),
\]
\[
Z^{(l_2)}_4 \sim \text{Bin} \left( \sum_{j \neq t_2} s_j - 1, (1 + A) \frac{b}{n} \right),
\]

and note that

\[
t \sigma_{n_0}(\beta_1, \beta_2, \tilde{S}_{t_2}^1) + \beta_1 \mu_{n_1}^0(\tilde{S}_{t_2}^1) + \beta_2 \mu_{n_2}^0(\tilde{S}_{t_2}^1) - \beta_1(n \lambda_{t_2} - s_{t_2})(1 + A) \frac{a}{n} - \beta_2(n(1 - \lambda_{t_2}) - \sum_{j \neq t_2} s_j)(1 + A) \frac{b}{n}
\]
\[
\sqrt{\beta_1^2(n \lambda_{t_2} - s_{t_2})(1 + A) \frac{a}{n} \left( 1 - (1 + A) \frac{a}{n} \right) + \beta_2^2(n(1 - \lambda_{t_2}) - \sum_{j \neq t_2} s_j)(1 + A) \frac{b}{n} \left( 1 - (1 + A) \frac{b}{n} \right)}
\]
\[
= \left( \sqrt{2r} - \sqrt{C^* \rho_{t_2}} \right) (1 + o(1)) \sqrt{\log n}. \tag{B.11}
\]

Therefore, applying Lemma 5.1 Part (a, ii) along with (B.2), (B.3), (B.4), (B.5), (B.7), (B.8), (B.9), (B.10), (B.11), (B.12), we have for any fixed \( \varepsilon > 0 \) that the desired control of \( T_3 \) holds.
**Control of** $T_4$. The analysis of $T_4$ is similar in philosophy to that of $T_3$ and goes through a reduction to supremum of local central limit theorem type probability estimates for linear combination of independent Binomial random variables. However, since we need to control a similar term in the proof of Theorem 3.6, we present the control of $T_4$ below.

First consider $\text{Cov}_{\Theta,a,b}^{(C)} \left( I \left( D_i(S_l, \beta_1, \beta_2) > t \right), I \left( D_{i'}(S_l, \beta_1, \beta_2) > t \right) \right)$ for $i \neq i' \in S_l \cap S^c$ for some $l = 1, \ldots, k$. Then

$$\text{Cov}_{\Theta,a,b}^{(C)} \left( I \left( D_i(S_l, \beta_1, \beta_2) > t \right), I \left( D_{i'}(S_l, \beta_1, \beta_2) > t \right) \right) = b^{(s_l)}(t) - (a^{(t)}(t))^2,$$

where for $i, i' \in S_l \cap S^c$

$$b^{(s_l)}(t) = \mathbb{P}_{\Theta,a,b}^{(C)}(D_i(S_l, \beta_1, \beta_2) > t, D_{i'}(S_l, \beta_1, \beta_2) > t),$$

$$a^{(s_l)}(t) = \mathbb{P}_{\Theta,a,b}^{(C)}(D_i(S_l, \beta_1, \beta_2) > t).$$

Now note that

$$b^{(s_l)}(t) = \frac{a}{n} (a^{(s_l)}(t))^2 + \left( 1 - \frac{a}{n} \right) (a^{(s_l,\prime)}(t))^2,$$

$$a^{(s_l)}(t) = \frac{a}{n} (a^{(s_l,\prime)}(t)) + \left( 1 - \frac{a}{n} \right) (a^{(s_l,\prime,\prime)}(t)),$$

where where

$$a^{(s_l,\prime)}(t) = \mathbb{P}_{\Theta,a,b}^{(C)} \left( \beta_1 d'_1(1, S_l) + \beta_2 d_i(2, S_l) > t \sigma_n \beta_1(1, \beta_2, S_l) + \beta_1 \mu_{n1}(S_l) + \beta_2 \mu_{n2}(S_l) - \beta_1 \right),$$

$$a^{(s_l,\prime,\prime)}(t) = \mathbb{P}_{\Theta,a,b}^{(C)} \left( \beta_1 d'_1(1, S_l) + \beta_2 d_i(2, S_l) > t \sigma_n \beta_1(1, \beta_2, S_l) + \beta_1 \mu_{n1}(S_l) + \beta_2 \mu_{n2}(S_l) \right),$$

(B.13)

where $d'_i(1, S_l) = \sum_{t \in S_l, \xi \neq i} Y_{it}$. Therefore using Lemma B.2 for $l \in \{1, 2\}$ we have

$$(b^{(s_l)}(t) - (a^{(s_l)}(t))^2) = \frac{a}{n} \left( 1 - \frac{a}{n} \right) \left( a^{(s_l,\prime)}(t) - a^{(s_l,\prime,\prime)}(t) \right)^2.$$  

(B.14)

Now note that for $l \in \{1, \ldots, k\}$

$$\left( a^{(s_l,\prime)}(t) - a^{(s_l,\prime,\prime)}(t) \right)$$

$$= \mathbb{P}_{\Theta,a,b}^{(C)} \left( \beta_1 d'_1(1, S_l) + \beta_2 d_i(2, S_l) > t \sigma_n \beta_1(1, \beta_2, S_l) + \beta_1 \mu_{n1}(S_l) + \beta_2 \mu_{n2}(S_l) - \beta_1 \right)$$

$$- \mathbb{P}_{\Theta,a,b}^{(C)} \left( \beta_1 d'_1(1, S_l) + \beta_2 d_i(2, S_l) > t \sigma_n \beta_1(1, \beta_2, S_l) + \beta_1 \mu_{n1}(S_l) + \beta_2 \mu_{n2}(S_l) \right)$$

$$\leq \text{const} \cdot \sup_{|\xi| \leq \beta_1} \mathbb{P}_{\Theta,a,b}^{(C)} \left( \beta_1 d'_1(1, S_l) + \beta_2 d_i(2, S_l) + t \sigma_n \beta_1(1, \beta_2, S_l) + \beta_1 \mu_{n1}(S_l) + \beta_2 \mu_{n2}(S_l) + \xi \right),$$  

(B.15)

where $\text{const}$ depends only on $\beta_1, \beta_2$. Now $\beta_1 d'_1(1, S_l) + \beta_2 d_i(2, S_l) \sim \sum_{t=1}^{4} Z_t^{(l)}$ with independent components

$$Z_t^{(l)} \sim \text{Bin} \left( s_t, (1 + A) \frac{a}{n} \right),$$
where we define $d_t(2, S_{t1}) = \sum_{t \in S_{t1}^c} Y_{it}$ and $d'_t(2, S_{t2}) = \sum_{t \in S_{t2}^c} Y'_{it}$. Therefore using Lemma B.2

\[
(b^{(s_{t1}', s_{t2}')}(t) - a^{(s_{t1})}(t)a^{(s_{t2})}(t))
= \frac{b}{n} \left( 1 - \frac{b}{n} \right) \left( a^{(s_{t1}', s_{t2}')}(t) - a^{(s_{t1}, s_{t2})}(t) \right) \left( a^{(s_{t2}', s_{t1}')}(t) - a^{(s_{t2}, s_{t1})}(t) \right).
\]
Similar to before
\[
\left( a^{(s_{i_1}, s_{i_2})'}(t) - a^{(s_{i_1}, s_{i_2})''}(t) \right)
\leq \text{const} \cdot \sup_{|\xi| \leq \beta_1} \mathbb{P}^{(C)} \left( \beta_1 d_{i_1}(1, \widetilde{S}_{i_1}) + \beta_2 d_{i_1}'(2, \widetilde{S}_{i_1}) = t \sigma_{n0}(\beta_1, \beta_2, \widetilde{S}_{i_1}) + \beta_1 \mu_{n1}(\widetilde{S}_{i_1}) + \beta_2 \mu_{n2}(\widetilde{S}_{i_1}) + \xi \right),
\]
\[
\left( a^{(s_{i_2}, s_{i_1})'}(t) - a^{(s_{i_2}, s_{i_1})''}(t) \right)
\leq \text{const} \cdot \sup_{|\xi| \leq \beta_1} \mathbb{P}^{(C)} \left( \beta_1 d_{i_2}(1, \widetilde{S}_{i_2}) + \beta_2 d_{i_2}'(2, \widetilde{S}_{i_2}) = t \sigma_{n0}(\beta_1, \beta_2, \widetilde{S}_{i_2}) + \beta_1 \mu_{n1}(\widetilde{S}_{i_2}) + \beta_2 \mu_{n2}(\widetilde{S}_{i_2}) + \xi \right).
\]

where \(\text{const}\) depends only on \(\beta_1, \beta_2\).

Now \(\beta_1 d_{i_1}(1, \widetilde{S}_{i_1}) + \beta_2 d_{i_1}'(2, \widetilde{S}_{i_1}) \sim \sum_{t=1}^{4} Z^{(t_1)}_t\) with independent components
\[
Z^{(t_1)}_1 \sim \text{Bin} \left( s_{i_1}, (1 + A) \frac{a}{n} \right),
\]
\[
Z^{(t_1)}_2 \sim \text{Bin} \left( n \lambda_{i_1} - s_{i_1} - 1, \frac{a}{n} \right),
\]
\[
Z^{(t_1)}_3 \sim \text{Bin} \left( n(1 - \lambda_{i_1}) - \sum_{j \neq i_1} s_j, \frac{b}{n} \right),
\]
\[
Z^{(t_1)}_4 \sim \text{Bin} \left( \sum_{j \neq i_1} s_j - 1, (1 + A) \frac{b}{n} \right),
\]

and note that
\[
\frac{t \sigma_{n0}(\beta_1, \beta_2, \widetilde{S}_{i_1}) + \beta_1 \mu_{n1}(\widetilde{S}_{i_1}) + \beta_2 \mu_{n2}(\widetilde{S}_{i_1}) - \beta_1 (n \lambda_{i_1} - s_{i_1} - 1) \frac{a}{n} - \beta_2 (n(1 - \lambda_{i_1}) - \sum_{j \neq i_1} s_j) \frac{b}{n}}{\sqrt{\beta_1^2 (n \lambda_{i_1} - s_{i_1} - 1) \frac{a}{n} (1 - \frac{a}{n}) + \beta_2^2 (n(1 - \lambda_{i_1}) - \sum_{j \neq i_1} s_j) \frac{b}{n} (1 - \frac{b}{n})}}
= \sqrt{2} r(1 + o(1)) \sqrt{\log n}.
\]

Similarly \(\beta_1 d_{i_2}(1, \widetilde{S}_{i_2}) + \beta_2 d_{i_2}'(2, \widetilde{S}_{i_2}) \sim \sum_{t=1}^{4} Z^{(t_2)}_t\) with independent components
\[
Z^{(t_2)}_1 \sim \text{Bin} \left( s_{i_2}, (1 + A) \frac{a}{n} \right),
\]
\[
Z^{(t_2)}_2 \sim \text{Bin} \left( n \lambda_{i_2} - s_{i_2} - 1, \frac{a}{n} \right),
\]
\[
Z^{(t_2)}_3 \sim \text{Bin} \left( n(1 - \lambda_{i_2}) - \sum_{j \neq i_2} s_j, \frac{b}{n} \right),
\]
\[
Z^{(t_2)}_4 \sim \text{Bin} \left( \sum_{j \neq i_2} s_j - 1, (1 + A) \frac{b}{n} \right),
\]

and note that
\[ t\sigma_n(\beta_1, \beta_2, \tilde{S}_{t_2}) + \beta_1 \mu_{1}^0(\tilde{S}_{t_2}) + \beta_2 \mu_{11}^0(\tilde{S}_{t_2}) - \beta_1 (n\lambda_{t_2} - s_{t_2} - 1) \frac{\alpha}{n} - \beta_2 (n(1 - \lambda_{t_2}) - \sum_{j \neq t_2} s_j) \frac{\beta}{n} \]
\[ \sqrt{\beta_1^2 (n\lambda_{t_2} - s_{t_2} - 1) \frac{\alpha}{n} (1 - \frac{\alpha}{n}) + \beta_2^2 (n(1 - \lambda_{t_2}) - \sum_{j \neq t_2} s_j) \frac{\beta}{n} (1 - \frac{\beta}{n})} \]
\[ = \sqrt{2r(1 + o(1)) \log n.} \quad \text{(B.24)} \]

Therefore, applying Lemma 5.1 Part (a, ii) along with (B.14), (B.15), (B.16), (B.17), (B.19), (B.20), (B.21), (B.22), (B.23), (B.24), we have for any fixed \( \varepsilon > 0 \) that the desired control of \( T_3 \) holds.

**Control of \( T_5 \).** The analysis of \( T_5 \) is similar in philosophy to those of \( T_3 \) and \( T_4 \), and goes through a reduction to supremum of local central limit theorem type probability estimates for linear combination of independent Binomial random variables. We therefore omit the details.

---

**APPENDIX A: PROOFS OF BINOMIAL DEVIATION BOUNDS**

Throughout we let \( \tau_{a'} = \lim a' / n \) and \( \tau_{b'} = \lim b' / n \) and let \( M = \sup_{n \geq 1} \max\{|\tau_{a'} - a' / n|, |\tau_{b'} - b' / n|, |C_n - C|\} \).

**A.1. Proof of Lemma 5.1.** We prove each part of the lemma separately below.

**Proof of Lemma 5.1 Part 1a:** Let
\[
  h^* = \frac{h(\beta_1 \sigma_{n1}^2)}{\sigma_n(\beta_1, \beta_2)^2},
\]
and
\[
A = \{x: \mu_{n1} + x / \beta_1 \in \mathbb{N} \cap [0, \gamma_1 n / k]\}.
\]

Then we have for any \( C^* > 0 \)
\[
\sup_{|t| \leq \xi_n} P(\|d(\beta_1, \beta_2) = h + t\|)
\]
\[ = \sup_{|t| \leq \xi_n} \sum_{h_1 \in A} \mathbb{P}(X = \mu_{n1} + h_1 / \beta_1) \mathbb{P}(Y = \mu_{n2} + (h - h_1 + t) / \beta_2)
\]
\[ = \sup_{|t| \leq \xi_n} \sum_{h_1 \in A} \mathbb{P}(X = \mu_{n1} + h_1 / \beta_1) \mathbb{P}(Y = \mu_{n2} + (h - h_1 + t) / \beta_2)
\]
\[ + \sup_{|t| \leq \xi_n} \sum_{h_1 \in A \cap I(C^*, h^*)} \mathbb{P}(X = \mu_{n1} + h_1 / \beta_1) \mathbb{P}(Y = \mu_{n2} + (h - h_1 + t) / \beta_2),
\]

where \( I(C^*, h^*) = [h^* - C^* \sigma_{n1} \sqrt{\log n}, h^* + C^* \sigma_{n1} \sqrt{\log n}] \) and \( I(C^*, h^*)^c \) denotes its complement. Now
\[
\sup_{|t| \leq \xi_n} \sum_{h_1 \in A \cap I(C^*, h^*)^c} \mathbb{P}(X = \mu_{n1} + h_1 / \beta_1) \mathbb{P}(Y = \mu_{n2} + (h - h_1 + t) / \beta_2)
\]
\[ \leq \sup_{|t| \leq \xi_n} \mathbb{P}\left(Y > \mu_{n2} + (h - h^* + C^* \sigma_{n1} \sqrt{\log n} + t) / \beta_2\right)
\]
\[ + \sup_{|t| \leq \xi_n} \mathbb{P}\left(X > \mu_{n1} + (h^* + C^* \sigma_{n1} \sqrt{\log n}) / \beta_1\right).\]
Now by Lemma 6.2 of Mukherjee, Mukherjee and Sen (2016) Part (a, ii)
\[
\sup_{|t| \leq \xi_n} \mathbb{P} \left( X > \mu_{n1} + (h^* + C^* \sigma_{n1} \sqrt{\log n})/\beta_1 \right) \leq n^{-\frac{\kappa_1^2(C^*)}{2} + o(1)},
\]
where \(\kappa_1(C^*) = \frac{C^* + c\beta_1^2}{\sqrt{\beta_1^{\gamma_1} \tau_2^{\gamma_2}(1-\tau_2)}}\) since \(c < \lim \inf \frac{h}{\sigma_n(\beta_1, \beta_2) \sqrt{\log n}}\). Again by Lemma 6.2 of Mukherjee, Mukherjee and Sen (2016) Part (a, ii) we have for \(|t| \leq \xi_n \ll \log n\)
\[
\sup_{|t| \leq \xi_n} \mathbb{P} \left( Y > \mu_{n2} + (h - h^* + C^* \sigma_{n1} \sqrt{\log n + t})/\beta_2 \right) \leq n^{-\frac{\kappa_2^2(C^*)}{2} + o(1)},
\]
where \(\kappa_2(C^*) = \frac{C^* \sqrt{\tau_2^{\gamma_2}(1-\tau_2)} + c\beta_2^2}{\sqrt{\beta_2^{\gamma_2} \tau_2^{\gamma_2}(1-\tau_2)}}\).

Now by Theorem 1.2 of Bollobás (2001), whenever \(|t| \leq \xi_n \ll \log n\), one has for any fixed \(\varepsilon \in (0, 1)\) and \(n\) large enough (depending on \(\varepsilon, \beta_1, \beta_2, C^*, c, c', M\))
\[
\sup_{|t| \leq \xi_n} \sum_{h_1 \in A \cap I(C^*, h^*)} \mathbb{P}(X = \mu_{n1} + h_1/\beta_1) \mathbb{P}(Y = \mu_{n2} + (h - h_1 + t)/\beta_2)
\leq \sum_{h_1 \in A \cap I(C^*, h^*)} \frac{1}{\sqrt{2\pi \sigma_{n1}^2}} \exp \left( -\frac{h_1^2}{2(\beta_1 \sigma_{n1})^2} (1 - \varepsilon) \right) \times \frac{1}{\sqrt{2\pi \sigma_{n2}^2}} \exp \left( -\frac{(h - h_1)^2}{2(\beta_2 \sigma_{n2})^2} (1 - \varepsilon) \right).
\]
Since the function \(f(h_1) = \frac{h_1^2}{2(\beta_1 \sigma_{n1})^2} + \frac{(h-h_1)^2}{2(\beta_2 \sigma_{n2})^2}\) is minimized at \(h_1 = h^*\), we have
\[
\sup_{|t| \leq \xi_n} \sum_{h_1 \in A \cap I(C^*, h^*)} \mathbb{P}(X = \mu_{n1} + h_1/\beta_1) \mathbb{P}(Y = \mu_{n2} + (h - h_1 + t)/\beta_2)
\leq |A \cap I(C^*, h^*)| \frac{1}{2\pi \sigma_{n1} \sigma_{n2}} \exp \left( -\frac{h_1^2}{2\sigma_n(\beta_1, \beta_2)^2} (1 - \varepsilon) \right)
\]
(\ref{A.1}).

Therefore for any given sequence \(\{\xi_n\}\) such that \(|\xi_n| \ll \log n\)
\[
\sup_{|t| \ll \xi_n} \mathbb{P} (d(\beta_1, \beta_2) = h + t)
\leq |A \cap I(C^*, h^*)| \frac{1}{2\pi \sigma_{n1} \sigma_{n2}} \exp \left( -\frac{h_1^2}{2\sigma_n(\beta_1, \beta_2)^2} (1 - \varepsilon) \right) + n^{-\frac{\kappa_1^2(C^*)}{2} + o(1)} + n^{-\frac{\kappa_2^2(C^*)}{2} + o(1)} \tag{\ref{A.2}}
\]
Now note that \(|A \cap I(C^*, h^*)| \leq \text{const.} \cdot \sigma_{n1} \sqrt{\log n}\) for a constant \(\text{const.}\) (depending on \(C^*, c, c', \beta_1, \beta_2, M\)) and \(\kappa_1^2(C^*), \kappa_2^2(C^*)\) are increasing function of \(C^*\). The proof is therefore complete by choosing \(C^*\) large enough constant (depending on \(c, c', \beta_1, \beta_2, M\)).

\textbf{Proof of Lemma 5.1 Part 1b}: For any sequence \(\{\delta_n\}\) let \(t_n(\delta_n) = \delta_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n}\). We make use of the following lemma, the proof of which being simple is omitted.

\textbf{Lemma A.1}. \textit{There exists a positive sequence \(\delta_n^* \to 0\) such that the following hold.}
(i) \( t_n(\delta_n^*) \wedge \delta_n^*(\beta_1 \wedge \beta_2) \times \sqrt{\alpha' \wedge \beta'} \times \sqrt{\log n} \gg \log n. \)

(ii) \( \frac{\sqrt{\log n}}{\delta_n^*} \frac{(s_1 \wedge s_2) \times (a'' \vee b'')}}{n \sqrt{\alpha' \wedge \beta'}} \to 0. \)

Fix a sequence \( \delta_n^* \) satisfying (i) and (ii) of Lemma A.1. Then

\[
\sup_{|t| \leq \xi_n} \mathbb{P} \left( d'(\beta_1, \beta_2) = h + t \right) \\
\leq \sup_{|t| \leq \xi_n} \left\{ \mathbb{P} (\beta_1 X' + \beta_2 Y' > t_n(\delta_n^*)) + \sup_{r \in [0, t_n(\delta_n^*)]} \mathbb{P} (d(\beta_1, \beta_2) = h + t - r) \right\} = \mathbb{P} (\beta_1 X' + \beta_2 Y' > t_n(\delta_n^*)) + \sup_{r \in [0, t_n(\delta_n^*)]} \mathbb{P} (d(\beta_1, \beta_2) = h + t - r).
\]

For the first term we have

\[
\mathbb{P} (\beta_1 X' + \beta_2 Y' > t_n(\delta_n^*)) = \mathbb{P} (\beta_1 (X' - s_1 a''/n) + \beta_2 (Y' - s_2 b''/n) > t_n(\delta_n^*) - (\beta_1 s_1 a''/n + \beta_2 s_2 b''/n)).
\]

Now by Lemma A.1

\[
t_n(\delta_n^*) - (\beta_1 s_1 a''/n + \beta_2 s_2 b''/n) \\
\geq \frac{\delta_n^*}{2} (\beta_1 \wedge \beta_2) \times \sqrt{\alpha' \wedge \beta'} \times \sqrt{\log n} - \frac{2}{n} (\beta_1 \vee \beta_2) \times (s_1 \vee s_2) \times (a'' \vee b'') \\
= \frac{\delta_n^*}{2} (\beta_1 \wedge \beta_2) \times \sqrt{\alpha' \wedge \beta'} \times \sqrt{\log n} \left( 1 - 2 \frac{\sqrt{\log n} (s_1 \vee s_2) \times (a'' \vee b'')}{n \sqrt{\alpha' \wedge \beta'}} \right) \\
\gg \log n.
\]

Therefore by Bernstein’s Inequality for \( \theta > 0 \) one has for \( n \) large enough (depending on \( \theta, \beta_1, \beta_2 \))

\[
\mathbb{P} (\beta_1 X' + \beta_2 Y' > t_n(\delta_n^*)) \leq n^{-\theta}.
\]

Finally by Lemma A.1 and (A.2)

\[
\sup_{|t| \leq \xi_n} \mathbb{P} (d(\beta_1, \beta_2) = h + t - r) \\
\leq \left| A \cap I(C^*, h^*) \right| \frac{1}{2 \pi \sigma_n \sigma_{n2}} \exp \left( - \frac{h^2}{2 \sigma_n (\beta_1, \beta_2)^2 (1 - \varepsilon)} \right) + n^{-\frac{\kappa^2(C^*)}{2} + o(1)} + n^{-\frac{\kappa^2(C^*)}{2} + o(1)},
\]

for any \( C^* > 0 \) and \( \varepsilon \in (0, 1) \), whenever \( |t| \leq \xi_n \ll \log n \)

Therefore for any given sequence \( \{\xi_n\} \) such that \( |\xi_n| \ll \log n \), any \( C^*, \theta > 0 \), and \( \varepsilon \in (0, 1) \) we have for \( n \) large enough (depending on \( \varepsilon, c, c', \beta_1, \beta_2, C^*, \theta, M \))

\[
\sup_{|t| \ll \xi_n} \mathbb{P} (d'(\beta_1, \beta_2) = h + t) \\
\leq n^{-\theta} + \left| A \cap I(C^*, h^*) \right| \frac{1}{2 \pi \sigma_n \sigma_{n2}} \exp \left( - \frac{h^2}{2 \sigma_n (\beta_1, \beta_2)^2 (1 - \varepsilon)} \right) + n^{-\frac{\kappa^2(C^*)}{2} + o(1)} + n^{-\frac{\kappa^2(C^*)}{2} + o(1)}.
\]

Now note that \( |A \cap I(C^*, h^*)| \leq \text{const} \cdot \sigma_n \sqrt{\log n} \) for a constant \( \text{const.} \) (depending on \( C^*, c, c', \beta_1, \beta_2, M \)) and \( \kappa_1^2(C^*), \kappa_2^2(C^*) \) are increasing function of \( C^* \). The proof is therefore complete by choosing \( C^* \) and \( \theta \) large enough constant (depending on \( c, c', \beta_1, \beta_2, M \)).

**Proof of Lemma 5.1 Part 2a:** The proof proceeds by producing upper and lower bounds on the desired moderate deviation probability.
Upper Bound. For \( h = C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n} \), any \( \varepsilon > 0 \), and \( \Delta_n > 0 \) one has

\[
P(d(\beta_1, \beta_2) > C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n}) = \sum_{l=0}^{M_n-1} \mathbb{P}(d(\beta_1, \beta_2) \in (h + l \Delta_n, h + (l + 1) \Delta_n)),
\]

where \( M_n = \left( \frac{n \gamma (\beta_1 + \gamma \beta_2)}{k} \right) - \mu_n(\beta_1, \beta_2) - h \) \( \Delta_n \). Fix \( B > \limsup \) \( C_n \) to be chosen later and let

\[
m_n = B \sigma_n(\beta_1, \beta_2) \sqrt{\log n} / \Delta_n.
\]

Then

\[
\sum_{l=0}^{m_n-1} \mathbb{P}(d(\beta_1, \beta_2) \in (h + l \Delta_n, h + (l + 1) \Delta_n)) \\
\leq \sum_{l=0}^{m_n-1} |\mathcal{H} \cap (h + l \Delta_n, h + (l + 1) \Delta_n)| \sup_{t \in [0, \Delta_n]} \mathbb{P}(d(\beta_1, \beta_2) = h + l \Delta_n + t)
\]

where \( \mathcal{H} = \{x: \mu_n(\beta_1, \beta_2) + x \in \beta_1 \mathbb{N} + \beta_2 \mathbb{N}\} \). Now it is easy to see that

\[
\sup_{t \in [0, \Delta_n]} \mathbb{P}(d(\beta_1, \beta_2) = h + l \Delta_n + t) \leq \frac{1}{\sqrt{2 \pi \sigma_n(\beta_1, \beta_2)}} \exp \left( -\frac{(h + l \Delta_n)^2}{2 \sigma_n(\beta_1, \beta_2)^2} (1 - \varepsilon)^{1/2} \right).
\]

Therefore as long as \( \Delta_n \) is bounded we have by arguments similar to the proof of part \( (a, i) \)

\[
\sum_{l=0}^{m_n-1} \mathbb{P}(d(\beta_1, \beta_2) \in (h + l \Delta_n, h + (l + 1) \Delta_n)) \\
\leq \sum_{l=0}^{m_n-1} |\mathcal{H} \cap (h + l \Delta_n, h + (l + 1) \Delta_n)| \sup_{t \in [0, \Delta_n]} \mathbb{P}(d(\beta_1, \beta_2) = h + l \Delta_n + t) \\
\leq \frac{\Delta_n^2}{\beta_1 \beta_2} \sum_{l=0}^{m_n-1} \frac{1}{\sqrt{2 \pi \sigma_n(\beta_1, \beta_2)}} \exp \left( -\frac{(h + l \Delta_n)^2}{2 \sigma_n(\beta_1, \beta_2)^2} (1 - \varepsilon)^{1/2} \right) \\
\leq \frac{\Delta_n^2}{\beta_1 \beta_2} \int_0^{m_n} \frac{1}{\sqrt{2 \pi \sigma_n(\beta_1, \beta_2)}} \exp \left( -\frac{(h + x \Delta_n)^2}{2 \sigma_n(\beta_1, \beta_2)^2} (1 - \varepsilon)^{1/2} \right) dx \\
= \frac{\Delta_n^2}{\beta_1 \beta_2} \left( \Phi \left( \frac{h(1 - \varepsilon)^{1/2}}{\sigma_n(\beta_1, \beta_2)} \right) - \Phi \left( \frac{(h + m_n \Delta_n)(1 - \varepsilon)^{1/2}}{\sigma_n(\beta_1, \beta_2)} \right) \right) \\
= \frac{\Delta_n^2}{\beta_1 \beta_2} \left( \Phi \left( \frac{h(1 - \varepsilon)^{1/2}}{\sigma_n(\beta_1, \beta_2)} \right) - \Phi \left( \frac{(h + B \sigma_n(\beta_1, \beta_2) \sqrt{\log n})(1 - \varepsilon)^{1/2}}{\sigma_n(\beta_1, \beta_2)} \right) \right).
\]

Therefore if \( \Delta_n \) is bounded

\[
P(d(\beta_1, \beta_2) > C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n}) \\
= \sum_{l=0}^{M_n} \mathbb{P}(d(\beta_1, \beta_2) \in (h + l \Delta_n, h + (l + 1) \Delta_n)) \\
+ \sum_{l=M_n}^{M_n} \mathbb{P}(d(\beta_1, \beta_2) \in (h + l \Delta_n, h + (l + 1) \Delta_n))
\]
Now note that \( t \) in particular we have by Bernstein’s Inequality
\[
\frac{\Delta_n^2}{\beta_1 \beta_2} \left( \Phi \left( \frac{h(1 - \epsilon)^{1/2}}{\sigma_n(\beta_1, \beta_2)} \right) - \Phi \left( \frac{(h + B \sigma_n(\beta_1, \beta_2) \sqrt{\log n})(1 - \epsilon)^{1/2}}{\sigma_n(\beta_1, \beta_2)} \right) \right) + P(d(\beta_1, \beta_2) > h + B \sigma_n(\beta_1, \beta_2) \sqrt{\log n}).
\]

It remains to control \( P(d(\beta_1, \beta_2) > h + B \sigma_n(\beta_1, \beta_2) \sqrt{\log n}) \) which we will do using a naive Bernstein bound. In particular we have by Bernstein’s Inequality
\[
P(d(\beta_1, \beta_2) > h + B \sigma_n(\beta_1, \beta_2) \sqrt{\log n}) \leq \exp \left( - \frac{1}{2} \frac{(h + B \sigma_n(\beta_1, \beta_2) \sqrt{\log n})^2}{\sigma_n(\beta_1, \beta_2)^2} \right).
\]

Now note that \( \sigma_n(\beta_1, \beta_2)^2 \gg h + B \sigma_n(\beta_1, \beta_2) \sqrt{\log n} \). Therefore for sufficiently large \( n \)
\[
\sigma_n(\beta_1, \beta_2)^2 + \frac{1}{3} (\beta_1 \lor \beta_2)(h + B \sigma_n(\beta_1, \beta_2) \sqrt{\log n}) \leq 2 \sigma_n(\beta_1, \beta_2)^2.
\]

As a consequence for sufficiently large \( n \)
\[
P(d(\beta_1, \beta_2) > h + B \sigma_n(\beta_1, \beta_2) \sqrt{\log n}) \leq \exp \left( - \frac{1}{4} (C_n + B)^2 \log n \right).
\]

The desired control of the upper bound is thereafter complete by choosing \( B \) large enough depending on \( \epsilon > 0 \).

**Lower Bound.** We first claim that for any \( C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n} \leq h \ll b' \)
\[
\mathbb{P}(d(\beta_1, \beta_2) \in (h, h + 3 \beta_2)) \geq \frac{1}{\sqrt{2 \pi \sigma_n(\beta_1, \beta_2)}} \exp \left( - \frac{h^2}{2 \sigma_n(\beta_1, \beta_2)^2} (1 + \epsilon)^{1/2} \right).
\]

Deferring the proof of (A.4), we first finish the proof of the lower bound. In view of the claim, for \( t = C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n} \) and any \( M_n \ll b' \) one has for any \( \epsilon \)
\[
P(d(\beta_1, \beta_2) > C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n})
\]
\[
\geq \sum_{l=0}^{M_n} \mathbb{P}(d(\beta_1, \beta_2) \in (t + 3l \beta_2, t + 3(l + 1) \beta_2))
\]
\[
\geq \sum_{l=0}^{M_n} \frac{1}{\sqrt{2 \pi \sigma_n(\beta_1, \beta_2)}} \exp \left( - \frac{(t + 3l \beta_2)^2}{2 \sigma_n(\beta_1, \beta_2)^2} (1 + \epsilon)^{1/2} \right)
\]
\[
\geq \int_0^{M_n} \frac{1}{\sqrt{2 \pi \sigma_n(\beta_1, \beta_2)}} \exp \left( - \frac{(t + 3M_n \beta_2)^2}{2 \sigma_n(\beta_1, \beta_2)^2} (1 + \epsilon)^{1/2} \right) dx
\]
\[
= \Phi \left( \frac{(t + 1 + \epsilon)^{1/2}}{\sigma_n(\beta_1, \beta_2)} \right) - \Phi \left( \frac{(t + 3M_n \beta_2)(1 + \epsilon)^{1/2}}{\sigma_n(\beta_1, \beta_2)} \right).
\]

Using Mill’s ratio the proof of the lower bound is therefore complete by choosing \( C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n} \ll M_n \ll b' \).

We now complete the proof of the claim in (A.4).

The main idea of the proof is simple and relies on finding \( O(\sigma_n(\beta_1, \beta_2)) \) distinct pairs \( (h_1, h_2) \) such that \( \beta_1 h_1 + \beta_2 h_2 - \mu_n(\beta_1, \beta_2) \in (h, h + 3\beta_2) \) and \( P(X = h_1)P(Y = h_2) \geq \frac{1}{2 \pi \sigma_n(\beta_1, \beta_2)} \exp \left( - \frac{h^2}{2 \sigma_n(\beta_1, \beta_2)^2} (1 + \epsilon) \right). \)
The proof can thereby be completed by adding over these contributing \(O(\sigma_n(\beta_1, \beta_2))\) distinct pairs \((h_1, h_2)\).

For a fixed \(\bar{h} > C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n}\) (to be decided on later), consider any

\[
C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n} \leq h \leq \bar{h}, \quad h^* = \frac{h(\beta_1 \sigma_n)^2}{\sigma_n(\beta_1, \beta_2)^2},
\]

and let for any \(h_1 > 0\) such that \(h_1 = O(\sigma_n \sigma_n / \sigma_n(\beta_1, \beta_2))\)

\[
h_1^*(h_1) = \left[ \mu_{n1} + \frac{h^* + h_1}{\beta_1} \right],
\]

and

\[
t^*(h_1) = \beta_2 \left\{ \left[ \mu_{n2} + \frac{h + \beta_1 (\mu_{n1} - h_1^*(h_1))}{\beta_2} \right] - \left( \mu_{n2} + \frac{h + \beta_1 (\mu_{n1} - h_1^*(h_1))}{\beta_2} \right) \right\}.
\]

(A.5)

We will need the fact that \(\left[ \mu_{n2} + \frac{h + \beta_1 (\mu_{n1} - h_1^*(h_1))}{\beta_2} \right] \geq 0\) which is guaranteed by the next easy to show lemma whose proof is omitted.

**Lemma A.2.** For \(n\) sufficiently large (depending on \(\beta_1, \beta_2\)) we have for \(h_1 = O(\sigma_n \sigma_n / \sigma_n(\beta_1, \beta_2))\) that \(\mu_{n2} + \frac{h^* + h_1}{\beta_2} \geq 0\).

We can now proceed as follows. Note that with \(\delta_n(h_1) = \left[ \mu_{n1} + \frac{h^* + h_1}{\beta_1} \right] - (\mu_{n1} + \frac{h^* + h_1}{\beta_1})\) and \(\tilde{h}(h_1) = \frac{h^* + h_1}{\beta_1} \left( 1 + \frac{\beta_1 \delta_n(h_1)}{h^* + h_1} \right)\) one has by Theorem 1.5 of Bollobás (2001)

\[
\mathbb{P}(X = h_1^*(h_1)) = \mathbb{P}(X = \mu_{n1} + \frac{h^* + h_1}{\beta_1} + \delta_n(h_1)) = \mathbb{P}(X = \mu_{n1} + \tilde{h}(h_1)) \geq \frac{1}{\sqrt{2\pi p_1 q_1 n_1}} \exp \left( -\tilde{h}(h_1)^2 \frac{2p_1 q_1 n_1}{2 \pi} \left( 1 + \frac{\tilde{h}(h_1)}{q_1 n_1} + \frac{2q_1 \tilde{h}(h_1)^2}{3p_1^2 n_1^2} + \frac{q_1}{h(h_1)} \left( \frac{1}{h(h_1)} + \frac{1}{n_1 - h(h_1)} \right) \frac{n_1 p_1 q_1}{6h(h_1)^2} \right) \right),
\]

where \(n_1 = \gamma_1 n / k, p_1 = a'/n\) and \(q_1 = 1 - a'/n\). Now it is easy to see that

\[
\frac{\tilde{h}(h_1)}{q_1 n_1} = O \left( \frac{\tilde{h}(h_1) a'}{n^2} \right), \quad \frac{2q_1 \tilde{h}(h_1)^2}{3p_1^2 n_1^2} = O \left( \frac{\tilde{h}(h_1)^2}{a'^2} \right), \quad \frac{1}{h(h_1)} = O \left( \frac{1}{\tilde{h}(h_1)} \right),
\]

\[
\left( \frac{1}{h_1^*(h_1)} + \frac{1}{n_1 - h_1^*(h_1)} \right) \frac{n_1 p_1 q_1}{6h(h_1)^2} = O \left( \frac{1}{h_1^*(h_1) \tilde{h}(h_1)^2} \right),
\]

where the \(O\)-notations involve universal constants free from \(\beta_1, \beta_2, C_n\). If \(\tilde{h}, h_1\) is such that

\[
\tilde{h} \ll a', \quad h_1 \leq \beta_1 \sqrt{\frac{\sigma_n \sigma_n}{\sigma_n(\beta_1, \beta_2)}}, \quad (A.6)
\]
then since \( b' \gg \log n \), we have for any \( \varepsilon > 0 \), sufficiently large \( n \) (depending on \( M \) and \( \varepsilon > 0 \))

\[
\mathbb{P}(X = h_1^*(h_1)) \geq \frac{1}{\sqrt{2\pi \sigma_{n_1}^2}} \exp \left( -\frac{(h^*)^2}{2(\beta_1 \sigma_{n_1})^2} (1 + \varepsilon)^{1/2} \right). \tag{A.7}
\]

Similarly for \( n_2 = \gamma_2 n/k \), \( p_2 = b'/n \) and \( q_2 = 1 - b'/n \) and any \( m \in \mathbb{N} \) one has

\[
\mathbb{P}
\left( Y = \mu_{n_2} + \frac{h + t^*(h_1) + \beta_2 m + \beta_1 (\mu_{n_1} - h_1^*(h_1))}{\beta_2}
\right)
\]

\[
= \left( Y = \left[ \mu_{n_2} + \frac{h - (h^* + h_1) - \beta_1 \delta_n(h_1)}{\beta_2} \right] + m \right)
\]

\[
= \mathbb{P} \left( Y = \mu_{n_2} + \bar{h}(m) \right),
\]

where \( \bar{h}(m) = \frac{h - (h^* + h_1)}{\beta_2} \left( 1 - \frac{\beta_1 \delta_n(h_1)}{h - (h^* + h_1)} \right) \) with \( \delta_n'(h_1) = \left[ \mu_{n_2} + \frac{h - (h^* + h_1) - \beta_1 \delta_n(h_1)}{\beta_2} \right] - \left( \mu_{n_2} + \frac{h - (h^* + h_1) - \beta_1 \delta_n(h_1)}{\beta_2} \right) \). Therefore, once again by Theorem 1.5 of Bollobás (2001)

\[
\mathbb{P} \left( Y = \mu_{n_2} + \bar{h}(m) \right)
\]

\[
\geq \frac{1}{\sqrt{2\pi p_2 q_2 n_2}} \exp \left( -\frac{\bar{h}(m)^2}{2p_2 q_2 n_2} \left( + \frac{1}{\mu_{n_2} + \bar{h}(m)} \right) \right).
\]

Now it is easy to see that

\[
\frac{\bar{h}(m)p_2}{q_2 n_2} = O \left( \frac{\bar{h}(m)b'}{n^2} \right), \quad \frac{2q_2 \bar{h}(m)^2}{3p_2^2 n_2} = O \left( \frac{\bar{h}(m)^2}{(b')^2} \right), \quad \frac{q_2}{\bar{h}(m)} = O \left( \frac{1}{h(m)} \right),
\]

\[
\left( \frac{1}{\mu_{n_2} + \bar{h}(m)} + \frac{1}{n_2 - \mu_{n_2} - \bar{h}(m)} \right) \frac{n_2 p_2 q_2}{6h(m)^2} = O \left( \frac{b'}{(\mu_{n_2} + \bar{h}(m)) \bar{h}(m)} \right),
\]

where the \( O \)-notations involve universal constants free from \( \beta_1, \beta_2, C_n \).

If \( h, h_1, m \) is such that,

\[
\bar{h} \ll a', \quad h_1 \lesssim \beta_1 \sqrt{\frac{2\pi}{\sigma_n(\beta_1, \beta_2)}}, \quad m \leq \sigma_{n_2}, \tag{A.8}
\]

then since \( b' \gg \log n \), we have for any \( \varepsilon > 0 \), sufficiently large \( n \) (depending on \( M \) and \( \varepsilon > 0 \))

\[
\mathbb{P} \left( Y = \mu_{n_2} + \bar{h}(m) \right) \geq \frac{1}{\sqrt{2\pi \sigma_{n_2}^2}} \exp \left( -\frac{(h - h^*)^2}{2(\beta_2 \sigma_{n_2})^2} (1 + \varepsilon)^{1/2} \right). \tag{A.9}
\]

Combining (A.7) and (A.9), we have that under the common conditions (A.6), (A.8)

\[
\mathbb{P}(X = h_1^*(h_1)) \mathbb{P}(Y = \mu_{n_2} + \bar{h}(m)) \geq \frac{1}{2\pi \sigma_{n_1} \sigma_{n_2}} \exp \left( -\frac{h^2}{2\sigma_{n}(\beta_1, \beta_2)^2} (1 + \varepsilon)^{1/2} \right).
\]

Now for each \( h_1 \subseteq \left[ 0, \beta_1 \sqrt{2\pi \frac{\sigma_{n_1} \sigma_{n_2}}{\sigma_n(\beta_1, \beta_2)}} \right] \cap \beta_1 \mathbb{N} \) the number of \( h_1^*(h_1) \) is distinct and

\[
\beta_1 h_1^*(h_1) + \beta_2 \mu_{n_2} + \bar{h}(m) - \mu_n(\beta_1, \beta_2) \in (h, h + 3m/\beta_2).
\]
Therefore we can choose $m = 1$ to complete the proof of claim (A.4).

**Proof of Lemma 5.1 Part 2b:** Recall the proof of Part (a, ii) and Fix a sequence $\delta^*_n$ satisfying (i) and (ii) of Lemma A.1. Then

\[
\mathbb{P}\left(d'(\beta_1, \beta_2) > C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n}\right)
\leq \mathbb{P}(\beta_1 X' + \beta_2 Y' > t_n(\delta^*_n)) + \mathbb{P}(d(\beta_1, \beta_2) > C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n} - t_n(\delta^*_n))
\]

where $t_n(\delta^*_n) = \delta^*_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n^*}$. Now by our choice of $\delta^*_n$ we have $C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n} - t_n(\delta^*_n) = C_n(1 + o(1)) \sigma_n(\beta_1, \beta_2) \sqrt{\log n}$. Moreover, similar to the proof of Part (a, ii), by Bernstein’s Inequality for $\theta > 0$ one has for $n$ large enough (depending on $\theta, \beta_1, \beta_2, \tau_a, \tau_b$)

\[
\mathbb{P}(\beta_1 X' + \beta_2 Y' > t_n(\delta^*_n)) \leq n^{-\theta}.
\]

Therefore by Part (b, ii) we have by choosing $\theta > 2C$

\[
\mathbb{P}\left(d'(\beta_1, \beta_2) > C_n \sigma_n(\beta_1, \beta_2) \sqrt{\log n}\right) 
\leq n^{-\frac{C^2}{2} + o(1)}.
\]

The lower bound is trivial from Part (b, ii) since $d'(\beta_1, \beta_2) \geq d(\beta_1, \beta_2)$. \hfill \blacksquare

**A.2. Proof of Lemma 5.2.** Recall the definitions $\mu_{n1} = \mathbb{E}[X]$, $\mu_{n2} = \mathbb{E}[Y]$, $\sigma^2_{n1} = \text{Var}(X)$, $\sigma^2_{n2} = \text{Var}(Y)$ and $\mu_n(\beta_1, \beta_2) = \mathbb{E}(\beta_1 X + \beta_2 Y)$ and $\sigma_n(\beta_1, \beta_2) = \text{Var}(\beta_1 X + \beta_2 Y)$. For brevity, we let $\mu_n = \mu_n(1, 1)$ and $\sigma_n = \sigma_n(1, 1)$. Let $\mathcal{H} = \{h > 0: \mu_n + h \in \mathbb{N}\}$. Thus $\mathbb{P}[X + Y > \mu_n + \sigma_n x_n] = \sum_{h \in \mathcal{H}, h > \sigma_n x_n} \mathbb{P}[X + Y = \mu_n + h]$. Let $\mathcal{H}_1 = \{h: \mu_n + h \in \mathbb{N}\}$ and set $h^*_n = \inf\{h \in \mathcal{H}_1: h > \sigma^2_n x_n\}$. Thus we have, for $h \in \mathcal{H}$,

\[
\mathbb{P}[X + Y = \mu_n + h] = \sum_{h_1 \in \mathcal{H}_1, h_1 + h \leq h^*_n} \mathbb{P}[X = \mu_{n1} + h_1] \mathbb{P}[Y = \mu_{n2} + (h - h_1)] 
\geq \sum_{h_1 = h^*_n} \mathbb{P}[X = \mu_{n1} + h_1] \mathbb{P}[Y = \mu_{n2} + (h - h_1)],
\]

for some $m^*$ to be chosen appropriately. Using (Bollobás, 2001, Theorem 1.5), we have,

\[
\mathbb{P}[X = \mu_{n1} + h_1] \geq \frac{1}{\sqrt{2\pi \sigma^2_{n1}}} \exp \left[-\frac{h^2_1}{2\sigma^2_{n1}} - \xi_{1n}\right],
\]

for an explicit sequence $\xi_{1n}(h_1)$, depending on $h_1$. Upon using the fact that $a', b' \gg (\log n)^\tau$, $h_1 = O(\sigma_n \sqrt{\log n})$, for any $m^* \ll h^*_n$, it is immediate that $\xi_{1n}(h_1) = o(1)$, uniformly over $h_1 < h^*_n < h^*_n + m^*$. Thus we have,

\[
\mathbb{P}[X = \mu_{n1} + h_1] \geq (1 + o(1)) \frac{1}{\sqrt{2\pi \sigma^2_{n1}}} \exp \left[-\frac{h^2_1}{2\sigma^2_{n1}}\right].
\]

Similar arguments immediately imply that for $h^*_n < h_1 < h^*_n + m^*$,

\[
\mathbb{P}[Y = \mu_{n2} + (h - h_1)] \geq (1 + o(1)) \frac{1}{\sqrt{2\pi \sigma^2_{n2}}} \exp \left[-\frac{(h - h_1)^2}{2\sigma^2_{n2}}\right].
\]
Using these bounds in (A.10), for \( h = O(\sigma_n \sqrt{2 \log n}) \), we obtain the lower bound
\[
P[X + Y = \mu_n + h] \geq (1 + o(1)) \frac{m^*}{2\pi\sigma_1\sigma_2} \exp\left[-\frac{h^2}{2\sigma_2^2}\right] = (1 + o(1)) \frac{1}{\sqrt{2\pi\sigma_n}} \exp\left[-\frac{h^2}{2\sigma_n^2}\right],
\]
where we choose \( m^* = \sqrt{2\pi\sigma_1\sigma_2}/\sigma_n \ll h_1^* \). Finally, we have, setting \( M_n = \sigma_n \sqrt{C \log n} \) for some constant \( C \) sufficiently large,
\[
P[X + Y > \mu_n + \sigma_n x_n] \geq \sum_{h \in \mathcal{H}: \sigma_n x_n < h < M_n} P[X + Y = \mu_n + h] \geq (1 + o(1)) \frac{1}{\sqrt{2\pi\sigma_n}} \exp\left[-\frac{h^2}{2\sigma_n^2}\right] \geq (1 + o(1))(1 - \Phi(x_n)),
\]
if \( C \) is chosen sufficiently large. This establishes the required lower bound.

Next, we turn to the upper bound. We have,
\[
P[X + Y > \mu_n + \sigma_n x_n] = \sum_{h \in \mathcal{H}: h > \sigma_n x_n} P[X + Y = \mu_n + h] = \sum_{h \in \mathcal{H}: h > \sigma_n \sqrt{C \log n}} P[X + Y = \mu_n + h] + \sum_{h \in \mathcal{H}: h > \sigma_n \sqrt{C \log n}} P[X + Y = \mu_n + h],
\]
for some constant \( C > 0 \) sufficiently large, to be chosen later. We have, using Lemma 5.1 Part 2, we have,
\[
(A.12) \quad \sum_{h \in \mathcal{H}: h > \sigma_n \sqrt{C \log n}} P[X + Y = \mu_n + h] \leq n^{-\frac{C^2}{2}(1 + o(1))}.
\]

Finally, we will use the following “local limit” lemma.

**Lemma A.3.** Let \( X \sim Bin\left(\gamma_1 n / k, a' \right) \) and \( Y \sim Bin\left(\gamma_2 n / k, b' \right) \) be independent random variables with \( a' \geq b' \), \( \liminf b' / a' > 0 \) and \( \gamma_1, \gamma_2, k \) given numbers such that \( \gamma_1 n / k, \gamma_2 n / k \in \mathbb{N} \). Assume \( b' \gg (\log n)^3 \) and set \( \mu_n = \mathbb{E}[X + Y] \), \( \sigma_n^2 = \text{Var}(X + Y) \). Then for any constant \( C > 2 \) and \( \sigma_n \sqrt{2 \log n} < h < \sigma_n \sqrt{C \log n} \), we have, for \( h \in \mathcal{H} \),
\[
P[X + Y = \mu_n + h] \leq (1 + o(1)) \frac{1}{\sqrt{2\pi\sigma_n}} \exp\left[-\frac{h^2}{2\sigma_n^2}\right].
\]

We defer the proof of Lemma A.3 and complete upper bound proof. Lemma A.3 immediately yields
\[
\sum_{h \in \mathcal{H}: \sigma_n x_n < h < \sigma_n \sqrt{C \log n}} P[X + Y = \mu_n + h] \leq (1 + o(1)) \sum_{h \in \mathcal{H}: \sigma_n x_n < h < \sigma_n \sqrt{C \log n}} \frac{1}{\sqrt{2\pi\sigma_n}} \exp\left[-\frac{h^2}{2\sigma_n^2}\right] \leq (1 + o(1)) \int_{x_n}^{\sigma_n \sqrt{C \log n}} \phi(x) dx,
\]
where \( \phi(x) = \frac{1}{\sqrt{2\pi}} \exp\left[-\frac{x^2}{2}\right] \) is the standard normal density function.
where \( \phi(\cdot) \) is the density of the standard Gaussian distribution. We know that \( (1 - \Phi(\sqrt{C\log n})) \leq n^{-c/2} \). Thus for \( C \) sufficiently large, \( \frac{\Phi(C\log n) - \Phi(x_n)}{1 - \Phi(x_n)} \to 1 \) as \( n \to \infty \). For any such choice of \( C \), we immediately have, using (A.11) and (A.12),

\[
P[X + Y > \mu_n + \sigma_n x_n] \leq (1 + o(1))(1 - \Phi(x_n)) + n^{-c/2}(1+o(1)) = (1 + o(1))(1 - \Phi(x_n)).
\]

This completes the proof modulo proof of Lemma A.3. ■

**Proof of Lemma A.3.** We have, for \( h \in \mathcal{H} \), setting \( h_1^* = h\sigma n^2/\sigma_n \), and \( m^* = C_2 / \sqrt{2\pi} \sigma_n \sigma^2 \),

\[
P[X + Y = \mu_n + h] = \sum_{h_1 \in \mathcal{H}} P[X = \mu n_1 + h_1, Y = \mu n_2 + h - h_1] = T_1 + T_2 + T_3,
\]

\[
T_1 = \sum_{h_1 \in \mathcal{H}; h_1 < h_1^*-m^*} P[X = \mu n_1 + h_1, Y = \mu n_2 + h - h_1],
\]

\[
T_2 = \sum_{h_1 \in \mathcal{H}; h_1^*-m^* < h_1 < h_1^* + m^*} P[X = \mu n_1 + h_1, Y = \mu n_2 + h - h_1],
\]

\[
T_3 = \sum_{h_1 \in \mathcal{H}; h_1 > h_1^* + m^*} P[X = \mu n_1 + h_1, Y = \mu n_2 + h - h_1],
\]

First, we analyze the term \( T_2 \). (Bollobás, 2001, Theorem 1.2) implies that for \( h_1 = O(\sigma n \sqrt{\log n}) \),

\[
P[X = \mu n_1 + h_1] < \frac{1}{\sqrt{2\pi} \sigma n_1} \exp \left[ -\frac{h_1^2}{2\sigma^2 n_1} \right],
\]

for an explicit sequence \( \xi_n(1) \). Using \( a' \geq b' \gg (\log n)^2 \), and \( h = O(\sigma n \sqrt{\log n}) \) it immediately follows that \( \xi_n(n) = o(1) \). Using similar arguments for \( P[Y = \mu n_2 + h - h_1] \), we obtain that

\[
T_2 \leq (1 + o(1)) \sum_{h_1 \in \mathcal{H}; h_1^*-m^* < h_1 < h_1^* + m^*} \frac{1}{2\pi \sigma n_1 \sigma n_2} \exp \left[ -\frac{h_1^2}{2\sigma^2 n_1} - \frac{(h - h_1)^2}{2\sigma^2 n_2} \right]
\]

\[
\leq (1 + o(1)) \frac{1}{\sqrt{2\pi} \sigma n} \exp \left[ -\frac{h^2}{2\sigma^2 n} \right] = (1 + o(1)) z_n,
\]

using the definition of \( h_1^* \). We will be done once we establish \( T_1, T_3 = o(z_n) \). We will sketch this proof for \( T_3 \)—the argument for \( T_1 \) is analogous and will be omitted. We note that

\[
T_3 = \sum_{h \in \mathcal{H}; h_1^* + m^* < h_1 < x_n \sigma n(1 + \tau_n)} P[X = \mu_1 + h_1, Y = \mu_2 + h - h_1] + \sum_{h \in \mathcal{H}; h_1 > x_n \sigma n(1 + \tau_n)} P[X = \mu n_1 + h_1, Y = \mu n_2 + h - h_1],
\]

(A.13)

for some sequence \( \tau_n > 0 \) to be chosen appropriately. We will establish that each of these terms is \( o(T_2) \). To this end, we note that

\[
\sum_{h \in \mathcal{H}; h_1 > x_n \sigma n(1 + \tau_n)} P[X = \mu n_1 + h_1, Y = \mu n_2 + (h - h_1)] \leq P[X > \mu n_1 + \sigma n x_n(1 + \tau_n)] \sup_x P[Y = x].
\]

By direct computation, it is easy to see that \( \sup_x P[Y = x] = O(\frac{1}{\sqrt{b'}}) \). Using the results in (Mukherjee, Mukherjee and Sen, 2016, Lemma 6.2), we have,

\[
P[X > \mu n_1 + \sigma n x_n(1 + \tau_n)] \leq n^{-(1+\tau_n)^2(1+o(1))}.
\]
Thus for any sequence $\tau_n > 0$ such that $\lim inf \tau_n > 0$, the second term in (A.13) is $o(z_n)$. Next, we study the first term in the RHS of (A.13). We note that $\sigma_n \geq \sigma_n$, $h < \sigma_n \sqrt{C \log n}$ implies $h - x_n \sigma_n (1 + \tau_n) \geq x_n \sigma_n \left(1 - \frac{\sigma_n}{\sigma_n} (1 + \tau_n)\right)$ and $h - x_n \sigma_n (1 + \tau_n) \leq \sqrt{\log n} \sigma_n \left(\sqrt{C} - \sqrt{2} \frac{\sigma_n}{\sigma_n} (1 + \tau_n)\right)$. This implies that $h - x_n \sigma_n (1 + \tau_n) = O(\log n \sigma_n)$ for some sequence $\tau_n$ sufficiently small. We will fix any such sequence in the rest of the proof. For any such $h^*_1 + m^* < h < x_n \sigma_n (1 + \tau_n)$, (Bollobás, 2001, Theorem 1.2) implies that

$$P[X = \mu_n + h_1] \leq \frac{1}{\sqrt{2\pi \sigma_n^2}} \exp \left[- \frac{h^2}{2\sigma_n^2} + \xi_n(1, h_1)\right],$$

for some explicit sequence $\xi_n(1, h_1)$, depending on $h_1$. Further, $a', b' \gg (\log n)^3$ and $h^*_1 + m^* < h < x_n \sigma_n (1 + \tau_n)$ implies that

$$P[X = \mu_n + h_1] \leq (1 + o(1)) \frac{1}{\sqrt{2\pi \sigma_n^2}} \exp \left[- \frac{h^2}{2\sigma_n^2}\right].$$

where $o(1)$ is a term uniformly controlled for all $h^*_1 + m^* < h < x_n \sigma_n (1 + \tau_n)$. Exactly analogous considerations imply that

$$P[Y = \mu_n + h - h_1] \leq (1 + o(1)) \frac{1}{\sqrt{2\pi \sigma_n^2}} \exp \left[- \frac{(h - h_1)^2}{2\sigma_n^2}\right].$$

Thus we have,

$$\sum_{h \in \mathcal{H} : h^*_1 + m^* < h < x_n \sigma_n (1 + \tau_n)} P[X = \mu_1 + h_1, Y = \mu_2 + h - h_1]$$

$$\leq (1 + o(1)) \sum_{h \in \mathcal{H} : h^*_1 + m^* < h < x_n \sigma_n (1 + \tau_n)} \frac{1}{2\pi \sigma_n \sigma_n^2} \exp \left[- \frac{h_1^2}{2\sigma_n^2} - \frac{(h - h_1)^2}{2\sigma_n^2}\right].$$

$$\leq (1 + o(1)) \frac{1}{\sqrt{2\pi \sigma_n}} \exp \left[- \frac{h_1^2}{2\sigma_n^2}\right] \int_{h^*_1 + m^*}^{x_n \sigma_n (1 + \tau_n)} \frac{1}{\sqrt{2\pi \sigma_0}} \exp \left[- \frac{(x - h_1^2\sigma_n^2)}{2\sigma_0^2}\right] dx$$

$$\leq (1 + o(1)) \frac{1}{\sqrt{2\pi \sigma_n}} \exp \left[- \frac{h_1^2}{2\sigma_n^2}\right] = o(z_n),$$

where we set $\sigma_0^2 = \frac{\sigma_n^2 \sigma_n^2}{\sigma_0^2}$. This completes the proof. ■