Spectral analysis of the zigzag process
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Abstract. The zigzag process is a variant of the telegraph process with position dependent switching intensities. A characterization of the $L^2$-spectrum for the generator of the one-dimensional zigzag process is obtained in the case where the marginal stationary distribution on $\mathbb{R}$ is unimodal and the refreshment intensity is zero. Sufficient conditions are obtained for a spectral mapping theorem, mapping the spectrum of the generator to the spectrum of the corresponding Markov semigroup. Furthermore results are obtained for symmetric stationary distributions and for perturbations of the spectrum, in particular for the case of a non-zero refreshment intensity. In the examples we consider (including a Gaussian target distribution) a slight increase of the refreshment intensity above zero results in a larger $L^2$-spectral gap, corresponding to an improved convergence in $L^2$.
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1. Introduction

In recent years piecewise deterministic Markov processes have emerged as a useful computational tool in stochastic simulation, for example for Bayesian statistics or statistical physics. A particular instance of such a process is the zigzag process, described already in e.g. [FGM12, Mon16] and given its name in [BR17]. The zigzag process is a variant of, and extends the telegraph process [Kac51] and is intimately related to the Bouncy Particle Sampler [PD12, BCVD17].

The zigzag process can be defined in multiple dimensions [BFR19] but here we consider only one spatial dimension. In this setting the zigzag process is a Markov process $(X(t), \Theta(t))$ in the state space $E := \mathbb{R} \times \{-1, +1\}$. Conditional on the velocity process $(\Theta(t))_{t \geq 0}$, the position process $(X(t))_{t \geq 0}$ in $\mathbb{R}$ is completely determined by the relation $X(t) = X(0) + \int_0^t \Theta(s) \, ds$. The velocity process $(\Theta(t))_{t \geq 0}$ in $\{-1, +1\}$ switches sign at inhomogeneous Poisson rate $\lambda(X(t), \Theta(t))$, where $\lambda : E \to [0, \infty)$ is a continuous function. Thus the switching intensity function $\lambda$ has a crucial impact on the dynamics exhibited by the zigzag process.

For a given absolutely continuous potential function $U : \mathbb{R} \to \mathbb{R}$, the switching intensity $\lambda$ can be chosen as $\lambda(x, \theta) = (\theta U'(x) \lor 0) + \lambda_{\text{refr}}(x)$ for some non-negative refreshment intensity function $\lambda_{\text{refr}} : \mathbb{R} \to [0, \infty)$. This condition results in the zigzag process having stationary distribution $\mu$ on $E$ with marginal density on $\mathbb{R}$ proportional to $e^{-U}$. This observation makes the zigzag process into a useful computational device for the stochastic simulation of a given target density proportional to $e^{-U}$.
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In the design of stochastic simulation algorithms it is vital to understand the convergence to stationarity, i.e., the quality of the approximation of the probability density proportional to $e^{-U}$ by the law of $X(t)$. For the zigzag process this question has already been addressed in several ways. In [FGM15, BR17] a Lyapunov function argument has been used to show exponentially fast convergence to stationarity in total variation norm. In [BD17] a central limit theorem for the zigzag process this question has already been addressed in several ways. In [FGM15, BR17] a Lyapunov i.e., the quality of the approximation of the probability density proportional to $L$ for a periodic variant of the telegraph process, with uniform marginal stationary distribution on the position $P$ aim of this work. The probabilistic interpretation of $J.$ Bierkens, S. M. Verduyn Lunel $P$ that the resolvent of $(L)$ is obtained in a similar vein in [MM13] a rather complete understanding of the spectral properties in $L^2(\mu)$ is obtained for a periodic variant of the telegraph process, with uniform marginal stationary distribution on the position space. As in [ADNR18, MM13] we consider the spectrum of the zigzag semigroup in the Hilbert space $L^2(\mu)$. Although the zigzag semigroup is not selfadjoint, it still has remarkable symmetry properties as a semigroup in $L^2(\mu)$. In particular we obtain an elegant characterization of the adjoint of the generator (see Lemma 3.4), and a decomposition of the spectrum in the case of a symmetric stationary distribution (Section 5).

Our results rely for a significant part on the explicit solution of the eigenvalue and resolvent equations, which is possible if $\lambda_{\text{refr}} = 0$. We anticipate that the results can be extended to $\lambda_{\text{refr}} \neq 0$ and to a wider variety of function spaces, using an approach based upon characteristic matrices [KV92], which will be the focus of further research.

The structure of this work is as follows. First, in Section 2 we introduce notation and our main assumptions which are used throughout this document. In Section 3 we construct, imposing minimal assumptions and taking a purely analytical approach, the zigzag semigroup $(P(t))_{t \geq 0}$ on $L^2(\mu)$, where we characterize the domain of the infinitesimal generator $L$ explicitly (Theorem 3.6). Under mild conditions it is established that the resolvent of $(P(t))_{t \geq 0}$ is compact with immediate strong implications for the spectrum. Then, in Section 4 the spectrum of the zigzag semigroup is studied under the assumption of unimodality of $e^{-U}$ and vanishing refreshment, $\lambda_{\text{refr}}(x) = 0$ for all $x$. It turns out that in this case we can find a holomorphic function $Z : \mathbb{C} \rightarrow \mathbb{C}$ such that the spectrum of $L$ is identical to the roots of $Z$ (Theorem 4.4). Under a further suitable polynomial growth condition on the potential function, a spectral mapping theorem is shown to hold, so that the spectrum of $(P(t))_{t \geq 0}$ can expressed in terms of the roots of $Z$ (Theorem 4.13), yielding in particular a characterization of the spectral gap of $(P(t))_{t \geq 0}$ in $L^2(\mu)$ (Theorem 4.14).

Interestingly, if $U$ is symmetric, as discussed in Section 5, then the state space $L^2(\mu)$ can be separated into two subspaces that are invariant with respect to the zigzag semigroup. In particular this implies a decomposition of the spectrum (Theorem 5.3). In Section 6 we determine the effect of small perturbations of the generator on the spectrum of the zigzag semigroup, allowing us to study the effect of a small non-zero refreshment intensity.

In Section 7 some fundamental examples are discussed along with a numerical illustration of the spectrum. Interestingly, in the examples we consider (including a Gaussian target distribution) a slight increase above zero in the zigzag refreshment intensity results in a larger spectral gap and thus an improved convergence in $L^2$. In contrast, the asymptotic variance increases when the refreshment rate increases [BD17]. This apparent contradiction between convergence in law and convergence of empirical averages is also observed.
in reversible, nearly-periodic Markov chains [Ros03] and non-reversible Markov chains [VM20].

Finally we include an appendix containing several technical lemmas.

2. Notation and assumptions

Let \( E = \mathbb{R} \times \{-1, +1\} \) and equip \( E \) with the product topology generated by the usual topologies on \( \mathbb{R} \) and \( \{-1, +1\} \). We also equip \( E \) with the product \( \sigma \)-algebra generated by products of Lebesgue sets in \( \mathbb{R} \) and all subsets of \( \{-1, +1\} \).

Associated to a potential function \( U : \mathbb{R} \to \mathbb{R} \), which we assume to be continuously differentiable, we define the switching intensity function

\[
\lambda(x, \theta) := (\theta U'(x) \vee 0) + \lambda_{\text{refr}}(x), \quad (x, \theta) \in E.
\]

Here \( (a \vee b) := \max(a, b) \) for any \( a, b \in \mathbb{R} \), and \( \lambda_{\text{refr}} : \mathbb{R} \to [0, \infty) \) is a continuous function. The function \( \lambda_{\text{refr}} \) is referred to as the refreshment rate or excess switching rate. In order to obtain the main results in this paper we will often assume that \( \lambda_{\text{refr}}(x) = 0 \) for all \( x \in \mathbb{R} \); this assumption will always be made explicit.

The switching intensities \( \lambda \) define (under suitable conditions) a Markov process in \( E \), with associated Markov semigroup \( (P(t))_{t \geq 0} \) on \( B(E) \), the Banach space of bounded measurable functions on \( E \). We call \( (P(t)) \) the zigzag semigroup. For a probabilistic construction see, e.g., [BFR19, BR17].

It is the aim of this paper to carry out a detailed investigation of properties of this semigroup as a strongly continuous semigroup in \( L^2(\mu) \), where \( \mu \) denotes a stationary distribution of the process (to be made precise later). We will be particularly interested in spectral properties of the semigroup.

2.1. Notation

For a measure \( \mu \) on a measurable space \( E \) we write \( \mu(f) = \int_E f \, d\mu \), for \( f \in L^1(\mu) \). Let \( E = \mathbb{R} \times \{-1, +1\} \). For \( f : E \to \mathbb{C} \) we write \( f^\theta = f(\cdot, \theta), \theta = \pm 1 \). Recall the Sobolev spaces \( W^{k,p}(\Omega, \nu) \) for \( \Omega \) an open subset of \( \mathbb{R} \) and \( \nu \) a Borel measure on \( \Omega \) and write \( W^{k,p}(\Omega) \) when the underlying measure is Lebesgue measure. Let \( \mu \) denote a Borel measure on \( E \). We say that \( f \in W^{k,p}(\mu) \) if \( f(\cdot, \theta) \in W^{k,p}(\mathbb{R}, \mu) \) for \( \theta \in \{-1, +1\} \). Similarly we say that \( f \in W^{k,p}_{\text{loc}}(E) \) if, for any \( \theta \in \{-1, +1\} \), \( f(\cdot, \theta) \) restricted to \( E \) is in \( W^{k,p}(F) \) for any compact set \( F \subset \mathbb{R} \). Mappings \( M \) of functions \( f : \mathbb{R} \to \mathbb{C} \) yielding a function \( Mf : \mathbb{R} \to \mathbb{C} \) may be extended to mappings of functions \( f : E \to \mathbb{C} \) by defining \( (Mf)^\theta = Mf(\cdot, \theta) \) for \( \theta = \pm 1 \). For example, for \( f \in W^{k,p}_{\text{loc}}(E) \) we write \( \partial_\theta f : E \to \mathbb{R} \) for the function such that \( (\partial_\theta f)^\theta = \partial_x f^\theta \) for \( \theta = \pm 1 \). Similarly a function space of functions \( f : \mathbb{R} \to \mathbb{R} \) is readily extended to functions \( f : E \to \mathbb{R} \). For example, \( C^\infty_0(E) \) denotes the space of all functions \( f : E \to \mathbb{C} \) such that \( f^\theta \in C^\infty_0(\mathbb{R}) \) for \( \theta = \pm 1 \).

2.2. Assumptions on the potential function

We introduce several different assumptions on the potential function \( U \) for later reference. See Section 7 for the verification of these conditions for a specific family of potential functions.

**Assumption A1.** \( U \in C^2(\mathbb{R}) \), \( e^{-U} \in L^1(\mathbb{R}) \) and, for some \( \delta \in (0, 1) \), \( m \in \mathbb{R} \), and \( M > 0 \),

\[
m \leq U''(x) \leq \delta |U'(x)|^2 + M, \quad x \in \mathbb{R}.
\]

Furthermore there are constants \( c_1, c_2 \geq 0 \) such that \( \lambda_{\text{refr}}(x) \leq c_1 + c_2 |U'(x)| \) for all \( x \in \mathbb{R} \).

**Assumption A2.** \( \lim_{x \to -\infty} U'(x) = +\infty \) and \( \lim_{x \to +\infty} U'(x) = -\infty \).

**Assumption A3** (Unimodality). \( U(0) = 0 \), \( U'(x) \leq 0 \) for \( x \leq 0 \) and \( U'(x) \geq 0 \) for \( x \geq 0 \).

**Assumption A4** (Growth condition). There are constants \( C \leq 0 \), \( M \geq 0 \), \( m > 0 \) and \( p > 1 \) such that

\[
U(y) \geq U(x) + C + m |x - y|^p \quad \text{for all } x, y \text{ for which } M \leq x \leq y \text{ or } y \leq x \leq -M.
\]
Note that for continuously differentiable $U$, Assumption A4 cannot hold for $C > 0$. Indeed, if \eqref{eq:A2} would hold with $C > 0$ then for all $x \geq M$

$$U'(x) = \lim_{h \rightarrow 0} \frac{U(x+h) - U(x)}{h} \geq \lim_{h \rightarrow 0} \frac{C}{h} + mh^{p-1} = +\infty.$$ 

Remark 2.1. If Assumption \eqref{eq:A2} holds for some $M > 0$, then it also holds for $M = 0$ (for a different value of $m$), which simplifies proofs later on. This result is delegated to the appendix, see Lemma A.2.

Examples of potential functions for which Assumption A4 is satisfied are given by

Assumption A5 are satisfied. Here Assumption A4 follows, e.g., by Lemma 2.3. We will study a more general family than necessary for most of the results.

Remark 2.2. For convenience of the reader we provide the following lemma which gives an easily verifiable condition for Assumption A4 to hold. The reverse implication does not hold: see Lemma 7.1 for an example where the conditions of Lemma 2.3 are not satisfied whereas Assumptions A2 and A4 are satisfied.

**Lemma 2.3.** Suppose $U \in C^2(\mathbb{R})$ and $U''(x) \geq m$ for all $|x| \geq M$, where $m > 0$ and $M \geq 0$. Then Assumptions A2 and A4 hold.

**Proof.** The implication of Assumption A2 is immediate. If the assumptions of the lemma are satisfied then $U'(x) \geq 0$ for $x$ sufficiently large (say for $x \geq M \geq \tilde{M}$). By integrating it follows that for $y \geq x \geq \tilde{M}$ and $\tilde{m} = m/2$ we have that

$$U(y) \geq U(x) + U'(x)(y-x) + \tilde{m}(y-x)^2 \geq U(x) + \tilde{m}(y-x)^2.$$ 

We may use an analogous argument for $y \leq x \leq -M$ to obtain Assumption A4 for $C = 0$ and $p = 2$. 

In Section 5 we will investigate the implications of the following symmetry assumption.

**Assumption A5 (Symmetry).** $U(x) = U(-x)$ for $x \in \mathbb{R}$.

**Remark 2.4.** For convenience of the reader we remark that the following list of assumptions implies all conditions mentioned so far, but is somewhat stronger than necessary. In particular (iii) and (v) are stronger than necessary for most of the results.

(i) $U \in C^2(\mathbb{R})$.
(ii) For some $\delta \in (0,1)$, and $M > 0$,

$$U''(x) \leq \delta |U'(x)|^2 + M, \quad x \in \mathbb{R}.$$ 

(iii) Symmetry: $U(x) = U(-x)$ for $x \in \mathbb{R}$.
(iv) Unimodality: $U(0) = 0$ and $U'(x) \geq 0$ for $x \geq 0$.
(v) $m$-strong convexity: $U''(x) \geq m$ for all $|x| \geq M$, where $m > 0$ and $M \geq 0$.

In particular note that $e^{-U} \in L^1(\mathbb{R})$ is implied by (v).

**Example 2.5 (Gaussian distribution).** Suppose $U(x) = \frac{x^2}{2\sigma^2}$ with $\sigma > 0$. Then Assumptions A1, A2, A3, A4 and A5 are satisfied. Here Assumption A4 follows, e.g., by Lemma 2.3. We will study a more general family of distributions, including the Gaussian distribution, in Section 7.

**Example 2.6 (t-distribution).** Suppose $U(x) = \frac{(x+1) \log \left(1 + \frac{x^2}{\alpha}\right)}{2\alpha}$, with $\alpha > 0$. In this case the probability measure on $\mathbb{R}$ with density proportional to $e^{-U}$ is the $t$-distribution with $\alpha$ degrees of freedom. In particular if $\alpha = 1$ this is the Cauchy distribution. Then $U'(x) = \frac{(x+1)x}{\alpha x^2}$ and $U''(x) = \frac{(\alpha+1)(\alpha-x^2)}{(x^2+\alpha)^2}$. Since $U''$ is a bounded function for any $\alpha > 0$, Assumption A1 is satisfied. However, $|U'(x)| \rightarrow 0$ as $|x| \rightarrow \infty$ for any $\alpha > 0$, so that Assumption A2 is not satisfied. Assumptions A3 and A5 are trivially satisfied; Assumption A4 is not satisfied.
3. The zigzag semigroup in $L^2(\mu)$

In this section we take a purely functional analytic approach to the construction of the zigzag semigroup in $L^2(\mu)$. That is, we do not refer to the probabilistic construction of the process as carried out, e.g., in [BR17]. This construction is discussed in Section 3.1. Next, we establish that under reasonable conditions (i.e. Assumptions A1, A2) the semigroup has a compact resolvent, which is important in the characterization of the spectrum from Section 4 onwards.

3.1. Construction of the zigzag semigroup

Define measures $\nu$ on $\mathbb{R}$ and $\mu$ on $E$, respectively by

$$\nu(A) = \int_A e^{-U(x)} \, dx, \quad \text{and} \quad \mu(A \times \{\theta\}) = \nu(A), \quad A \in \mathcal{B}(\mathbb{R}), \, \theta \in \{-1, +1\}.$$ 

At this point there is no requirement that $e^{-U}$ be integrable. Therefore the measure $\mu$ is not necessarily finite, but as a consequence of the continuity of $U$ it is $\sigma$-finite. We consider the complex Hilbert space $L^2(\mu)$ with inner product $\langle \cdot, \cdot \rangle$ and norm $\| \cdot \|$. The space $L^2(\mu)$ is separable by [Dav07, p. 36]. Define a linear operator $(L, \mathcal{D}(L))$ on the domain

$$\mathcal{D}(L) = \{ f \in L^2(\mu) \cap W^{1,2}_{\text{loc}}(E) : (x, \theta) \mapsto \theta \partial_x f(x, \theta) + \lambda(x, \theta)(f(x, -\theta) - f(x, \theta)) \in L^2(\mu) \}. \quad (3.1)$$

by

$$Lf(x, \theta) = \theta \partial_x f(x, \theta) + \lambda(x, \theta)(f(x, -\theta) - f(x, \theta)). \quad (3.2)$$

We introduce the flipping operator $Ff(x, \theta) = f(x, -\theta)$ and we will often use the shorthand notation $Lf = \theta \partial_x f + \lambda(Ff - f)$.

The aim of this section is to establish that $L$ is the generator of a semigroup $(P(t))_{t \geq 0}$ in $L^2(\mu)$, which we will refer to as the zigzag semigroup. In order to do so, we will first show that $L$ is a closed dissipative operator (Lemmas 3.1, 3.3), determine a core for $L$ (Lemma 3.2), and next characterize the adjoint of $L$, finding essentially that $L^* = FLF$ (Lemmas 3.4, 3.5). These results then immediately imply the wellposedness of the Cauchy problem, i.e., the construction of the semigroup $P(t)$, see Theorem 3.6.

Lemma 3.1. The operator $(L, \mathcal{D}(L))$ is closed.

Proof. Let $(f_n) \subset \mathcal{D}(L)$ be a converging sequence in $L^2(\mu)$ with $\lim_{n \to \infty} f_n = f \in L^2(\mu)$, and suppose $(g_n) := (Lf_n)$ converges in $L^2(\mu)$ to $g$. Note that

$$\partial_x f_n(x, \theta) = \theta \left( g_n(x, \theta) - \lambda(x, \theta)(f_n(x, -\theta) - f_n(x, \theta)) \right) \quad (3.3)$$

and define in similar spirit

$$h(x, \theta) := \theta \left( g(x, \theta) - \lambda(x, \theta)(f(x, -\theta) - f(x, \theta)) \right).$$

We will first show that $f \in W^{1,2}_{\text{loc}}(E)$ and that $\partial_x f = h$. To this end let $\phi \in C_c^\infty(E)$. Then

$$- \int_E f \partial_x \phi \, dx = - \int_E \lim_{n \to \infty} f_n \partial_x \phi \, dx = - \lim_{n \to \infty} \int_E f_n \partial_x \phi \, dx$$

$$= \lim_{n \to \infty} \int_E (\partial_x f_n) \phi \, dx = \int_E \lim_{n \to \infty} \partial_x f_n \phi \, dx = \int_E h \phi \, dx.$$ 

In he above derivation we were allowed to exchange the limit and integral twice, since (for the first interchange), $f_n \to f$ in $L^2(\mu)$, and using (for the second interchange) that $f_n \to f$ in $L^2(\mu)$, $g_n \to g$ in $L^2(\mu)$, and $\lambda$ is bounded on compact intervals, and thus $\partial_x f_n$ converges in $L^2_{\text{loc}}(\mathbb{R})$ by (3.3). This establishes that $\partial_x f = h$. Furthermore, taking a subsequence, $\theta \partial_x f_{n_k} = \partial_x g_{n_k} = \lambda(f_{n_k} - f) \to g - \lambda(Ff - f) = \theta \partial_x f$ almost everywhere (by $L^2$-convergence of $f_n$ and $g_n$). Therefore $g_{n_k} = Lf_{n_k} \to \theta \partial_x f + \lambda(Ff - f) = g$ almost everywhere. Since also $g_{n_k} \to g$ in $L^2(\mu)$ we have $f \in \mathcal{D}(L)$ and $Lf = g$. \hfill \Box
Lemma 3.2. $C^\infty_c(E)$ is a core for $L$.

Proof. We use ideas from the proof of [LB07, Proposition 8.7.3]. Let $f \in D(L)$, and let $\xi : [0, \infty) \to [0, 1]$ be a smooth function such that $\xi = 1$ in $[0, 1/2]$ and $\xi = 0$ in $[1, \infty)$, and define $\xi_n(x) = \xi(|x|/n)$. Then define $f_n(x, \theta) = f(x, \theta)\xi_n(x)$. Then every $f_n$ has compact support, $f_n \in W^{1,2}(\mu)$, and $f_n \to f$ in $L^2(\mu)$ by dominated convergence. Furthermore we have

$$L f_n(x, \theta) = \partial \xi_n(x)f(x, \theta) + \xi_n(x)Lf(x, \theta).$$

Note that $\sup_{x \in \mathbb{R}} |\xi_n'(x)| \leq C/n$ for some $C > 0$. It follows that, as $n \to \infty$,

$$\|L f_n(x, \theta) - Lf(x, \theta)\|_{L^2(\mu)} \leq C/n\|f\|_{L^2(\mu)} + \|(1 - \xi_n)Lf\|_{L^2(\mu)} \to 0,$$

where the second term converges to zero by dominated convergence. Thus, functions with compact support are dense in $D(L)$ with respect to the graph norm of $L$. We can now limit ourselves to the situation in which $f$ has compact support. Let $\varphi \in C^\infty_c(\mathbb{R})$ be a smooth function, compactly supported in $[-1,1]$ such that $\varphi = 1$ in $[-1/2,1/2]$, $\varphi(x) \in [0,1]$ for all $x$, and $\|\varphi\|_{L^1(\mathbb{R})} = 1$. Set $\varphi_n(x) = n\varphi(x/n)$ for $n \in \mathbb{N}$, and for compactly supported $f$, define

$$f_n(x, \theta) = (f \ast \varphi_n)(x, \theta) := \int_{\mathbb{R}} \varphi_n(x-y)f(y, \theta) \, dy, \quad x \in \mathbb{R}, \quad n \in \mathbb{N}.$$

Then $f_n \in C^\infty_c(E)$, uniformly supported in $\text{supp}(f) + B(1)$, and $f_n \to f$ in $L^2(\mu)$. Furthermore, since $\partial f_n = (\partial f) \ast \varphi_n$, and $\lambda$ is bounded uniformly in $n$ on the support of $(f_n)$, it follows that $\|Lf_n - Lf\|_{L^2(\mu)} \to 0$. \qed

Lemma 3.3 (Dissipativity). $(\lambda^+ + \lambda^-)|f^+ - f^-|^2 \in L^1(\nu)$ for any $f \in D(L)$, and

$$\text{Re} \int_E (Lf)T \, d\mu \leq -\frac{1}{2} \int_{\mathbb{R}} (\lambda^+ + \lambda^-)|f^+ - f^-|^2 \, d\nu, \quad f \in D(L). \quad (3.4)$$

Proof. First we establish the result for $f \in C^\infty_c(E)$. By partial integration, using compact support of $f$, and noting that (2.1) leads to the equality $\lambda^+(x) - \lambda^-(x) = U'(x)$, we find that

$$\text{Re} \sum_{\theta = \pm 1} \int_{-\infty}^{\infty} (Lf)^\theta T \, d\nu(x)$$

$$= \text{Re} \int_{-\infty}^{\infty} \left\{ (\partial \lambda f^+ + \lambda^+(f^+ - f^+)) T^+ + (-\partial \lambda f^- + \lambda^-(f^+ - f^-)) T^- \right\} e^{-U} \, dx$$

$$= \int_{-\infty}^{\infty} \frac{1}{2} \partial \lambda (|f^+|^2 e^{-U}) + \text{Re} \left( \frac{1}{2} U' f^+ + \lambda^+(f^+ - f^+) \right) T^+ e^{-U} \, dx$$

$$+ \int_{-\infty}^{\infty} \left( -\frac{1}{2} \partial \lambda (|f^-|^2 e^{-U}) + \text{Re} \left( -\frac{1}{2} U' f^- + \lambda^-(f^+ - f^-) \right) T^- e^{-U} \, dx \right.$$$$= \text{Re} \int_{-\infty}^{\infty} \left( \lambda^+ f^+ T^+ + \lambda^- f^+ T^- - \frac{1}{2} (\lambda^+ + \lambda^-) |f^+|^2 - \frac{1}{2} (\lambda^+ + \lambda^-) |f^-|^2 \right) e^{-U} \, dx$$

$$= -\frac{1}{2} \int_{-\infty}^{\infty} (\lambda^+ + \lambda^-)|f^+ - f^-|^2 e^{-U} \, dx.$$

For $f \in D(L)$, using that $C^\infty_c(E)$ is a core for $L$ (Lemma 3.2), take a sequence $f_n \to f$, with $f_n \in C^\infty_c(E)$, and with convergence in the graph norm of $L$. By Fatou,

$$\frac{1}{2} \int_{\mathbb{R}} (\lambda^+ + \lambda^-)|f^+ - f^-|^2 \, d\nu \leq -\text{Re} \int_E (Lf)T \, d\mu < \infty.$$
Recall that the adjoint operator of a densely defined operator \((A, \mathcal{D}(A))\) on \(L^2(\mu)\) is defined on the domain
\[
\mathcal{D}(A^*) = \{g \in L^2(\mu) : \text{there is an } h \in L^2(\mu) \text{ such that } \langle Af, g \rangle = \langle f, h \rangle \text{ for all } f \in \mathcal{D}(A)\},
\]
by \(A^*g = h\), with \(h\) the function as described in the domain of the adjoint.

Define an operator \((L^*, \mathcal{D}(L^*))\) by
\[
\mathcal{D}(L^*) = \{g \in L^2(\mu) \cap W^{1,2}_{\text{loc}}(E) : (x, \theta) \mapsto -\theta \partial_x g(x, \theta) + \lambda(x, -\theta)(g(x, -\theta) - g(x, \theta)) \in L^2(\mu)\}
\]
and
\[
L^* g(x, \theta) = -\theta \partial_x g(x, \theta) + \lambda(x, -\theta)(g(x, -\theta) - g(x, \theta)), \quad g \in \mathcal{D}(L^*), \; (x, \theta) \in E.
\]
This operator is going to be our candidate for the adjoint operator \(L^*\).

**Lemma 3.4.** \((L^*, \mathcal{D}(L^*)) = (L^*, \mathcal{D}(L^*))\).

**Proof.** We first show that \(\mathcal{D}(L^*) \subset \mathcal{D}(L^*)\), and that \(L^*\) coincides with \(L^*\) on its domain. Suppose \(g \in \mathcal{D}(L^*)\), and let \(h \in L^2(\mu)\) be so that \(\langle Lf, g \rangle = \langle f, h \rangle\) for every \(f \in \mathcal{D}(L)\). Note that \(C^\infty_0(E) \subset \mathcal{D}(L)\). For \(f \in C^\infty_0(E)\) and \(\theta = \pm 1\), we have
\[
\sum_{\theta = \pm 1} \int_{\mathbb{R}} \theta \partial_x f(x, \theta) g(x, \theta) e^{-U(x)} \, dx = \langle \theta \partial_x f, g \rangle
\]
\[
= \langle (L_f - \lambda(Ff - f)), g \rangle = \langle f, h \rangle - \langle \lambda(Ff - f), g \rangle
\]
\[
= \sum_{\theta = \pm 1} \int_{\mathbb{R}} f(h - F(\lambda g) + \lambda g) e^{-U} \, dx.
\]
Since this holds in particular for any \(f\) such that either \(f(\cdot, +1) = 0\) or \(f(\cdot, -1) = 0\), it follows that \(\theta g e^{-U}\) has a weak derivative \(- (h - F(\lambda g) + \lambda g) e^{-U}\). From this we may conclude (by Lemma A.1) that \(g = (\theta g e^{-U})(\theta e^{-U}) \in W^{1,2}_{\text{loc}}(E)\) with weak derivative
\[
\partial_x g = -\theta (h - F(\lambda g) + \lambda g) + U' g.
\]

Isolating \(h\) on the left hand side gives
\[
h(x, \theta) = -\theta \partial_x g(x, \theta) + \lambda(x, -\theta)g(x, -\theta) - \lambda(x, \theta)g(x, \theta) + \theta U'(x)g(x, \theta)
\]
\[
= -\theta \partial_x g(x, \theta) + \lambda(x, -\theta)(g(x, -\theta) - g(x, \theta)),
\]
using that \(\theta U' = \lambda - F\lambda\). Since \(h \in L^2(\mu)\) the right-hand side is also in \(L^2(\mu)\). So \(g \in \mathcal{D}(L^*)\) and \(h = L^* g\).

Conversely, if \(g \in \mathcal{D}(L^*)\) and \(f \in \mathcal{D}(L)\), we may approximate \(f\) by \(\tilde{f} \in C^\infty_0(E)\). By partial integration it follows that \(\langle Lf, g \rangle = \langle \tilde{f}, L^* g \rangle\). Since \(\tilde{f}\) can be arbitrarily close to \(f\) in the graph norm of \(L\) by Lemma 3.2, it follows that \(\langle Lf, g \rangle = \langle f, L^* g \rangle\). This establishes that \(\mathcal{D}(L^*) \subset \mathcal{D}(L^*)\). \(\square\)

The following lemma establishes that \(L^* = FLF\).

**Lemma 3.5.** \(f \in \mathcal{D}(L)\) if and only if \(Ff \in \mathcal{D}(L^*)\), and \(FLf = L^* Ff\) for \(f \in \mathcal{D}(L)\). In particular \(L^* = L^*\) is dissipative.

**Proof.** If \(f \in \mathcal{D}(L)\), then \(f \in W^{1,2}_{\text{loc}}(E)\), and therefore \(Ff \in W^{1,2}_{\text{loc}}(E)\). Applying \(L^*\) (formally) to \(Ff\) yields
\[
L^* Ff(x, \theta) = -\theta \partial_x f(x, -\theta) + \lambda(x, \theta)(f(x, \theta) - f(x, -\theta)) = FLf(x, \theta).
\]
Since \(Lf \in L^2(\mu)\), it follows that \(FLf \in L^2(\mu)\). This establishes that \(Ff \in \mathcal{D}(L^*)\) and \(FLf = L^* Ff\) for \(f \in \mathcal{D}(L)\). The reverse inclusion is analogous. Since \(L\) is dissipative by Lemma 3.3, this applies to \(L^*\). \(\square\)
We summarize our findings in the following theorem.

**Theorem 3.6.** $L$ is a closed dissipative operator which generates a strongly continuous contraction semigroup $(P(t))_{t \geq 0}$ in $L^2(\mu)$. The adjoint of $L$ is given by $L^* = FLF$, i.e., $D(L^*) = \{ f : f \in D(L) \}$ and $L^*g = FLFg$ for $g \in D(L^*)$. The adjoint semigroup $(P^*(t))_{t \geq 0}$ is given by $P^*(t) = FP(t)F$ for $t \geq 0$.

**Proof.** The fact that $L$ generates a strongly continuous semigroup follows by [EN00, Theorem II.3.17], using that $L$ and $L^*$ are dissipative. In particular the range of $\gamma - L$ is equal to $L^2(\mu)$ ([EN00, Theorem II.3.15]) for any $\gamma > 0$. The statement on the adjoints of $L^*$ and $P^*$ follows by Lemma 3.4. \qed

### 3.2. Compactness of the resolvent of the zigzag semigroup generator

We will now investigate conditions under which the resolvent of the generator of the zigzag semigroup is compact. This is of fundamental importance in the characterization of the spectrum in subsequent sections.

Let $W^{1,2}(\nu)$ denote the usual Sobolev space of functions in $L^2(\nu)$ which have a weak derivative in $L^2(\nu)$. Since $W^{1,2}(\nu) \subset W^{1,2}_{\text{loc}}(\mathbb{R})$, all $f \in W^{1,2}(\nu)$ are absolutely continuous. Finally we denote by $W^{1,2}(\mu)$ the (equivalence classes of) measurable functions $f : E \to \mathbb{R}$ such that $\tilde{f}^\theta \in W^{1,2}(\nu)$ for $\theta = \pm 1$.

We may obtain a better understanding of $D(L)$ if we suppose Assumption A1 and A2 are satisfied. In particular, $e^{-U}$ is assumed to belong to $L^1(\mathbb{R})$ so that $\nu$ and $\mu$ are finite measures. The relevance of these assumptions follows for a large part from the following lemmas.

**Lemma 3.7** ([LB07, Lemma 8.5.2, Theorem 8.5.3]). Suppose that Assumption A1 holds. Then for any $p \in [2, +\infty)$ there exists a positive constant $C$ such that

$$\int_{\mathbb{R}} |f'|^p |U'|^2 \, d\nu \leq C \| f \|_{W^{1,p}(\nu)}^p, \quad f \in W^{1,p}(\nu).$$

If additionally Assumption A2 is satisfied, then the embedding $W^{1,p}(\nu) \subset L^p(\nu)$ is compact for any $p \in [2, +\infty)$.

**Lemma 3.8.** Suppose that $U$ satisfies Assumption A1. Suppose $f \in W^{1,2}_{\text{loc}}(\mathbb{R}) \cap L^2(\nu)$ is such that $f - U'f \in L^2(\nu)$. Then $f \in W^{1,2}(\nu)$ and

$$\int_{\mathbb{R}} |f'|^2 \, d\nu \leq -m \int_{\mathbb{R}} |f|^2 \, d\nu + \int_{\mathbb{R}} |f' - U'f|^2 \, d\nu < \infty.$$ (3.5)

**Proof.** First suppose $f \in C^\infty_c(\mathbb{R})$. We compute

$$\int_{\mathbb{R}} |f' - U'f|^2 \, d\nu = \int_{\mathbb{R}} \left\{ |f'|^2 - f'U'\overline{f} - U'f(\overline{f}) + |U'|^2 |f|^2 \right\} \, d\nu.$$ 

For the cross terms we find by partial integration that

$$\int_{\mathbb{R}} \left\{ -(f')U' \overline{f} - U' f(\overline{f}) \right\} \, d\nu = -\int_{\mathbb{R}} (\bar{f} |f|^2) U' e^{-U} \, dx \quad \text{and} \quad \int_{\mathbb{R}} \left\{ |f|^2 U'' - |U'|^2 |f|^2 \right\} e^{-U} \, dx.$$

Thus,

$$\int_{\mathbb{R}} |f' - U'f|^2 \, d\nu = \int_{\mathbb{R}} \left\{ |f'|^2 + |f|^2 U'' \right\} \, d\nu.$$

Combining with the assumption that $U'' \geq m$ and rearranging yields the stated conclusion for $f \in C^\infty_c(\mathbb{R})$.

Analogous to the proof of Lemma 3.2, it may be established that $C^\infty_c(\mathbb{R})$ is a core for the closed operator $(C, D(C))$ on $L^2(\nu)$ with $C f = \tilde{f}' - U'f$ and $D(C) = \{ f \in L^2(\nu) \cap W^{1,2}_{\text{loc}} : C f \in L^2(\nu) \}$; see Lemma A.3 for
details. Letting \( f_n \to f \) in the graph norm of \( C \) with \( (f_n) \subset C^\infty_c(\mathbb{R}) \), we find that, using Fatou’s lemma, and after taking a subsequence for which \( f'_n \) converges almost everywhere,

\[
\|f'\|^2_{L^2(\nu)} = \lim_{n \to \infty} \|f'_n\|^2_{L^2(\nu)} = \liminf_{n \to \infty} \|f'_n\|^2_{L^2(\nu)} \\
\leq \liminf_{n \to \infty} \|f'_n\|^2_{L^2(\nu)} \\
\leq \liminf_{n \to \infty} \left( -m\|f_n\|^2_{L^2(\nu)} + \|Cf_n\|^2_{L^2(\nu)} \right) \\
= -m\|f\|^2_{L^2(\nu)} + \|Cf\|^2_{L^2(\nu)} < \infty.
\]

We can now state sufficient conditions for the resolvent of the generator of the zigzag semigroup to be compact.

**Theorem 3.9 (Compact resolvent).** Suppose Assumption A1 is satisfied. Then \( \mathcal{D}(L) = W^{1,2}(\mu) \). If also Assumption A2 holds then the embedding \( W^{1,2}(\mu) \subset L^2(\mu) \) is compact and in particular, for any \( \gamma > 0 \), the resolvent operator \( (\gamma - L)^{-1} : L^2(\mu) \to L^2(\mu) \) is compact.

**Proof.** First we prove that \( \mathcal{D}(L) \subset W^{1,2}(\mu) \). Suppose \( f \in \mathcal{D}(L) \) and write \( Lf = h \). Write \( g_1 = f^+ - f^- \) and \( g_2 = f^+ + f^- \). We have

\[
\partial_x g_1 = h^+ - \lambda^+(f^- - f^+) + h^- - \lambda^-(f^+ - f^-) = h^+ + h^- + U'g_1,
\]

\[
\partial_x g_2 = h^+ - \lambda^+(f^- - f^+) - h^- + \lambda^-(f^+ - f^-) = h^+ - h^- - (2\lambda_{\text{refr}} + |U'|)g_1.
\]

We see that \( g_1 \) satisfies \( g_1' - U'g_1 = h^+ + h^- \in L^2(\nu) \) so that, by Lemma 3.8, \( g_1 \in W^{1,2}(\nu) \). Next by the estimate on \( \lambda_{\text{refr}} \) of Assumption A1, Lemma 3.7 and the second equation, \( g_2 \in W^{1,2}(\nu) \). The inclusion \( \mathcal{D}(L) \subset W^{1,2}(\mu) \) follows since \( f^\pm \) may be expressed as linear combinations of \( g_1 \) and \( g_2 \).

Conversely, we now prove that \( W^{1,2}(\mu) \subset \mathcal{D}(L) \). Since \( \lambda_{\text{refr}}(x) \leq c_1 + c_2 |U'(x)| \) for some constants \( c_1, c_2 \), it follows that \( |\lambda(x, \theta)| \leq C_1 + C_2 |U'(x)| \) for some constants \( C_1, C_2 \). By Assumption A1 and Lemma 3.7, \( \|f\|_{L^2(\mu)} \leq \|Lf\|_{L^2(\mu)} \leq \tilde{C}\|f\|_{W^{1,2}(\mu)} \) for some \( \tilde{C} > 0 \), which establishes that \( W^{1,2}(\mu) \subset \mathcal{D}(L) \).

Let \( \gamma > 0 \). Recall that \( \gamma - L : \mathcal{D}(L) \to L^2(\mu) \) is bijective, so the inverse map exists, and is bounded by dissipativity (see [EN00, Proposition II.3.14]). Since the embedding \( W^{1,2} \hookrightarrow L^2(\mu) \) is compact by Lemma 3.7 it follows from [EN00, Proposition II.4.25] that the resolvent is compact. \( \square \)

**Remark 3.10.** If Assumption A1 is satisfied, then (3.4) holds with equality, i.e., for all \( f \in \mathcal{D}(L) \) we have

\[
\text{Re} \int_E (Lf)^T d\mu = -\frac{1}{2} \int_\mathbb{R} (\lambda^+ + \lambda^-)|f^+ - f^-|^2 dv, \quad f \in \mathcal{D}(L).
\]

This follows from the proof of Lemma 3.3. Indeed in the proof the above relation is established for \( f \in C^\infty_c(E) \). Now for \( f \in \mathcal{D}(L) = W^{1,2}(\mu) \), take a sequence \( (f_n) \subset C^\infty_c(E) \) converging in \( W^{1,2}(\mu) \) towards \( f \), and note that both sides of the above equation converge, using Lemma 3.7.

The fact that the resolvent is compact under suitable conditions leads naturally to the question whether the semigroup is eventually compact. We will now establish that this is not the case. The following lemma first states in a technical way that the zigzag semigroup consists simply of translations in regions of the space where the switching intensity vanishes, a necessary ingredient for the conclusion of Proposition 3.12 that the zigzag semigroup is in general not eventually compact.

**Lemma 3.11.** Suppose \( \lambda_{\text{refr}}(x) = 0 \) for all \( x \). Suppose \( \theta U'(x) \leq 0 \) for some \( \theta \in \{-1, +1\} \) and all \( x \in I \), where \( I = [a, b] \) is a non-empty interval. Then \( P(t) f(x, \theta) = f(x + \theta t, \theta) \) for all \( t \geq 0 \) and \( \mu \)-almost all \( x \in \mathbb{R} \) for which \( \{x + \theta s : 0 \leq s \leq t\} \subset I \).
This establishes that no subsequence of \((P(t)f(x, \theta))\) with \(\theta\) as in the assumption of the lemma. Then, for \(x \in I\)

\[
\partial_t \varphi(t, x) = \partial_t P(t)f(x, \theta) = LP(t)f(x, \theta) = \theta \partial_x P(t)f(x, \theta) = \theta \partial_x \varphi(t, x).
\]

Fix \((x, t)\) such that \(x + \theta s \in [a, b]\) for \(0 \leq s \leq t\). Consider the characteristic curve \(X(s) = x + \theta s, T(s) = t - s\). We find that, since \(X(s) \in I\) for all \(0 \leq s \leq t\), then \(\frac{d}{ds} \varphi(T(s), X(s)) = 0\), so that

\[
\varphi(t, x) = \varphi(T(0), X(0)) = \varphi(T(t), X(t)) = \varphi(0, x + \theta t) = f(x + \theta t).
\]

Now if \(f_n \to f\) in \(L^2(\mu)\) with \((f_n) \subset D(L)\), then \(P(t)f_n(x, \theta) \to P(t)f(x, \theta), \mu\)-almost all \(x\), for a subsequence \(f_{n_k}\), and \(f_{n_k}(x + \theta t, \theta) \to f(x + \theta t, \theta), \mu\)-almost all \(x\), for a further subsequence, which yields the result for general \(f\).

**Proposition 3.12.** Suppose Assumption A3 is satisfied. Furthermore assume that \(\lambda_{\text{ref}}(x) = 0\) everywhere. Then, for any \(t > 0\), the operator \(P(t)\) is not compact.

**Proof.** For \(n \in \mathbb{N}\) define functions \(f_n\) by

\[
\tilde{f}_n^+(x) = \mathbb{1}_{[-1/n, -1/(n+1)]}(x), \quad \tilde{f}_n^-(x) = 0, \quad \tilde{f}_n(\cdot, \pm 1) = \tilde{f}_n^+, \quad f_n = \tilde{f}_n/\|\tilde{f}_n\|_{L^2(\mu)}.
\]

Then \((f_n)\) is a bounded sequence of functions in \(L^2(\mu)\). Therefore if \(P(t_0)\) were compact for some \(t_0 > 0\), it should be possible to find a convergent subsequence of \((P(t_0)f_n)_{n=1}^\infty\). However we will show that this is impossible.

By Assumption A3, \(U'(x) \leq 0\) for \(x \leq 0\). By Lemma 3.11,

\[
P(t_0)f(x, +1) = f(x + t_0, +1) \quad \text{if} \ x \leq -t_0, \quad \text{for any} \ f \in L^2(\mu).
\]

Suppose \(m \neq n\). Then

\[
\|P(t_0)f_n - P(t_0)f_m\|_{L^2(\mu)}^2 \geq \int_{-\infty}^{-t_0} |P(t_0)f_n(x, +1) - P(t_0)f_m(x, +1)|^2 e^{-U(x)} \, dx
\]

\[
= \int_{-\infty}^{-t_0} |f_n^+(x + t_0) - f_m^+(x + t_0)|^2 e^{-U(x)} \, dx
\]

\[
= \int_0^\infty \left( |f_n^+(y)|^2 + |f_m^+(y)|^2 \right) e^{-U(y-t_0)} \, dy
\]

\[
= \frac{\int_{-1/n}^{-1/(m+1)} e^{-U(y-t_0)} \, dy}{\int_{-1/n}^{-1/(m+1)} e^{-U(y)} \, dy} + \frac{\int_{-1/(m+1)}^{-1/(m+1)} e^{-U(y-t_0)} \, dy}{\int_{-1/(m+1)}^{-1/(m+1)} e^{-U(y)} \, dy}
\]

\[
\geq 2e^{U(-1-t_0)+U(0)}.
\]

This establishes that no subsequence of \((P(t_0)f_n)_{n \in \mathbb{N}}\) is Cauchy, and therefore that \(P(t_0)\) is not compact.

**4. Spectral theory of the zigzag generator**

This section will describe key results concerning the characterization of the spectrum of the zigzag semigroup under the assumptions of unimodularity and no refreshments. The main result is Theorem 4.4 which, in summary, gives a description of the spectrum of \(L\) as consisting of the roots of a particular complex valued function.

As usual define the **resolvent set** \(\rho(A)\) of a closed operator \(A\) by

\[
\rho(A) = \{ \gamma \in \mathbb{C} : \gamma - A \text{ is invertible and } (\gamma - A)^{-1} \text{ is bounded} \}
\]
and the spectrum $\sigma(A)$ by $\sigma(A) = \mathbb{C} \setminus \rho(A)$. The point spectrum of $A$ is defined as
\[
\sigma_p(A) = \{ \gamma \in \mathbb{C} : \gamma - A \text{ is not injective} \}.
\]

Elements $\gamma \in \sigma_p(A)$ are called eigenvalues. For a disjoint decomposition of the spectrum $\sigma(A) = \sigma_c \cup \sigma_u$ where $\sigma_u$ is closed and $\sigma_c$ is compact, the spectral projection $P_c$ is defined as
\[
P_c = \frac{1}{2\pi i} \int_{\Gamma} (\zeta - A)^{-1} \, d\zeta,
\]
where $\Gamma$ is a Jordan curve in the complement of $\sigma_u$ and enclosing $\sigma_c$. See [EN00, Section IV.1] or [Kat95, Section III.6.4] for details. If $\Gamma$ encloses only a single element $\gamma \in \sigma(A)$ then we write $P_\gamma = P_c$.

We start with a simple corollary of Theorem 3.9.

**Corollary 4.1.** Suppose Assumptions A1 and A2 are satisfied. Then the spectrum of $L$ consists entirely of isolated eigenvalues with finite multiplicities, and the resolvent operator $(\gamma - L)^{-1}$ is compact for every $\gamma \in \rho(L)$.

**Proof.** This follows from Theorem 3.9 and [Kat95, Theorem III.6.29].

There are also some interesting immediate consequences of the fact that $L^* = FLF$ which we state in some generality in Lemma 4.2. Let $(\mathcal{H}, \langle \cdot, \cdot \rangle)$ denote a Hilbert space, and let $J$ be a unitary operator on $\mathcal{H}$. We call a closed operator $(A, \mathcal{D}(A))$ on $\mathcal{H}$ $J$-selfadjoint if $A^* = JAJ^*$. In the case of the zigzag process we have that $L$ is $J$-selfadjoint for $J = F$.

**Lemma 4.2.** Suppose $(A, \mathcal{D}(A))$ is a closed operator on $\mathcal{H}$ such that $A$ is $J$-selfadjoint.

(i) $\rho(A) = \rho(A^*)$.

(ii) $\sigma(A) = \{ \tau : \gamma \in \sigma(A) \}$ and $\sigma_p(A) = \{ \tau : \gamma \in \sigma_p(A) \}$ (i.e. $\sigma(A)$ and $\sigma_p(A)$ are closed under taking complex conjugate).

(iii) If $\gamma_1, \gamma_2, \gamma_1 \neq \gamma_2$, are eigenvalues of $A$ with eigenvectors $\phi_1, \phi_2$, respectively, then either $\gamma_1 = \overline{\gamma_2}$ or $\phi_1$ and $\phi_2$ are $J$-orthogonal, i.e., $\langle J\phi_1, \phi_2 \rangle = 0$.

(iv) If $\phi$ is an eigenvector of $A$ with eigenvalue $\gamma$, then $J\phi$ is an eigenvector of $A^*$ with eigenvalue $\gamma$.

(v) The adjoint of the spectral projection $P_\gamma$ associated to an isolated eigenvalue $\gamma \in \sigma(A)$ satisfies
\[
(P_\gamma)^* = JP_\gamma^* J^*
\]
and is equal to the spectral projection associated with $A^*$ for the eigenvalue $\overline{\gamma}$.

**Proof.**

(i) This follows from $(\gamma - A^*)^{-1} = J(\gamma - A)^{-1}J^*$ for $\gamma \in \rho(A)$.

(ii) For general closed operators $A$ on a Hilbert space, we have that $\sigma(A^*)$ equals the complex conjugate of $\sigma(A)$, and similarly for $\sigma_p(A)$ (e.g., [Kat95, Theorem III.6.22]). Combining with the above equality used in the proof of (i) gives the stated result.

(iii) This follows from
\[
\gamma_1 \langle J\phi_1, \phi_2 \rangle = \langle JA\phi_1, \phi_2 \rangle = \langle A^*J\phi_1, \phi_2 \rangle = \langle J\phi_1, A\phi_2 \rangle = \gamma_2 \langle J\phi_1, \phi_2 \rangle.
\]

(iv) If $\phi$ is an eigenvector of $A$ with eigenvalue $\gamma$, then $A^*J\phi = JA\phi = \gamma J\phi$.

(v) Let $\Gamma$ denote a counterclockwise contour in the complex plane around (only) the eigenvalue $\gamma$. By [Kat95, Theorem III.6.22], the adjoint of the corresponding spectral projection satisfies
\[
(P_\gamma)^* = \frac{1}{2\pi i} \int_{\Gamma} (\zeta - A^*)^{-1} \, d\zeta = \frac{1}{2\pi i} J \int_{\Gamma} (\zeta - A)^{-1} \, d\zeta J^* = JP_\gamma J^*.
\]
For later reference we note the following general observation for eigenfunctions of linear operators on function spaces.

**Lemma 4.3.** Suppose \((A, \mathcal{D}(A))\) is a closed operator on \(L^2(\mu)\). Suppose

\[
\psi \in \mathcal{D}(A) \implies \text{Re} \psi \in \mathcal{D}(A) \quad \text{and} \quad \text{Im} \psi \in \mathcal{D}(A),
\]

and suppose \(A\) maps (a.e.) real valued functions in its domain into (a.e.) real valued functions. Suppose \(\phi\) is an eigenfunction of \(A\) with eigenvalue \(\gamma\). Then \(\overline{\phi}\) is an eigenfunction of \(A\) with eigenvalue \(\bar{\gamma}\).

**Proof.** By linearity of \(A\),

\[
\overline{\phi} = A \text{Re} \phi - iA \text{Im} \phi = A \text{Re} \phi + iA \text{Im} \phi = \gamma \phi,
\]

which establishes the result. \(\square\)

We are now ready to state the main result of this section, which characterizes \(\sigma(L)\). Define functions \(\psi^\pm(\gamma) := \int_{0}^{\pm \infty} U'(\xi)e^{\mp 2\gamma \xi - U(\xi)} d\xi\), i.e.,

\[
\psi^+(\gamma) := \int_{0}^{\infty} U'(\xi)e^{-2\gamma \xi - U(\xi)} d\xi \quad \text{and} \quad \psi^-(\gamma) := -\int_{-\infty}^{0} U'(\xi)e^{2\gamma \xi - U(\xi)} d\xi, \quad \gamma \in \mathbb{C}, \quad (4.1)
\]

and

\[
Z(\gamma) := 1 - \psi^+(\gamma)\psi^-(\gamma), \quad \gamma \in \mathbb{C}. \quad (4.2)
\]

Define the set

\[
\Sigma := \{\gamma \in \mathbb{C} : Z(\gamma) = 0\}. \quad (4.3)
\]

Under Assumption A2 the functions \(\psi^\pm\) are well defined, using Lemma A.4.

**Theorem 4.4** (Spectrum, resolvent and eigenfunctions of the zigzag generator). Suppose Assumptions A1, A2 and A3 are satisfied. Furthermore assume \(\lambda_{\text{ref}}(x) = 0\) for all \(x\). Then \(\sigma(L) = \sigma_p(L) = \Sigma\).

If \(\gamma \in \rho(L)\) and \(h \in L^2(\mu)\) then \(f = (\gamma - L)^{-1}h\) is given by

\[
\begin{align*}
f^+(x) &= \begin{cases} e^{\gamma x} \left( k^+ + \int_{0}^{x} e^{-\gamma \xi} h^+(\xi) d\xi \right), & x \leq 0, \\ e^{\gamma x+U(x)} \left( k^+ - \int_{0}^{x} e^{-\gamma \xi - U(\xi)} \left[ h^+(\xi) + U'(\xi)e^{-\gamma \xi} \left( k^- + \int_{\xi}^{0} e^{\gamma \eta} h^-(\eta) d\eta \right) \right] d\xi \right), & x > 0, \end{cases} \\
f^-(x) &= \begin{cases} e^{-\gamma x+U(x)} \left( k^- - \int_{0}^{x} e^{-\gamma \xi - U(\xi)} \left[ h^-(\xi) - U'(\xi)e^{\gamma \xi} \left( k^+ + \int_{\xi}^{0} e^{-\gamma \eta} h^+(\eta) d\eta \right) \right] d\xi \right), & x \leq 0, \\ e^{-\gamma x} \left( k^- + \int_{0}^{x} e^{\gamma \xi} h^-(\xi) d\xi \right), & x > 0. \end{cases}
\end{align*}
\]

The constants \(k^\pm = k^\pm(\gamma; h)\) are given by

\[
\begin{pmatrix} k^+(\gamma; h) \\ k^-(\gamma; h) \end{pmatrix} = \frac{1}{Z(\gamma)} \begin{pmatrix} 1 & \psi^+ (\gamma) \\ \psi^- (\gamma) & 1 \end{pmatrix} K(\gamma)h, \quad (4.5)
\]

with \(K(\gamma) : L^2(\mu) \to \mathbb{C}^2\) the bounded linear mapping given by

\[
K(\gamma)h = \begin{pmatrix} \int_{0}^{\infty} e^{\gamma \xi - U(\xi)} h^+(\xi) d\xi + \int_{0}^{\infty} U'(\xi)e^{-2\gamma \xi - U(\xi)} \int_{\xi}^{0} e^{\gamma \eta} h^-(\eta) d\eta d\xi \\ \int_{-\infty}^{0} e^{\gamma \xi - U(\xi)} h^-(\xi) d\xi - \int_{-\infty}^{0} U'(\xi)e^{2\gamma \xi - U(\xi)} \int_{\xi}^{0} e^{-\gamma \eta} h^+(\eta) d\eta d\xi \end{pmatrix}. \quad (4.6)
\]
For every $\gamma \in \sigma_p(L)$, the corresponding eigenfunctions form a one-dimensional space spanned by the function $f_\gamma \in D(L)$ defined by

$$f_\gamma^+(x) = \psi^+(\gamma)e^{\gamma x}, \quad (x \leq 0), \quad f_\gamma^+(x) = e^{\gamma x + U(x)} \int_x^\infty U'(\xi)e^{-2\gamma \xi - U(\xi)} d\xi, \quad (x \geq 0),$$

$$f_\gamma^-(x) = e^{-\gamma x}, \quad (x \geq 0), \quad f_\gamma^-(x) = -\psi^+(\gamma)e^{-\gamma x + U(x)} \int_{-\infty}^x U'(\xi)e^{2\gamma \xi - U(\xi)} d\xi, \quad (x \leq 0).$$

If $\gamma_1, \gamma_2 \in \sigma_p(L)$, $\gamma_1 \neq \gamma_2$, with corresponding eigenfunctions $f_1, f_2$ then either $\gamma_1 = \overline{\gamma}_2$ or $\langle Ff_1, f_2 \rangle = 0$.

**Proof.** Claim: $\Sigma \subset \sigma(L)$.

Proof of claim. We will prove the equivalent statement that $\rho(L) \subset \mathbb{C}\backslash \Sigma$. Suppose $\gamma \in \rho(L)$. In particular, for all $h \in L^2(\mu)$, there is a solution $f \in D(L)$ to the equation $(\gamma - L)f = h.f$ satisfies the coupled system of ordinary differential equations

$$\gamma f^+ - \partial_x f^+ - \lambda^+(f^- - f^+) = h^+, \quad \gamma f^- + \partial_x f^- - \lambda^-(f^+ - f^-) = h^-.$$

For $x \leq 0$, we have $\lambda^+(x) = 0$ and $\lambda^-(x) = -U'(x)$. We find that

$$f^+(x) = e^{\gamma x} \left( k^+ + \int_x^0 e^{-\gamma \xi} h^+(\xi) \, d\xi \right), \quad x \leq 0,$$

for some constant $k^+$. By variation of constants, for $x \leq 0$,

$$f^-(x) = e^{-\gamma x + U(x)} \left( k^- - \int_x^0 e^{\gamma \xi - U(\xi)} \left[ h^-(\xi) + \lambda^-(\xi)f^+(\xi) \right] \, d\xi \right)$$

$$= e^{-\gamma x + U(x)} \left( k^- - \int_x^0 e^{\gamma \xi - U(\xi)} \left[ h^-(\xi) - U'(\xi)e^{\gamma \xi} \left( k^+ + \int_0^\xi e^{-\gamma \eta} h^+(\eta) \, d\eta \right) \right] \, d\xi \right).$$

Similarly, for $x \geq 0$, we obtain

$$f^-(x) = e^{-\gamma x} \left( k^- + \int_0^x e^{\gamma \xi} h^-(\xi) \, d\xi \right),$$

$$f^+(x) = e^{\gamma x + U(x)} \left( k^+ - \int_0^x e^{-\gamma \xi - U(\xi)} \left[ h^+(\xi) - U'(\xi)f^-(\xi) \right] \, d\xi \right)$$

$$= e^{\gamma x + U(x)} \left( k^+ - \int_0^x e^{-\gamma \xi - U(\xi)} \left[ h^+(\xi) + U'(\xi)e^{-\gamma \xi} \left( k^- + \int_0^\xi e^{\gamma \eta} h^-(\eta) \, d\eta \right) \right] \, d\xi \right).$$

Here no new integration constants are introduced because we required continuity of $f$. Indeed by assumption $f \in D(L)$ and thus $f$ is continuous.

By Lemma A.4, we have that all the integrals occurring in the expressions for $f^+(x)$ for $x \geq 0$ and (analogously) $f^-(x)$ for $x \leq 0$, converge as $|x| \to \infty$. In order for $f \in L^2(\mu)$, it follows that necessarily

$$k^+ - \int_0^\infty e^{-\gamma \xi - U(\xi)} \left[ h^+(\xi) + U'(\xi)e^{-\gamma \xi} \left( k^- + \int_0^\xi e^{\gamma \eta} h^-(\eta) \, d\eta \right) \right] \, d\xi = 0 \quad \text{and}$$

$$k^- - \int_\infty^0 e^{\gamma \xi - U(\xi)} \left[ h^-(\xi) - U'(\xi)e^{\gamma \xi} \left( k^+ + \int_0^\xi e^{-\gamma \eta} h^+(\eta) \, d\eta \right) \right] \, d\xi = 0,$$

(4.7)

for otherwise the multiplication by $e^{\pm \gamma x + U(x)}$ in the expression for $f$ would lead to the norm of $f$ being equal to $\infty$. (Note that the exponential growth by $e^{\pm \text{Re}\,\gamma x}$ in $f^+$ for $x \geq 0$ and $f^-$ for $x \leq 0$ is not problematic
since it is compensated by $e^{-U(x)}$ in the $L^2(\mu)$ inner product, which by Assumption A2 will decay faster than any exponential.) Condition (4.7) can be written in terms of a linear system for $k^\pm$:

$$\begin{pmatrix} 1 & -\psi^+(\gamma) \\ -\psi^-(\gamma) & 1 \end{pmatrix} \begin{pmatrix} k^+ \\ k^- \end{pmatrix} = K(\gamma)h$$

(4.8)

where, for $\gamma \in \mathbb{C}$, $K(\gamma) : L^2(\mu) \to \mathbb{C}^2$ is defined by (4.6). The boundedness of $K$ follows by the proof of Lemma A.4.

Now suppose $\gamma \in \Sigma$. In this case the system (4.8) is singular. However the linear map $K(\gamma) : L^2(\mu) \to \mathbb{C}^2$ is surjective, even when we restrict the domain to the functions in $L^2(\mu)$ having compact support. Indeed, we can produce the vector $\begin{pmatrix} 1 & 0 \end{pmatrix}^T$ on the right hand side by choosing

$$h^-(x) = 0 \quad \text{and} \quad h^+(x) = e^{\gamma x + U(x)}1_{[0,1]}(x), \quad x \in \mathbb{R},$$

and in an analogous way we can choose $h$ so that the vector $\begin{pmatrix} 0 & 1 \end{pmatrix}^T$ is obtained on the right hand side. Thus the right hand side as a function of $h$ having compact support has range $\mathbb{C}^2$, whereas the left hand side can only span a one-dimensional subspace due to the assumption $\gamma \in \Sigma$. It follows that there are choices $h$ such that no solution to the resolvent system $(\gamma - L)f = h$ exist, so that $\gamma \notin \rho(L)$; a contradiction. The solution of (4.8) yields the stated expression for $k^\pm$.

Claim: $\sigma_p(L) \subset \Sigma$.

Proof of claim. Suppose $\gamma \in \sigma_p(L)$. There exists a function $f \in \mathcal{D}(L)$ such that $Lf = \gamma f$. This corresponds to the system

$$\begin{align*}
\gamma f^+ - \partial_x f^+ - \lambda^+(f^- - f^+) &= 0, \\
\gamma f^- + \partial_x f^- - \lambda^-(f^+ - f^-) &= 0.
\end{align*}$$

Solving for $f^+$ for $x \leq 0$ yields $f^+(x) = c^+ e^{\gamma x}$, and similarly $f^-(x) = c^- e^{-\gamma x}$ for $x \geq 0$ for some constants $c^\pm \in \mathbb{C}$. Then using variation of constants and insisting upon continuity in $x = 0$, yields

$$\begin{align*}
f^+(x) &= e^{\gamma x + U(x)} \left( c^+ - e^{-\int_0^x U'(\xi) e^{-2\gamma \xi - U(\xi)} d\xi} \right), \quad x \geq 0, \\
f^-(x) &= e^{-\gamma x + U(x)} \left( c^- + e^{\int_0^x U'(\xi) e^{2\gamma \xi - U(\xi)} d\xi} \right), \quad x \leq 0.
\end{align*}$$

Again the integrals converge as $|x| \to \infty$ by Lemma A.4. Now in order for $f \in L^2(\mu)$, we require that the terms within parantheses in the expressions for $f^\pm$ vanish as $|x| \to \infty$. This yields the conditions

$$c^+ = e^- \psi^+(\gamma), \quad \text{and} \quad c^- = e^+ \psi^-(\gamma).$$

(4.9)

This system admits a non-trivial solution if and only if $\gamma \in \Sigma$. The choice for $f$ in the statement of the proposition is obtained by taking $c^- = 1$ and $c^+ = \psi^+(\gamma)$.

We have established that $\Sigma \subset \sigma(L)$ and $\sigma_p(L) \subset \Sigma$. Since $L$ has compact resolvent (Corollary 4.1), $\sigma_p(L) = \sigma(L)$ and the proof is complete.

The final statement of the theorem follows by an application of Lemma 4.2 (iii).
by

\[
(M(\zeta)a^+)(x) := M^+(\zeta)a(x) := \begin{cases} e^{\zeta x}a^+, & x \leq 0, \\ e^{\zeta x+U(x)}(a^- - a^+ \int_0^x U'(\xi)e^{-2\zeta x-U(\xi)} \, d\xi), & x > 0, \end{cases}
\]

\[
(M(\zeta)a^-)(x) := M^-(\zeta)a(x) := \begin{cases} e^{-\zeta x}a^-, & x \leq 0, \\ e^{-\zeta x+U(x)}(a^- + a^+ \int_0^x U'(\xi)e^{2\zeta x-U(\xi)} \, d\xi), & x > 0, \end{cases}
\]

for \(a = \left(\begin{array}{c} a^+ \\ a^- \end{array}\right) \in \mathbb{C}^2\).

Note that the integral in (4.10) is a concatenation of bounded linear operators and as such the integrand is a well defined mapping from \(\rho(L)\) into the bounded operators on \(L^2(\mu)\), which makes the integral over closed contours well defined as a Bochner integral.

**Proof.** By \([\text{Kat95, proof of Theorem 6.17}]\), the spectral projections are given for \(\gamma \in \sigma(L)\) by

\[
P_\gamma = \frac{1}{2\pi i} \int_\Gamma (\zeta - L)^{-1} \, d\zeta,
\]

where \(\Gamma\) is a contour enclosing \(\gamma\) as stated. Note that the terms in the resolvent expression (4.4) which do not involve \(k^\pm\) amount to integral operators by an analytic integral kernel. We may check that such terms are holomorphic as operator valued functions of the complex-valued argument. Indeed, as discussed in \([\text{Kat95, Section VII.1.1}]\) weak and strong notions of holomorphicity coincide, and we may check that for example the operator \(T^+(\zeta)\), constituting the non-\(k^\pm\)-dependent terms in \(((\zeta - L)^{-1}h)^+\), given by

\[
T^+(\zeta)h(x) = \begin{cases} e^{\zeta x} \int_x^0 e^{-\zeta \xi} h^+(\xi) \, d\xi, & x \leq 0, \\ e^{\zeta x+U(x)} \left( - \int_x^0 e^{-\zeta \xi-U(\xi)} \left[ h^+(\xi) + U'(\xi)e^{-\zeta \xi} \int_0^\xi e^{\zeta \eta} h^-(\eta) \, d\eta \right] \right), & x > 0, \end{cases}
\]

is holomorphic as a function of \(\zeta\) by verifying that \(\langle g, T^+(\zeta)h \rangle_{L^2(\nu)}\) is holomorphic for indicator functions \(g, h\). Analogously this can be verified for \(((\zeta - L)^{-1}h)^-\).

Thus, if we perform the complex contour integration all terms in (4.4) which do not involve \(k^\pm\) vanish, since such terms are holomorphic in \(\zeta\). The constants \(k^\pm\) are given by (4.5). Combining these observations yields the stated expression.

**Corollary 4.6 (Simple roots).** Suppose the assumptions of Theorem 4.4 are satisfied and \(\gamma\) is a simple root of \(Z\), so that \(\gamma \in \sigma(L)\) and \(Z'(\gamma) \neq 0\). The corresponding spectral projection has rank one and is given by

\[
P_\gamma h = \frac{1}{Z'(\gamma)} \psi^+(\gamma) K(\gamma) h f_\gamma
\]

where \(f_\gamma\) is the eigenfunction corresponding to \(\gamma\) as introduced in Theorem 4.4. An alternative expression for \(P_\gamma\) is given by

\[
P_\gamma = \frac{\langle h, F\ell_\gamma \rangle}{\langle f_\gamma, F\ell_\gamma \rangle} f_\gamma.
\]

**Proof.** Note that \(Z(\gamma) = 0\) yields \(\psi^-(\gamma) = 1/\psi^+(\gamma)\). The Cauchy Residue theorem applied to the expression for \(P_\gamma\) of Corollary 4.5 yields that

\[
P_\gamma = \frac{1}{Z'(\gamma)} M(\gamma) \left( \begin{array}{c} 1 \\ \psi^-(\gamma) \end{array} \right) \psi^+(\gamma) K(\gamma).
\]
Next we compute
\[
M^+(\gamma) \left( \frac{1}{\psi^-(\gamma)} \right)(x) = \begin{cases} 
\frac{e^{\gamma x}}{e^{\gamma x} + U(x)} \left( 1 - \psi^{-}(\gamma) \int_0^\infty U'(\xi) e^{-2\gamma \xi - U(\xi)} d\xi \right), & x \leq 0, \\
\psi^{-}(\gamma) e^{\gamma x} \int_x^\infty U'(\xi) e^{-2\gamma \xi - U(\xi)} d\xi, & x > 0,
\end{cases}
\]
and similarly
\[
M^-(\gamma) \left( \frac{1}{\psi^-(\gamma)} \right)(x) = \begin{cases} 
-\psi^{-}(\gamma) e^{\gamma x} \int_\infty^x U'(\xi) e^{2\gamma \xi - U(\xi)} d\xi, & x \leq 0, \\
\psi^{-}(\gamma) e^{-\gamma x}, & x > 0.
\end{cases}
\]

Multiplying by \(\frac{\psi^+(\gamma)}{\psi^-(\gamma)}\) and using that \(\psi^+(\gamma)\psi^-(\gamma) = 1\) yields the stated result.

Furthermore since \(P_\gamma\) is of rank one and has range span\{\(f_\gamma\)\}, there exists a \(g \in L^2(\mu)\) such that \(P_\gamma h = \langle h, g \rangle f_\gamma\). We have \(P_\gamma m = \langle m, f_\gamma \rangle g\), for \(m \in L^2(\mu)\). Since \(P_\gamma\) is the spectral projection corresponding to eigenvalue \(\gamma\) of \(L^*\) (see \([\text{Kat95}, \text{Theorem III.6.22}]\)), it follows that \(g\) is an eigenfunction of \(L^*\) with eigenvalue \(\gamma\). By Lemma 4.3, \(g\) is an eigenfunction of \(L^\star\) with eigenvalue \(\gamma\), i.e., \(Fg \in \mathbb{C}_\gamma\). From \(P_\gamma^2 = P_\gamma\) it follows that \(\langle f_\gamma, g \rangle = 1\) which yields the correct value for \(\alpha\).

**Remark 4.7.** Corollary 4.6 yields an expression for \(Z'(\gamma)\) for \(\gamma \in \sigma(L)\), for \(Z'(\gamma) \neq 0\):

\[
Z'(\gamma) = \frac{(f_\gamma, F\overline{f}_\gamma)}{(h, F\overline{f}_\gamma)} \frac{(1 - \psi^+(\gamma)) K(\gamma)h}{\psi^+(\gamma)}.
\]

It may be computed directly that \((1 - \psi^+(\gamma)) K(\gamma)h = (h, F\overline{f}_\gamma)\), so that

\[
Z'(\gamma) = (f_\gamma, F\overline{f}_\gamma)/\psi^+(\gamma) = \psi^-(\gamma) (f_\gamma, F\overline{f}_\gamma).
\]

In fact this expression for \(Z'(\gamma)\) remains valid if \(Z'(\gamma) = 0\), which may be verified by direct computation, showing that \(\langle f_\gamma, F\overline{f}_\gamma \rangle = 0\), and making use of the following lemma.

**Lemma 4.8.** Suppose the assumptions of Theorem 4.4 hold. Then the functions \(\psi^\pm\) (as defined in (4.1)) are holomorphic, and satisfy

\[
\psi^\pm(\gamma) = 1 \mp 2\gamma \int_0^{\pm\infty} e^{\mp 2\gamma x - U(\xi)} d\xi.
\]

Furthermore

\[
\frac{d}{d\gamma} \psi^\pm(\gamma) = \mp 2 \int_0^{\pm\infty} e^{\mp 2\gamma x - U(\xi)} d\xi + 4\gamma \int_0^{\pm\infty} e^{\mp 2\gamma x - U(\xi)} d\xi, \quad \gamma \in \mathbb{C}.
\]

**Proof.** This follows by partial integration. \(\square\)

**Proposition 4.9** (Dominant eigenvalue). Suppose the assumptions of Theorem 4.4 hold. Then \(0\) is a simple eigenvalue of \(L\) (i.e., its spectral projection has rank one). The spectral projection maps onto the space of constant functions.

**Proof.** From (4.11), \(\psi^\pm(0) = 1\), so that \(Z(0) = 1 - \psi^+(0)\psi^-(0) = 0\). Furthermore, using (4.12),

\[
\frac{d}{d\gamma} Z(0) = -\psi^+(0) \frac{d}{d\gamma} \psi^-(0) - \psi^-(0) \frac{d}{d\gamma} \psi^+(0) = 2 \int_{-\infty}^{\infty} e^{-U(\xi)} d\xi \neq 0.
\]

The range of the spectral projection coincides with the span of the eigenfunction corresponding to the eigenvalue \(0\), which is constant by Theorem 4.4. \(\square\)
Suppose Assumptions A1, A2, A3 and A4 are satisfied. Furthermore assume \( \lambda_{\text{refl}}(x) = 0 \) for all \( x \). There is a family of constants \( C(\alpha) \) such that for all \( \alpha \in \mathbb{R} \) we have

\[
\limsup_{|\beta| \to \infty} \| (\alpha + i\beta - L)^{-1} \| \leq C(\alpha).
\]

Proof. Suppose \( \gamma \in \rho(L) \) and write \( \gamma = \alpha + i\beta \), where \( \alpha, \beta \in \mathbb{R} \). In this proof we will often write \( C(\alpha) \) for a positive constant which depends only on \( \alpha \), whose value may be different at different locations in the proof. Let \( h \in L^2(\mu) \) and let \( f = (\gamma - L)^{-1} h \). The proof of Theorem 4.4 gives an expression for \( f \) in terms of \( h \). It only remains to provide adequate bounds for the expressions.

We have by the proof of Theorem 4.4, for \( x \leq 0 \), that

\[
f^+(x) = k^+ e^{\gamma x} + e^{\gamma x} \int_x^0 e^{-\gamma \xi} h^+(\xi) d\xi.
\]

We will first the following claim.

Claim 1: \( \| x \mapsto f^+(x) \|_{L^2(\nu)} ||L^2(\nu)\| \leq C(\alpha) \left( |k^| + ||h^+||_{L^2(\nu)} \right) \).

Define the closed subspace \( L^2_0(\mu) := \{ f \in L^2(\mu) : \mu(f) = 0 \} = \mathbb{1}^\perp \). From Proposition 4.9 and Corollary 4.6 it follows that \( L^2_0(\mu) = (I - P_0) L^2(\mu) \), where \( P_0 = \langle \cdot, 1 \rangle / \langle 1, 1 \rangle 1 \) denotes the spectral projection corresponding to the eigenvalue 0. Since spectral projections associated with \( L \) commute with the semigroup generated by \( L \), it follows that the semigroup \( (P(t))_{t \geq 0} \) leaves \( L^2_0(\mu) \) invariant. The restriction of \( (P(t))_{t \geq 0} \) to \( L^2_0(\mu) \) has generator \( L_0 \), defined to be the restriction of \( L \) to the domain \( D(L_0) = D(L) \cap L^2_0(\mu) \). This establishes the following result.

**Proposition 4.10** (Poisson equation). Suppose the assumptions of Theorem 4.4 are satisfied. Then \( \sigma(L_0) = \sigma_p(L_0) = \sigma(L) \setminus \{0\} \). In particular \( L_0 \) admits a bounded inverse.

### 4.1. Spectral gap

The following theorem establishes that the non-trivial spectrum of \( L \) is strictly separated from the imaginary axis. The proof depends upon Lemmas A.5 and A.6, which may be found in the appendix.

**Theorem 4.11** (Spectral gap). Suppose the assumptions of Theorem 4.4 are satisfied. Define

\[
\kappa := \inf \{- \Re \gamma : \gamma \in \sigma(L), \gamma \neq 0\}.
\]

Then \( \kappa > 0 \).

Proof. Suppose on the contrary there exists a sequence \( (\gamma_n) \in \sigma(L) \setminus \{0\} \) such that \( \Re \gamma_n \to 0 \). By Lemma A.5, it follows that \( \Im \gamma_n \) is unbounded (for otherwise there would be an accumulation point \( i\beta \) for \( \beta \in \mathbb{R} \)). By extracting a subsequence, we may assume that \( |\Im \gamma_n| \to \infty \). However, by Lemma A.6, applied to a small interval \( \alpha \in [-\varepsilon, 0] \) this is impossible. \( \square \)

### 4.2. A spectral mapping theorem

In this section we will establish a spectral mapping theorem, which maps the spectrum of the infinitesimal generator to the spectrum of the semigroup. If the semigroup were eventually compact, this would be immediate (see, e.g., [EN00, Corollary IV.3.12]); however this is not the case as we have established in Proposition 3.12.

By the Gearhart-Herbst theorem [Gen78, Theorem 4.5] spectrum of the semigroup may also originate from vertical lines in the complex plane (i.e. \( \Re \gamma = \text{constant} \)) along which the resolvent of the generator is unbounded. We verify in Proposition 4.12 that this does not happen if we include Assumption A4, which details a sufficiently fast decay of the stationary distribution in its tails. Using Proposition 4.12 we can then prove the spectral mapping theorem, Theorem 4.13.

**Proposition 4.12.** Suppose Assumptions A1, A2, A3 and A4 are satisfied. Furthermore assume \( \lambda_{\text{refl}}(x) = 0 \) for all \( x \). There is a family of constants \( C(\alpha) \) such that for all \( \alpha \in \mathbb{R} \) we have

\[
\limsup_{|\beta| \to \infty} \| (\alpha + i\beta - L)^{-1} \| \leq C(\alpha).
\]

Proof. Suppose \( \gamma \in \rho(L) \) and write \( \gamma = \alpha + i\beta \), where \( \alpha, \beta \in \mathbb{R} \). In this proof we will often write \( C(\alpha) \) for a positive constant which depends only on \( \alpha \), whose value may be different at different locations in the proof. Let \( h \in L^2(\mu) \) and let \( f = (\gamma - L)^{-1} h \). The proof of Theorem 4.4 gives an expression for \( f \) in terms of \( h \). It only remains to provide adequate bounds for the expressions.

We have by the proof of Theorem 4.4, for \( x \leq 0 \), that

\[
f^+(x) = k^+ e^{\gamma x} + e^{\gamma x} \int_x^0 e^{-\gamma \xi} h^+(\xi) d\xi.
\]
Proof of Claim 1. For the first term of $f^+$, $\int_{-\infty}^{0} e^{2\gamma x} e^{-U(x)} \, dx = \int_{-\infty}^{0} e^{2\alpha x} e^{-U(x)} \, dx \leq C(\alpha)$ by Assumption A2. For the second term of $f^+$, by Lemma A.7, taking $\psi(y) = h^+(y) \mathbb{1}_{\{y \geq 0\}}$ and $\phi(y) = e^{-\gamma y} \mathbb{1}_{\{y \geq 0\}}$, we find that (substituting $x = -y$ and $\xi = -\eta$, and noting that Assumption A4 is invariant under this reparametrization)

$$\left\| x \mapsto e^{\gamma x} \int_{x}^{0} e^{-\gamma \xi} h^+(\xi) d\xi \mathbb{1}_{\{x \leq 0\}} \right\|_{L^2(\nu)} = \left\| y \mapsto \int_{0}^{y} e^{-\gamma (y - \eta)} h^+(\eta) \, d\eta \mathbb{1}_{\{y \geq 0\}} \right\|_{L^2(\hat{\nu})} = \left\| \phi \ast \psi \right\|_{L^2(\nu)} \leq \left( \int_{0}^{\infty} e^{-\alpha x - C/2 - (m/2)|x|^p} \, dx \right) \|h^+\|_{L^2(\nu)},$$

where $\hat{\nu}(dy) = e^{-U(-y)} \, dy$. This establishes Claim 1.

By an analogous argument, we have that $\|x \mapsto f^-(x) \mathbb{1}_{\{x \geq 0\}}\|_{L^2(\nu)} \leq C(\alpha) \left( |k^-| + \|h^-\|_{L^2(\nu)} \right)$.

Next we will obtain a similar estimate for $\|x \mapsto f^+ \mathbb{1}_{\{x \geq 0\}}\|_{L^2(\nu)} \leq C(\alpha) \left( |k^+| + \|h^+\|_{L^2(\nu)} + \|h^-\|_{L^2(\nu)} \right)$.

Proof of Claim 2. Recall from the proof of Theorem 4.4 that $k^+$ and $k^-$ satisfy the relations (4.7). By substituting the expression for $k^+$ in the above expression for $f^+$ we obtain

$$f^+(x) = e^{\gamma x + U(x)} \left( k^+ - \int_{0}^{x} e^{-\gamma \xi - U(\xi)} \left[ h^+(\xi) + U'(\xi) e^{-\gamma \xi} \left( k^- + \int_{0}^{\xi} e^{\gamma \eta} h^-(\eta) \, d\eta \right) \right] d\xi \right), \quad x \geq 0.$$

Here $\tilde{h}^+(\xi) = h^+(\xi) + U'(\xi) e^{-\gamma \xi} \int_{0}^{\xi} e^{\gamma \eta} h^-(\eta) \, d\eta, \xi \geq 0$. First we will establish Claim 2a: $x \mapsto \tilde{h}^+(x) \mathbb{1}_{\{x \geq 0\}} \in L^2(\nu)$, with norm depending only on $\|h^+\|_{L^2(\nu)}$, $\|h^-\|_{L^2(\nu)}$ and $\text{Re} \, \gamma$. We only need to establish this for the second term of $\tilde{h}^+$. We may estimate

$$e^{-\gamma \xi} \int_{0}^{\xi} e^{\gamma \eta} h^-(\eta) \, d\eta \leq e^{-\alpha \xi} \int_{0}^{\xi} e^{\alpha \eta} |h^-(\eta)| \, d\eta.$$

An analogous argument as given in the proof of Claim 1 establishes that

$$\phi : x \mapsto e^{-\alpha x} \int_{0}^{x} e^{\alpha \eta} |h^-(\eta)| \, d\eta \mathbb{1}_{\{x \geq 0\}} \in L^2(\nu),$$

with $\|\phi\|_{L^2(\nu)}$ depending only on $\alpha$ and $\|h^-\|_{L^2(\nu)}$. Then $\phi$ has weak derivative $\partial_x \phi(x) = (h^- (x) - \alpha \phi(x)) \mathbb{1}_{\{x \geq 0\}}$ in $L^2(\nu)$ which may be bounded by a constant depending only on $\|h^-\|_{L^2(\nu)}$ and $\alpha$. Thus $\|\phi\|_{W^{1,2}(\nu)} \leq C(\alpha) \|h^-\|_{L^2(\nu)}$. By Lemma 3.7, $U'(x) \phi(x) \in L^2(\nu)$ with norm depending only on $\alpha$ and $h$. This establishes Claim 2a. Next we establish Claim 2b: $\xi \mapsto U'(\xi) e^{-\gamma \xi} \in L^2(\nu)$ with norm depending only on $\alpha$. Indeed

$$\int_{0}^{\infty} (U'(\xi))^2 e^{-2\alpha \xi - U(\xi)} \, d\xi < \infty$$

by Lemma 3.7. Combining Claims 2a and 2b yields that for $\psi(\xi) = \tilde{h}^+(\xi) + k^- U'(\xi) e^{-\gamma \xi}$,

$$\|\psi\|_{L^2(\nu)} \leq C(\alpha) (\|h^+\|_{L^2(\nu)} + \|h^-\|_{L^2(\nu)} + |k^-|).$$

Now Claim 2 is proven by applying the second statement of Lemma A.7, applied to $\psi$ as defined above and $\phi(x) = e^{-\gamma x}$.

We may repeat the proofs of Claims 1 and 2 to establish analogous results for $f^-$. Thus we obtain that

$$\|f\|_{L^2(\mu)} \leq C(\alpha) \left( |k^+| + |k^-| + \|h\|_{L^2(\mu)} \right).$$
We will now express $k^\pm$ in terms of $h$ and $\gamma$. From (4.8) and (4.6), we obtain
\[\begin{pmatrix} k^+ \\ k^- \end{pmatrix} = \frac{1}{Z(\gamma)} A(\gamma) K(\gamma) h, \quad \text{with} \quad A(\gamma) := \begin{pmatrix} 1 & \psi^+(\gamma) \\ \psi^-(\gamma) & 1 \end{pmatrix}.\]

The first row of $K(\gamma)$ contains the expression
\[\int_0^\infty e^{-\gamma \xi - U(\xi)} h^+(\xi) \, d\xi,\]
where $h^+ \in L^2(\nu)$ is as in the proof of Claim 2 above. In the proof of Claim 2 it is established that $h^+ \in L^2(\nu)$, with norm depending only on $\|h\|_{L^2(\nu)}$, and $\alpha = \Re \gamma$. The same holds for the second row and we conclude that $\|K(\gamma)h\| \leq C(\alpha) \|h\|_{L^2(\nu)}$ for some constant $C(\alpha)$ depending only on $\alpha$.

Recall $\psi^+(\gamma) = \int_0^\infty U'(\xi) e^{-2\gamma \xi - U(\xi)} \, d\xi$. Since under our assumptions $x \mapsto U'(x) e^{-U(x) - 2\alpha x} 1_{\{x \geq 0\}} \in L^1(\mathbb{R})$ for any $\alpha \in \mathbb{R}$, by Riemann-Lebesgue [EN00, Theorem C.8], we find for any $\alpha \in \mathbb{R}$ that $\lim_{|\beta| \to \infty} \psi^+(\alpha + i\beta) = 0$. By an analogous argument, $\lim_{|\beta| \to \infty} \psi^-(\alpha + i\beta) = 0$. Thus for any $\alpha$ the matrix $\beta \mapsto A(\alpha + i\beta)$ is bounded. Furthermore
\[\lim_{|\beta| \to \infty} Z(\alpha + i\beta) = \lim_{|\beta| \to \infty} \left(1 - \psi^+(\alpha + i\beta)\psi^-(\alpha + i\beta)\right) = 1,\]
so that the roots of $Z$ are contained in a bounded interval along the line $\Re \gamma = \alpha$.

Combining all estimates yields the stated result. \hfill \square

**Theorem 4.13** (Spectrum of the zigzag semigroup). Suppose Assumptions A1, A2, A3 and A4 are satisfied. Furthermore assume $\lambda_{\operatorname{ref}}(x) = 0$ for all $x$. Then for all $t > 0$,
\[\sigma(P(t)) \setminus \{0\} = \sigma_p(P(t)) \setminus \{0\} = \{e^{\gamma t} : \gamma \in \sigma(L)\}.\] \hfill (4.13)

**Proof.** Fix $t > 0$. Spectral mapping of the point spectrum is well known [EN00, Theorem IV.3.7]: $\{e^{\gamma t} : \gamma \in \sigma_p(L)\} = \sigma_p(P(t)) \setminus \{0\}$. By Theorem 4.4 we have $\sigma_p(L) = \sigma(L)$. Since $\sigma_p(P(t)) \setminus \{0\} \subset \sigma(P(t)) \setminus \{0\}$ it only remains to establish that $\sigma(P(t)) \setminus \{0\} \subset \{e^{\gamma t} : \gamma \in \sigma(L)\}$. Suppose $\eta \in \mathbb{C}$, $\eta \neq 0$, and consider the set
\[\Gamma_\eta := \{\gamma \in \mathbb{C} : e^{\gamma t} = \eta\} = \{\alpha + \beta i : \alpha = (\ln|\eta|)/t, \beta = (\arg \eta)/t + 2k\pi/t, k \in \mathbb{Z}\}.
\]
Suppose $\Gamma_\eta \cap \sigma(L) = \emptyset$. By Proposition 4.12 and the above characterization of $\Gamma_\eta$, it follows that $\gamma \mapsto \|\gamma - L\|^{-1}$ is bounded on $\Gamma_\eta$. Therefore, by [Gea78, Theorem 4.5], $\eta \notin \sigma(P(t))$. In other words, if $\eta \in \sigma(P(t)) \setminus \{0\}$, then there is a $\gamma \in \Gamma_\eta \cap \sigma(L)$. This establishes that $\sigma(P(t)) \setminus \{0\} \subset \{e^{\gamma t} : \gamma \in \sigma(L)\}$. \hfill \square

Recall the spectral gap $\kappa$ of $L$,
\[\kappa := \inf\{-\Re \gamma : \gamma \in \sigma_p(L) \setminus \{0\}\},\]
which by Theorem 4.11 satisfies $\kappa > 0$. By Assumption A1, we have that $\mu(E) < \infty$. Define a Borel probability distribution $\pi$ on $E$ by
\[\pi(A) = \mu(A)/\mu(E), \quad \text{for all Borel measurable } A \subset E.\] \hfill (4.14)

**Theorem 4.14.** Suppose the assumptions of Theorem 4.13 are satisfied. There is a constant $M > 0$ such that for any $f \in L^2(\mu)$,
\[\|P(t)f - \pi(f)\|_{L^2(\mu)} \leq Me^{-\kappa t}\|f - \pi(f)\|_{L^2(\mu)}.\]

For the proof we will consider the spectrum of the semigroup $(P(t))_{t \geq 0}$ restricted to $L^2(\mu)$ as defined just before Proposition 4.10, with infinitesimal generator $\bar{L}$. 

---

*Spectral analysis of the zigzag process*
We can write $\tilde{P}(t)$ for $P(t)|_{L^2_\mu}$. The argument of Theorem 4.13 may be repeated to establish that, for $t > 0$,

$$\sigma(\tilde{P}(t)) \setminus \{0\} = \sigma_0(\tilde{P}(t)) \setminus \{0\} = \{e^{\gamma t} : \gamma \in \sigma(\tilde{L})\} = \{e^{\gamma t} : \gamma \in \sigma(L), \gamma \neq 0\}.$$

Here we used that 0 is a simple eigenvalue (Proposition 4.9), which is removed from $\sigma(\tilde{L})$, since $L^2_\mu(\mu)$ is by definition orthogonal to the associated eigenspace of constant functions. It then follows from [EN00, Proposition IV.2.2] that there exists an $M > 0$ such that for the operator norm we have $\|P_0(t)\|_{L^2_\mu(\mu)} \leq Me^{-\kappa t}$. Applying $\tilde{P}(t)$ to the function $\tilde{T} = f - \pi(f)$ yields the stated result.

5. The symmetric case

Let us now consider Assumption A5 (Symmetry): $U(x) = U(-x)$ for all $x$. In this case the zigzag semigroup decouples into two separate semigroups:

(i) a ‘climb-fall’ semigroup acting on functions $f(x, \theta)$ which satisfy $f(x, \theta) = f(-x, -\theta)$, and
(ii) a second semigroup acting on functions $f(x, \theta)$ which satisfy $f(x, \theta) = -f(-x, -\theta)$.

The climb-fall semigroup (i) can be interpreted as the semigroup corresponding to the process $Y(t)$, where $Y(t) = \Theta(t)X(t)$ with $(X(t), \Theta(t))$ denoting the Zig-Zag process, as described in the introduction. This process $Y(t)$ can (under Assumption A5) be seen to be a (piecewise deterministic) Markov process itself, with generator (5.1) below. The other semigroup (ii) is not a Markov semigroup.

We will now discuss this decomposition in more detail. Define an operator $T \in L(L^2(\mu))$ by

$$Tf(x, \theta) = \frac{1}{\sqrt{2}} (f^+(x) + \theta f^-(x)).$$

Then $T$ is unitary: Indeed, if $f, g \in L^2(\mu)$, then

$$\langle Tf, Tg \rangle = \int_R (Tf)^+(x)(Tg)^+(x) e^{-U(x)} dx + \int_R (Tf)^-(x)(Tg)^-(x) e^{-U(x)} dx$$

$$= \frac{1}{2} \int_R (f^+(x) + f^-(x))(g^+(x) + g^-(x)) e^{-U(x)} dx$$

$$+ \frac{1}{2} \int_R (f^+(x) - f^-(x))(g^+(x) - g^-(x)) e^{-U(x)} dx$$

$$= \int_R [f^+(x)g^+(x) + f^-(x)g^-(x)] e^{-U(x)} dx = \langle f, g \rangle,$$

where the last equality holds due to Assumption A5. It may be checked that

$$T^* f(x, \theta) = T^{-1} f(x, \theta) = \frac{1}{\sqrt{2}} (f(\theta x, +1) + \theta f(\theta x, -1)).$$

Remark 5.1. Define subspaces of $L^2(\mu)$ as follows:

$$\mathcal{H}_S := \{ f \in L^2(\mu) : f^+(x) = f^-(x) \text{ for } x \in \mathbb{R} \}, \quad \mathcal{H}_A := \{ f \in L^2(\mu) : f^+(x) = -f^-(x) \text{ for } x \in \mathbb{R} \},$$

$$\mathcal{H}_+ := \{ f \in L^2(\mu) : f^+(x) = 0 \text{ for } x \in \mathbb{R} \}, \quad \mathcal{H}_- := \{ f \in L^2(\mu) : f^+(x) = 0 \text{ for } x \in \mathbb{R} \}.$$

We can write $f \in L^2(\mu)$ as

$$\begin{pmatrix} f^+(x) \\ f^-(x) \end{pmatrix} = \frac{1}{2} \begin{pmatrix} f^+(x) + f^-(x) \\ f^-(x) + f^+(x) \end{pmatrix} + \frac{1}{2} \begin{pmatrix} f^+(x) - f^-(x) \\ f^-(x) - f^+(x) \end{pmatrix},$$
coressponding with the decomposition $L^2(\mu) \cong \mathcal{H}_S \oplus \mathcal{H}_A$. We thus have that $L^2(\mu) \cong \mathcal{H}^+ \oplus \mathcal{H}^-$, $L^2(\mu) \cong \mathcal{H}_S \oplus \mathcal{H}_A$, $\mathcal{H}^+ \perp \mathcal{H}^-$ and moreover, using Assumption A5, $\mathcal{H}_S \perp \mathcal{H}_A$. Furthermore

$$TH_S = \mathcal{H}^+, \quad TH_A = \mathcal{H}^-, \quad T^*\mathcal{H}^+ = \mathcal{H}_S, \quad T^*\mathcal{H}^- = \mathcal{H}_A.$$  

In other words $T : \mathcal{H}_S \oplus \mathcal{H}_A \to \mathcal{H}^+ \oplus \mathcal{H}^-$ with the mapping $T$ respecting the direct sum.

The motivation for this transformation and these subspaces stems from the following proposition.

**Proposition 5.2.** Suppose Assumptions A1 and A5 are satisfied, and $\lambda_{\text{refr}}(x) = \lambda_{\text{refr}}(-x)$ for all $x$. The transformation of $(L, \mathcal{D}(L))$ by $T$, i.e., $(\tilde{L}, \mathcal{D}(\tilde{L}))$ with $\tilde{L} = TLT^*$, is given by $\mathcal{D}(\tilde{L}) = W^{1,2}(\mu)$ and

$$\tilde{L}(f) = \frac{1}{\sqrt{2}}\left[(\partial_x f^+)(\theta \cdot \nu) + \theta f^- (\theta \cdot \nu)\right].$$

This proposition states that the subspaces $\mathcal{H}^\pm$ are invariant for $\tilde{L}$. In terms of the original generator $L$, this implies that the decomposition $L^2(\mu) = \mathcal{H}_S \oplus \mathcal{H}_A$ is invariant under $L$. That is, $L$ maps $f \in \mathcal{H}_S \cap \mathcal{D}(L)$ into $\mathcal{H}_S$ and $f \in \mathcal{H}_A \cap \mathcal{D}(L)$ into $\mathcal{H}_A$ respectively.

**Proof.** By Theorem 3.9 we have $\mathcal{D}(L) = W^{1,2}(\mu)$ which is invariant under $T$ and its inverse. Write $g(\cdot, \theta) = T^*f(\cdot, \theta) = \frac{1}{\sqrt{2}}(f^+(\theta \cdot \nu) + \theta f^-(\theta \cdot \nu))$. Then

$$\theta \partial_x g(\cdot, \theta) = \frac{1}{\sqrt{2}} \left[(\partial_x f^+)(\theta \cdot \nu) + \theta (\partial_x f^-)(\theta \cdot \nu)\right].$$

Using the above expression, and $\lambda^+(x) = \lambda^-(\theta \cdot x)$,

$$(TLT^*f)^+(x) = \frac{1}{\sqrt{2}} \left((\partial_x f^+)(\theta \cdot \nu) + \theta (\partial_x f^-)(\theta \cdot \nu)\right)$$

An analogous computation yields

$$(TLT^*f)^-(x) = \partial_x f^- (\theta \cdot \nu) - \lambda^+(\theta \cdot x) (f^- (\theta \cdot x) + f^+ (\theta \cdot x)).$$

Recall that $\nu$ denotes the measure on $\mathbb{R}$ with density $e^{-U}$ with respect to Lebesgue measure. We see that under the transformation $T$, the generator decouples, and we may thus consider the two generators $L^\pm$ on the decoupled spaces given by

$$L^+ f(x) = f'(x) + \lambda^+(x)(f(-x) - f(x)), \quad f \in W^{1,2}(\nu),$$

and

$$L^- f(x) = f'(x) + \lambda^+(x)(-f(-x) - f(x)), \quad f \in W^{1,2}(\nu)$$

independently.
5.1. Spectral theory of the reduced semigroups

Here we consider the two semigroups with generator

\[ L^\pm f(x) = f'(x) + \lambda^+(x)(\pm f(-x) - f(x)), \quad f \in W^{1,2}(\nu), \]

in \( L^2(\nu) \). Because from an analytic point of view the two semigroups \( L^+ \) and \( L^- \) are very similar, we carry out the analysis for the semigroups at once, at least as much as possible. We carefully keep track of the effect of the sign \( \pm \) in the expressions that follow. We assume throughout Assumption A5, i.e., \( U(x) = U(-x), \ x \in \mathbb{R} \).

Define functions \( Z^\pm : \mathbb{C} \to \mathbb{C} \) by

\[ Z^\pm(\gamma) = 1 \mp \int_0^\infty U'(\eta)e^{-2\gamma\eta - U(\eta)} \ d\eta = 1 \mp \psi^+(\gamma) \]  

(5.2)

and sets \( \Sigma^+ \subset \mathbb{C} \) and \( \Sigma^- \subset \mathbb{C} \) by

\[ \Sigma^\pm = \{ \gamma \in \mathbb{C} : Z^\pm(\gamma) = 0 \}. \]  

(5.3)

**Theorem 5.3.** Suppose Assumptions A1, A2, A3 and A5 are satisfied. Furthermore assume \( \lambda_{\text{ref}}(x) = 0 \) for all \( x \). Then \( \sigma_p(L^\pm) = \sigma(L^\pm) = \Sigma^\pm \). If \( \gamma \in \rho(L^\pm) \) then, for \( h \in L^2(\nu), \ f^\pm = (\gamma - L^\pm)^{-1}h \in W^{1,2}(\nu) \) admits the expression

\[ f^\pm(x) = \begin{cases} \frac{m^\pm(h)}{Z(\gamma)} \int_x^0 e^{-\gamma\xi - U(\xi)} \left[ h(\xi) \pm U'(\xi)e^{-\gamma\xi} \left( \frac{m^\pm(h)}{Z(\gamma)} + \int_{-\xi}^{0} e^{-\gamma\eta} \ d\eta \right) \right] d\xi, & x \leq 0, \\ e^{\gamma x} + \int_x^\infty U'(\xi)e^{-\gamma\xi} \left( \frac{m^\pm(h)}{Z(\gamma)} + \int_{-\xi}^{0} e^{-\gamma\eta} \ d\eta \right) d\xi, & x > 0, \end{cases} \]  

(5.4)

where \( m^\pm(h) \) is given by

\[ m^\pm(h) = \int_0^\infty e^{-\gamma\xi - U(\xi)} \left[ h(\xi) \pm U'(\xi)e^{-\gamma\xi} \int_0^\xi e^{\gamma\eta} h(-\eta) \ d\eta \right] d\xi. \]  

(5.5)

For every \( \gamma \in \sigma(L^\pm) \) the associated space of eigenfunctions is one-dimensional and spanned by \( f^\pm_\gamma \in W^{1,2}(\nu) \) given by

\[ f^\pm_\gamma(x) = \begin{cases} e^{\gamma x}, & x \leq 0, \\ \pm e^{\gamma x} + \int_x^\infty U'(\xi)e^{-2\gamma\xi - U(\xi)} \ d\xi, & x \geq 0. \end{cases} \]  

(5.6)

In this proposition, and in the remainder of this manuscript, statements involving \( \pm \) hold for the + and − cases, respectively. For example, \( \sigma_p(L^+) = \sigma(L^+) = \Sigma^+ \), and \( f^+_\gamma \) is an eigenfunction corresponding to the eigenvalue \( \gamma \in \Sigma^+ \) for the operator \( L^+ \).

**Proof.** The details of this proof (e.g., bounds on integrals) are analogous to those given in the proof of Theorem 4.4 and will be omitted. We only carry out the computations yielding the stated expressions. First suppose \( \gamma \in \rho(L^\pm) \). The resolvent equation is \( \gamma f^\pm - L^\pm f^\pm = h \) where \( h \in L^2(\nu) \). For \( x \leq 0 \), since \( \lambda^+(x) = 0 \), this becomes \( \gamma f^\pm(x) - (f^\pm)'(x) = h(x) \), leading to the expression

\[ f^\pm(x) = e^{\gamma x} \left( k^\pm(\gamma; h) + \int_0^x e^{-\gamma\xi} h(\xi) \ d\xi \right), \quad x \leq 0, \]  

(5.7)

where \( k^\pm(\gamma; h) \in \mathbb{C} \) are integration constants depending on \( \gamma \) and \( h \), which will be specified below. For \( x \geq 0 \) the resolvent equation may be written as

\[ \gamma f^\pm(x) - (f^\pm)'(x) + U'(x)f^\pm(x) = \tilde{h}^\pm(x), \quad x \geq 0, \]  

(5.8)
where, for $x \geq 0$,
\[
\tilde{h}^\pm(x) := h(x) \pm U'(x) f^\pm(-x) = h(x) \pm U'(x) e^{-\gamma x} \left[ k^\pm(\gamma; h) + \int_{-\infty}^{0} e^{-\gamma \xi} h(\xi) d\xi \right].
\]

This first order ordinary differential equation admits the solution
\[
f^\pm(x) = e^{\gamma x + U(x)} \left( k^\pm(\gamma; h) - \int_{0}^{x} e^{-\gamma \xi - U(\xi)} \tilde{h}^\pm(\xi) d\xi \right), \quad x \geq 0,
\]
where the integration constant is chosen so that $f^\pm$ is continuous in $x$. In case $\gamma \notin \Sigma^\pm$, let $k^\pm(\gamma; h) = m^\pm_\gamma(h)/Z^\pm(\gamma)$ with $m^\pm_\gamma(h)$ as in (5.5). Analogously to the proof of Theorem 4.4, it may then be verified that $f^\pm(x)$ admits the expression
\[
f^\pm(x) = e^{\gamma x + U(x)} \int_{x}^{\infty} e^{-\gamma \xi - U(\xi)} \tilde{h}^\pm(\xi) d\xi, \quad x \geq 0.
\]

Indeed, expression (5.10) is equal to (5.9) if and only if
\[
k^\pm(\gamma; h) = \int_{0}^{\infty} e^{-\gamma \xi - U(\xi)} \tilde{h}^\pm(\xi) d\xi = \pm k^\pm(\gamma; h) \int_{0}^{\infty} U'(\xi) e^{-2\gamma \xi - U(\xi)} d\xi + m^\pm_\gamma(h).
\]

Solving for $k^\pm(\gamma; h)$ and using (4.1) yields the stated expression for $k^\pm(\gamma; h)$. We have, using (5.7) and Lemma A.7 for $x \leq 0$, and (5.10) and Lemma A.4 for $x \geq 0$, that $f^\pm \in L^2(\nu)$. This fully determines the solution $f^\pm$ of the resolvent equation. If $\gamma \in \Sigma^\pm$ then (5.11) implies that $m^\pm_\gamma(h)$ which is defined by (5.5) is identically equal to 0; a contradiction.

Now suppose $\gamma \in \sigma(L^\pm)$. Since $\sigma(L^\pm) \subset \sigma(L)$, it follows by Corollary 4.1 that $\gamma$ is in the point spectrum of $L^\pm$. A solution to the equation $(\gamma - L^\pm) f^\pm_\gamma$ is given by
\[
f^\pm_\gamma(x) = \begin{cases} e^{\gamma x}, & x \leq 0, \\ e^{\gamma x + U(x)} \left( 1 \mp \int_{0}^{x} U'(\xi) e^{-2\gamma \xi - U(\xi)} d\xi \right), & x \geq 0, \end{cases}
\]

insisting upon continuity in $x = 0$. Since we require $f^\pm_\gamma \in L^2(\nu)$, its growth as $x \to \infty$ should be controlled, requiring that
\[
1 \pm \int_{0}^{\infty} U'(\xi) e^{-2\gamma \xi - U(\xi)} d\xi = 0,
\]
with the respective limits being well defined by an application of Lemma A.4. But this is equivalent to $\gamma \in \Sigma^\pm$, and yields the alternative expression (5.6).

Remark 5.4 (Adjoint generator). Introduce the operator $J : L^2(\nu) \to L^2(\nu)$ by $Jg(x) = g(-x)$. It may be verified that $(L^\pm)^* = JL^\pm J$, a very similar situation as in the previous case where $L^* = FLF$. Indeed by partial integration (taking for simplicity $f, g \in C_c^\infty(E)$ to be real valued),
\[
\int_{\mathbb{R}} fL^\pm g \, d\nu = \int_{\mathbb{R}} f(x) \left[ g'(x) + \lambda^+(x) (\pm g(-x) - g(x)) \right] e^{-U(x)} \, dx
\]
\[
= \int_{\mathbb{R}} \left[ -f'(x) g(x) + U'(x) f(x) g(x) \pm \lambda^+(x) f(x) g(-x) - \lambda^+(x) f(x) g(x) \right] e^{-U(x)} \, dx
\]
\[
= \int_{\mathbb{R}} \left[ -f'(x) g(x) \pm \lambda^+(x) f(x) g(-x) - \lambda^+(x) f(x) g(x) \right] e^{-U(x)} \, dx
\]
\[
= \int_{\mathbb{R}} \left[ J\partial_x J f(x) \pm \lambda^+(x) f(-x) - \lambda^+(x) f(x) \right] g(x) e^{-U(x)} \, dx
\]
\[
= \int_{\mathbb{R}} (JL^\pm J f) g \, d\nu,
\]
where we used partial integration in the second inequality, performed a change of variables $x \to -x$ for the integral over $\lambda^+ (x) f (x) g (-x)$, and used $U' (x) - \lambda^+ (x) = - \lambda^- (x) = - \lambda^+ (-x)$ in the third and fourth inequality.

The observation that $(L^\pm)^* = JL^\pm J$ implies that the results of Lemma 4.2 concerning the spectrum of $L^\pm$ apply.

**Corollary 5.5** (Spectral projection). Under the assumptions of Theorem 5.3 the spectral projection corresponding to $\gamma \in \sigma (L^\pm)$ is given by

$$P^\pm_\gamma h = \frac{1}{2\pi i} \int_\Gamma k^\pm (\zeta, h) f^\pm_\gamma d\zeta,$$

where $\Gamma$ is a Jordan contour in $\mathbb{C}$ enclosing the eigenvalue $\gamma$ and no other eigenvalues, where $k^\pm$ and $f^\pm_\gamma$ are as defined in Theorem 5.3.

In particular if $\gamma$ is a simple root of $Z^\pm$, then $P^\pm_\gamma$ has rank one and is given by

$$P^\pm_\gamma h = \frac{m^\pm_\gamma (h)}{dZ^\pm (\gamma)} f^\pm_\gamma = \frac{\langle h, J^\pm_\gamma \rangle_{L^2(\nu)}}{\langle f^\pm_\gamma, J^\pm_\gamma \rangle_{L^2(\nu)}} f^\pm_\gamma,$$

with $m^\pm_\gamma$ given in Theorem 5.3.

**Proof.** As in the proof of Proposition 4.5 the non-vanishing terms after integrating the resolvent along a simple closed contour $\Gamma$ enclosing the eigenvalue $\gamma$ are only those depending on $k^\pm (\gamma; h)$ since these have $Z^\pm (\gamma)$ in the denominator and are thus non-holomorphic on the interior of $\Gamma$. This yields the stated expression. The expressions for the case of a simple root of $Z^\pm$ follow analogously to the proof of Corollary 4.6.

**Remark 5.6.** As was the case with Remark 4.7, it may be verified by direct computation that, if $\gamma \in \sigma_p (L^\pm)$, we have

$$m^\pm_\gamma (h) = \langle h, J^\pm_\gamma \rangle \quad \text{and} \quad \frac{d}{d\gamma} Z^\pm (\gamma) = \langle f^\pm_\gamma, J^\pm_\gamma \rangle,$$

also when $\frac{d}{d\gamma} Z^\pm (\gamma) = 0$.

### 6. Bounded perturbations

So far the characterization of the spectrum relies upon the assumption that $\lambda_{\text{refr}} (x) = 0$ for all $x$, in which case relatively explicit solutions to resolvent and eigenvalue equations can be obtained. In order to extend our analysis to the case $\lambda_{\text{refr}} \neq 0$, we investigate the effect of small perturbations of the zigzag generator on its spectrum.

**Proposition 6.1.** Let $(L, D (L))$ denote the generator of the zigzag semigroup in $L^2 (\mu)$ and let $B$ be a bounded operator on $L^2 (\mu)$. Suppose the assumptions of Theorem 4.4 are satisfied. Suppose $\gamma$ is a root of $Z$, so that $\gamma \in \sigma_p (L)$.

(i) For $\epsilon > 0$ sufficiently small there is a set of (repeated) eigenvalues $\gamma_j (\epsilon) \in \sigma_p (L + \epsilon B) = \sigma (L + \epsilon B)$, $j = 1, \ldots, m$, with total algebraic multiplicity equal to the algebraic multiplicity $m$ of $\gamma$, such that $\gamma_j (\epsilon) \to \gamma$ as $\epsilon \downarrow 0$. Furthermore the eigenvalues $\gamma_j (\epsilon)$ admit the asymptotic expansions

$$\gamma_j (\epsilon) = \gamma + \mu_j^{(1)} + o (\epsilon), \quad j = 1, \ldots, m,$$

where $\mu_j^{(1)}$ are the repeated eigenvalues of the operator $P_\gamma B P_\gamma$ considered in the $m$-dimensional space $P_\gamma L^2 (\mu)$, where $P_\gamma$ denotes the spectral projection corresponding to $\gamma$. 


(ii) If moreover $\gamma$ is a simple root of $Z$, so that it is a simple eigenvalue of $L$, then for $\epsilon > 0$ sufficiently small the operator $L + \epsilon B$ has a simple eigenvalue $\gamma(\epsilon)$ such that $\gamma(\epsilon) \to \gamma$ as $\epsilon \downarrow 0$, and $\gamma(\epsilon)$ admits the asymptotic expansion
\[
\gamma(\epsilon) = \gamma + \epsilon \langle B f_\gamma, F^T \gamma \rangle_{L^2(\mu)} / \langle f_\gamma, F^T \gamma \rangle_{L^2(\mu)} + o(\epsilon),
\]
(6.1)
where $f_\gamma$ is the eigenfunction associated to $\gamma$ as given by Theorem 4.4.

**Proof.** Since $L$ has compact resolvent, also $L + \epsilon B$ has compact resolvent by [EN00, Proposition III.1.12], so that $\sigma(L + \epsilon B) = \sigma_p(L + \epsilon B)$. Using that the dependence of $L + \epsilon B$ on $\epsilon$ is holomorphic, by [Kat95, Theorem VII.1.3] the resolvent $(\zeta - L - \epsilon B)^{-1}$ is jointly holomorphic in $(\zeta, \epsilon)$ for sufficiently small $\epsilon$. Then [Kat95, Theorem VII.1.7] establishes that spectral projections depend holomorphically on $\epsilon$, in the sense of [Kat95, Equation (VII.1.4)]. It then follows that $\gamma$ is a stable eigenvalue in the terminology of [Kat95, Section VIII.1.4]): condition (i) of the definition of stable eigenvalue is satisfied by the mentioned joint analyticity of $(\zeta - L - \epsilon B)^{-1}$ around $\gamma$ and condition (ii) is satisfied by the mentioned analyticity of the spectral projections. We may therefore apply [Kat95, Theorem VIII.2.6] to conclude (i). Finally (ii) follows from (i) and the expression for $P_\gamma$ obtained in Corollary 4.6.

**Remark 6.2 (Perturbations in the symmetric case).** If Assumption A5 is satisfied, and if additionally the bounded perturbation $B : L^2(\mu) \to L^2(\mu)$ respects the direct sum $B : \mathcal{H}_S \oplus \mathcal{H}_A \to \mathcal{H}_S \oplus \mathcal{H}_A$, then the perturbed operator $L + \epsilon B$ decomposes through the transformation $T$, i.e.,
\[
T(L + \epsilon B)T^* = \begin{pmatrix} L^+ + \epsilon B^+ & 0 \\ 0 & L^- + \epsilon B^-
\end{pmatrix}
\]
with $L^\pm$ as before and $B^\pm : L^2(\mu) \to L^2(\mu)$ bounded linear mappings. If moreover the conditions of Theorem 4.4 are satisfied and $\gamma$ is a simple eigenvalue of $L^\pm$, then we obtain analogously to Proposition 6.1 an asymptotic expansion for the eigenvalues $\gamma(\epsilon)$ of the generators $L^\pm + \epsilon B^\pm$ given by
\[
\gamma(\epsilon) = \gamma + \epsilon \langle B^\pm f_\gamma, J^\pm f_\gamma \rangle_{L^2(\mu)} / \langle f_\gamma, J^\pm f_\gamma \rangle_{L^2(\mu)} + o(\epsilon),
\]
(6.2)
where $\gamma$ is a simple eigenvalue of $L^\pm$ and $f_\gamma^\pm$ is the associated eigenfunction as given by Theorem 5.3 and we recall that $Jf(x) = f(-x)$.

6.1. Example (additive perturbation of the switching intensity)

Consider the bounded perturbation operator $Bf = Ff - f$, so that $L + \epsilon B$ admits the expression
\[
(L + \epsilon B)f(x, \theta) = \theta \partial_x f(x, \theta) + (\max(\theta U(x), 0) + \epsilon)(f(x, -\theta) - f(x, \theta)).
\]

We see that the perturbation $\epsilon B$ effectively adds a constant $\epsilon$ to the switching intensity. In case the potential function $U$ is such that the assumptions of Theorem 4.4 are satisfied and furthermore all eigenvalues of $L$ are simple, then by Proposition 6.1-(ii) the perturbed eigenvalues $\gamma(\epsilon)$ allow the asymptotic expansion
\[
\gamma(\epsilon) = \gamma + \epsilon \langle B f_\gamma, F^T \gamma \rangle_{L^2(\mu)} / \langle f_\gamma, F^T \gamma \rangle_{L^2(\mu)} + o(\epsilon)
\]
\[
= \gamma + \epsilon \langle (F f_\gamma, F^T \gamma \rangle_{L^2(\mu)} / \langle f_\gamma, F^T \gamma \rangle_{L^2(\mu)} - 1 \rangle + o(\epsilon)
\]
\[
= \gamma + \epsilon \langle (f_\gamma, F^T \gamma \rangle_{L^2(\mu)} / \langle f_\gamma, F^T \gamma \rangle_{L^2(\mu)} - 1 \rangle + o(\epsilon),
\]
where we subsequently used (6.1), the expression for $B$, and finally the fact that $\langle Ff, Fg \rangle_{L^2(\mu)} = \langle f, g \rangle_{L^2(\mu)}$ for any $f, g \in L^2(\mu)$.

Furthermore the operator $B$ satisfies the condition stated in Remark 6.2 of preserving the decomposition $\mathcal{H}_S \oplus \mathcal{H}_A$. We compute
\[
TBT^* f(x, +1) = f(-x, +1) - f(x, +1), \quad \text{and} \quad TBT^* f(x, -1) = -f(-x, -1) - f(x, -1),
\]
so that in the notation of Remark 6.2, we have

\[ B^\pm f = \pm Jf - f. \]

This means that if the additional assumption of symmetry (Assumption A5, \( U(x) = U(-x) \)) is satisfied, then we may determine from (6.2) the perturbed eigenvalues as

\[
\gamma(\epsilon) = \gamma + \epsilon \left( \langle B^\pm f, Jf \rangle_{L^2(\nu)} / \langle f, Jf \rangle_{L^2(\nu)} - 1 \right) + o(\epsilon),
\]

where we should read ‘+’ or ‘−’ in the above expression depending on whether \( \gamma \in \sigma(L^+) = \Sigma^+ \) or \( \gamma \in \sigma(L^-) = \Sigma^- \).

Unfortunately the expression does not seem to simplify further and in order to compute the above expansion in particular situations we will have to resort to numerical computation of the integrals involved.

7. Examples

7.1. A family of medium-heavy to light-tailed symmetric distributions

Consider

\[ U(x) = \frac{1}{\beta} \left[ (1 + x^2)^{\beta/2} - 1 \right] \quad \text{where} \quad \beta > 1. \]  

(7.1)

We compute

\[
U'(x) = x(1 + x^2)^{\beta/2 - 1}, \\
U''(x) = (1 + x^2)^{\beta/2 - 2} \left( 1 + (\beta - 1)x^2 \right). 
\]

The case \( \beta = 2 \) corresponds to the standard normal distribution. Note that for \( \beta \leq 1 \) already the most basic assumptions of our theory (e.g., Assumption A2) are not satisfied.

**Lemma 7.1.** Suppose \( U \) is given by (7.1). Then Assumptions A1, A2, A3, A4 and A5 are satisfied.

**Proof.** Assumptions A3 and A5 are immediate. From the expression for \( U''(x) \) it follows that \( U''(x) \geq 0 \) for all \( x \in \mathbb{R} \) and \( \beta > 1 \). We have

\[
\frac{U''(x)}{(U'(x))^2} = (1 + x^2)^{-\beta/2} (1 + (\beta - 1)x^2)x^{-2} \sim (\beta - 1)|x|^{-\beta},
\]

establishing that Assumption A1 is satisfied. Furthermore \( |U'(x)| \sim |x|^{\beta - 1} \rightarrow \infty \) as \( |x| \rightarrow \infty \), establishing Assumption A2.

Asymptotically, \( U''(x) \sim (\beta - 1)|x|^{\beta - 2} \) as \( |x| \rightarrow \infty \), which establishes Assumption A4 for \( \beta \geq 2 \), using Lemma 2.3.

Finally we establish Assumption A4 for \( 1 < \beta < 2 \). Let \( M > 1 \). By symmetry it suffices to consider \( y \geq x \geq M \) in Assumption A4. For all \( x \geq M \), \((1 + x^2) \leq (1 + \frac{1}{M^2}) x^2 \). It follows that

\[
U'(x) = x(1 + x^2)^{\beta/2 - 1} \geq \left( 1 + \frac{1}{M^2} \right)^{\beta/2 - 1} x^{\beta - 1}, \quad x \geq M.
\]  

(7.2)
Define \( h(\xi) = U(x + \xi) - U(x) - m\xi^\beta \) for \( \xi \geq 0 \) and fixed \( x \geq M \). Then, using (7.2)

\[
h'(\xi) = U'(x + \xi) - m\beta\xi^{\beta-1} \geq \left(1 + \frac{1}{M^2}\right)^{\beta/2-1} (x + \xi)^{\beta-1} - m\beta\xi^{\beta-1}
\]

by taking \( m = \frac{1}{\beta} \left(1 + \frac{1}{M^2}\right)^{\beta/2-1} \). We see that \( h(\xi) \) is strictly non-decreasing as a function of \( \xi \) for any \( x \geq M \). Thus \( h(y - x) \geq h(0) = 0 \) for all \( y \), establishing that

\[
U(y) \geq U(x) + m|y - x|^\beta, \quad y \geq x \geq M,
\]

as required.

\[\square\]

### 7.2. Gaussian distribution

Suppose \( U(x) = x^2/(2\sigma^2) \). Without loss of generality we assume that \( \sigma = 1 \) and consider \( U(x) = x^2/2 \). This is an instance of the family discussed above, with \( \beta = 2 \). In particular Assumptions A1 until A5 are satisfied. Let \( \text{erfc}(z) = 1 - \text{erf}(z) \) denote the complimentary error function, with the error function \( \text{erf}(z) \) given by

\[
\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} dt, \quad z \in \mathbb{C}.
\]

**Proposition 7.2.** Suppose \( U(x) = x^2/2 \) and \( \lambda_{\text{refr}}(x) = 0 \) for all \( x \). Then the spectrum of the zigzag semigroup is given by

\[
\sigma(L) = \sigma_p(L) = \Sigma^+ \cup \Sigma^-,
\]

where

\[
\Sigma^+ = \{0\} \cup \{\gamma \in \mathbb{C} : \text{erf}(\sqrt{2}\gamma) = 0\} \quad \text{and} \quad \Sigma^- = \{\gamma \in \mathbb{C} : \sqrt{\pi}\gamma e^{\gamma^2} \text{erfc}(\sqrt{2}\gamma) = \sqrt{2}\}.
\]

All eigenvalues \( \gamma \in \sigma(L) \) are algebraically simple.

**Proof.** As established in Theorem 5.3, the spectrum consists of eigenvalues only, and is given by \( \sigma(L) = \Sigma^+ \cup \Sigma^- \), where

\[
\Sigma^\pm = \sigma(L^\pm) = \{\gamma \in \mathbb{C} : \psi^\pm(\gamma) = \pm 1\}.
\]

By partial integration (Lemma 4.8)

\[
\psi^+(\gamma) = 1 - \sqrt{2\pi}\gamma e^{\gamma^2} \text{erfc}(\sqrt{2}\gamma), \quad \gamma \in \mathbb{C},
\]

resulting in the characterization of \( \sigma^\pm \). From (4.11) and (4.12) we have

\[
\psi^+(\gamma) = 1 + \gamma \frac{d}{d\gamma} \psi^+(\gamma) - 4\gamma^2 \psi^+(\gamma).
\]

Note that \( \psi^-(\gamma) = \psi^+(\gamma) \) by symmetry of \( U \). Since \( Z(\gamma) = 1 - (\psi^+(\gamma))^2 \), it follows that \( \frac{d}{d\gamma} Z(\gamma) = -2\psi^+(\gamma) \frac{d}{d\gamma} \psi^+(\gamma) \). Thus if \( \gamma \) is an eigenvalue with algebraic multiplicity larger than one, then \( \psi^+(\gamma) = \pm 1 \) and \( \frac{d\psi^+}{d\gamma} = 0 \). Assume \( \frac{d}{d\gamma} \psi^+(\gamma) = 0 \). Using (7.4), in case \( \psi^+(\gamma) = 1 \), then necessarily \( \gamma = 0 \); however it was established in the proof of Proposition 4.9 that \( \frac{d}{d\gamma} Z(0) \neq 0 \). In case \( \psi^+(\gamma) = -1 \), using again (7.4), we find that \( \gamma = \pm \frac{1}{2} \sqrt{2}i \), which is however not a root of \( \psi^+ \) as defined in (7.3).

\[\square\]

Asymptotic expansions for the elements of \( \Sigma^+ \) can be found in [FCC73]. However for a complete computation of the spectrum we have to rely on numerical computation.
7.3. Numerical results

By Theorems 4.4 and 5.3, the spectrum of $L$ and $L^\pm$ may be computed as the roots of $Z$ (see (4.2)) and $Z^\pm$ (see (5.2)), respectively. For ease of notation we only consider roots of $Z$ but the exposition applies equally to roots of $Z^\pm$.

A suitable numerical routine for determining roots of $Z$ is provided by [DSZ02], to which we refer for details. For our purposes it is important to remark that the method of [DSZ02] relies on the ability to integrate $Z'(\zeta)/Z(\zeta)$ efficiently along line segments in the complex plane. We have

$$
\frac{Z'(\zeta)}{Z(\zeta)} = -\frac{\psi^-(\zeta) \frac{d}{d\zeta} \psi^+(\zeta) + \psi^+(\zeta)\frac{d}{d\zeta} \psi^-(\zeta)}{1 - \psi^+(\zeta)\psi^-(\zeta)}.
$$

In the case of a Gaussian target distribution (Section 7.2), these functions may be expressed in terms of the error function. However for the general family considered in Section 7.1 we have to rely on numerical integration to determine the value of $Z'(\zeta)/Z(\zeta)$.

Computer code (in Julia) for visualization of the spectrum and perturbations may be found at [Bie19].

Graphical depictions of the spectrum, including the effect of perturbations by a positive switching rate, for the Gaussian case ($\beta = 2$) and two other cases are provided in Figure 1. In the Gaussian case the rightmost (pairs of) eigenvalues are given (up to 6 significant digits) by $0, -0.425665 \pm 1.02295i, -0.957995 \pm 1.40818i, -1.26616 \pm 1.66757i, -1.53940 \pm 1.90293i$ and we find that the spectral gap is given by $0.425665$. An interesting observation is that a positive refreshment rate increases the spectral gap (since the spectrum moves towards the left). This phenomenon is also observed in [MM13]. Furthermore it seems that making the tail more heavy (i.e. decreasing $\beta$) results in an increase of the spectral gap.

8. Discussion

In this section we will explore the relation between the results obtained in this paper, and other results concerning exponential convergence to equilibrium. Assume $\mu(E) < \infty$ and recall the notation $\pi$ for the normalization of $\mu$, defined by (4.14).

8.1. Connection between spectral gap and geometric ergodicity

Suppose we have a spectral gap for the zigzag semigroup; e.g., assume the conditions of Theorem 4.14 are satisfied. We consider a time discretization of the zigzag semigroup $(P(t))_{t \geq 0}$ by defining, for a fixed $t_0 > 0$,

$$
Q(\eta, A) := \int P(t_0) 1_A(x, \theta) \eta(dx, d\theta),
$$

where $\eta$ is any probability measure on $E = \mathbb{R} \times \{-1, +1\}$.

For any signed measure $\eta \ll \pi$ we define $\|\eta\|^2_{L^2(\pi)} = \int \left( \frac{d\eta}{d\pi} \right)^2 d\pi$. We say that a Markov chain with transition kernel $Q$ on a general state space $(X, \mathcal{X})$ is $L^2(\pi)$-geometrically ergodic if there is a function $c(\eta) < \infty$ and a constant $\rho < 1$ such that

$$
\|Q^n(\eta, \cdot) - \pi\|^2_{L^2(\pi)} \leq c(\eta)\rho^n,
$$

for all Borel probability distributions $\eta$ on $E$ satisfying $\|\eta\|_{L^2(\pi)} < \infty$.

By considering the adjoint semigroup of the zigzag semigroup we then have the following result.

**Corollary 8.1.** Under the assumptions of Theorem 4.14, the Markov kernel $Q$ is $L^2(\pi)$-geometrically ergodic.
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Figure 1: The spectra of $L^+$ and $L^-$ for the distributions described in Section 7.1, along with the directions in which the spectrum is perturbed under a small refreshment rate $\lambda_{\text{refr}} = \epsilon > 0$.

**Proof.** We have that $Q^n(\eta, A) = \int_A P^*(nt_0)\frac{d\eta}{d\pi}d\pi$ where $P^*(t)$ is the adjoint semigroup of $P(t)$. Since the result of Theorem 4.14 for $(P(t))_{t \geq 0}$ carries over to $(P^*(t))_{t \geq 0}$ (using Theorem 3.6), the stated claim follows.

An alternative notion of geometric ergodicity is the following. We say that a chain is $\pi$-almost everywhere geometrically ergodic if there is a function $W : E \to \infty$ and $\rho < 1$ such that for $\pi$-almost all $z$,

$$\|Q^n(z, \cdot) - \pi\|_{TV} \leq W(z)\rho^n.$$
Importantly the latter notion is phrased in terms of $\pi$-almost all initial positions. However, as a result of [RT01, Theorem 1] we have indeed that $Q$ is also $\pi$-almost everywhere geometrically ergodic.

\subsection*{8.2. Comparison to hypocoercivity analysis}

In the recent paper [ADNR18] conditions for hypocoercivity of piecewise deterministic process such as the zigzag process are established. We will rephrase the result of [ADNR18] to fit in the present context.

\begin{theorem}[[ADNR18, Theorem 1]] Suppose the following assumptions hold:
\begin{enumerate}[(i)]
\item $U \in C^3(\mathbb{R})$, $\lambda_{\text{refr}}$ is continuous and $e^{-U} \in L^1(\mathbb{R})$.
\item There is a $p \geq 0$ such that $\sup_{x \in \mathbb{R}} |U(x)|/(1 + |x|^p) < \infty$.
\item There is a constant $c_1 \geq 0$ such that $U'''(x) \geq -c_1$ for all $x \in \mathbb{R}$.
\item $\liminf_{|x| \to \infty} (|U'(x)|^2/2 - U''(x)) > 0$.
\item The refreshment rate $\lambda_{\text{refr}} : \mathbb{R} \to (0, \infty)$ is bounded from below and from above as follows. There exists $\underline{\lambda} > 0$ and $c_\lambda \geq 0$ such that for all $x \in \mathbb{R}$,
\[ 0 < \underline{\lambda} \leq \lambda_{\text{refr}}(x) \leq \Lambda(1 + c_\lambda |U'(x)|). \]
\end{enumerate}

Then there exist constants $C > 0$ and $\alpha > 0$ such that, for any $f \in L^2_\nu(\mu)$ and $t \geq 0$,
\[ \|P(t)f\|_{L^2_\nu(\mu)} \leq Ce^{-\alpha t}\|f\|_{L^2_\nu(\mu)}. \]

\textbf{Proof.} We may write the generator of the zigzag semigroup in the notation of [ADNR18, Equation (1)],
\[ Lf(x,\theta) = \theta \partial_x f(x,\theta) + \lambda_1(x,\theta)(B_1 - I)f(x,\theta) + m_2^{1/2} \lambda_{\text{refr}}(x)R_vf(x,\theta), \]
where
\[ \lambda_1(x,\theta) = (\theta F_1(x))_+, \quad F_1(x) = U'(x), \]
\[ B_1f(x,\theta) = f(x,-\theta), \quad m_2 = 1, \quad \lambda_{\text{refr}}(x) = 2\lambda_{\text{refr}}(x), \quad R_vf(x,\theta) = \frac{1}{2}(f(x,-\theta) - f(x,\theta)). \]
(The factor 2 had to be redistributed between the refreshment rate and the refreshment kernel to be consistent with the definition of $R_v$ in [ADNR18].)

We verify that the stated assumptions imply the assumptions A1 and H1-H6 of [ADNR18]. Some notations below are from [ADNR18], and may override notation from this paper; in particular $\nu$ for the uniform marginal stationary distribution on the velocities $\{-1,+1\}$.

By Lemma 3.2 and Theorem 3.6, Assumption A1 of [ADNR18] is satisfied.

By (ii), $U \in C^3_\text{poly}(\mathbb{R})$. Together with assumptions (iii) and (iv) this implies H1.

We have $F_1(x) = U'(x)$, which by (i) is in $C^2(\mathbb{R})$. It is then clear that $H_2$ is satisfied.

H3 is satisfied by taking $\varphi(s) = \max(0,s)$.

H4 is satisfied by taking $V = \{-1,+1\}$ and $\nu = \frac{1}{2}(\delta_{-1} + \delta_{+1})$.

H5 is satisfied for $R_v := \Pi_v - I$ where $\Pi_v f = \nu(f)$. In particular if $g \in L^2_\nu(\nu)$ we have, writing $g = (g_1,g_2) = (g_1,-g_1)$,
\[ (-R_vg,g)_{L^2(\nu)} = -\frac{1}{2}g_1^2 - \frac{1}{2}g_2^2 + \frac{1}{4}(g_1 + g_2)^2 = -\frac{1}{4}(g_1 - g_2)^2 = \|g\|_{L^2(\nu)}. \]

Finally H6 is identical to (v).

\hfill $\square$

Bounds for the constants $C$ and $\alpha$ can, in principle, be obtained in explicit form although this requires a tedious effort. The result above may be compared to the same result of Theorem 4.14, which depends on Assumptions A1, A2, A3 and A4. The above conditions are different from our conditions in several respects. Condition (iv) in the above theorem is stronger than our Assumption A1, for example. Furthermore a strictly positive refreshment rate is required. On the other hand we require that $|U'(x)| \to \infty$ (Assumption A2), a zero refreshment rate and unimodal target distribution to obtain the explicit characterization of the eigenvalues.
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8.3. Comparison to exponential ergodicity

In [BR17] the following result on exponential ergodicity of the zigzag process is established. A function \( V : E \to \mathbb{R} \) is called norm-like if \( V(x, \theta) > 0 \) for all \( (x, \theta) \in E \) and \( \lim_{|x| \to \infty} V(x, \theta) = \infty \) for \( \theta = \pm 1 \).

**Theorem 8.3 ([BR17, Theorem 5]).** Suppose \( U \) is continuously differentiable, \( \lambda_{\text{refr}} \) is continuous, and for \( \lambda^\pm(x) = (\pm U'(x) \lor 0) + \lambda_{\text{refr}}(x) \), we have that

\[
\lim_{x \to \infty} \lambda^+(x) > \limsup_{x \to \infty} \lambda^-(x) \quad \text{and} \quad \lim_{x \to -\infty} \lambda^+(x) > \limsup_{x \to -\infty} \lambda^-(x).
\]

Then there are constants \( c > 0 \), \( \alpha > 0 \) and a continuous norm-like function \( V \in L^2(\mu) \), \( V > 0 \) on \( E \), such that for all \( (x, \theta) \in E \),

\[
|P(t)f(x, \theta) - \pi(f)| \leq c(1 + V(x, \theta))e^{-\alpha t}, \quad t \geq 0,
\]

for all measurable \( f : E \to \mathbb{R} \) satisfying \( |f(x, \theta)| \leq 1 + V(x, \theta) \) on \( E \).

Note that here the family of operators \( P(t) \) represents the extension of the Markov semigroup to a suitable space of measurable functions. In the case with constant refreshment rate the condition of Theorem 8.3 reduces to the requirement that \( \liminf_{x \to \infty} U'(x) > 0 \) and \( \limsup_{x \to -\infty} U'(x) < 0 \). We see that the above result implies, under only mild conditions, exponentially fast convergence in \( L^2(\pi) \) for functions \( f \) satisfying \( |f(x, \theta)| \leq 1 + V(x, \theta) \). However, this class of functions does not contain the full space \( L^2(\pi) \). Indeed, by the proof of [BR17, Theorem 5], the function \( V \) is growing at an exponential rate as \( |x| \to \infty \), putting a restriction on the growth of the functions \( f(x, \theta) \).
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Appendix A: Technical lemmas

A.1. Weak derivatives

In this section we recall some basic results on weak derivatives as used in Section 3. A function \( f : \mathbb{R} \to \mathbb{R} \) is said to have a weak derivative \( f' \) if, for all \( \varphi \in C_c^\infty(\mathbb{R}) \), we have

\[
\int_{\mathbb{R}} f \varphi' \, dx = -\int_{\mathbb{R}} f' \varphi \, dx.
\]

If furthermore, for \( p \geq 1 \), \( f_U \) and \( f'_U \in L^p(U) \) for any open \( U \subset \mathbb{R} \) with compact closure, then we write \( f \in W^{1,p}_{\text{loc}}(\mathbb{R}) \).

**Lemma A.1.** Suppose \( f \in W^{1,p}_{\text{loc}}(\mathbb{R}) \) and \( g \in C^1(\mathbb{R}) \). Then \( fg \in W^{1,p}_{\text{loc}}(\mathbb{R}) \), and \( (fg)' = f'g + fg' \).

**Proof.** Let \( \varphi \in C_c^\infty(\mathbb{R}) \) and write \( K = \text{supp } \varphi \). By standard approximation arguments we may find \( \tilde{g} \in C_c^\infty(\mathbb{R}) \) such that \( \sup_{x \in K} |\tilde{g}(x) - g(x)| + |\tilde{g}'(x) - g'(x)| < \varepsilon \). We then have by the definition of the weak derivative that

\[
\int_{\mathbb{R}} f\tilde{g} \varphi' \, dx = \int_{\mathbb{R}} f\tilde{g} \varphi' \, dx - \int_{\mathbb{R}} \tilde{g} f \varphi' \, dx = -\int_{\mathbb{R}} f' \tilde{g} \varphi \, dx - \int_{\mathbb{R}} f\tilde{g}' \varphi \, dx.
\]

Since \( \varepsilon > 0 \) is arbitrary, and \( \varphi \) has compact support, this yields

\[
\int_{\mathbb{R}} f\tilde{g} \varphi' \, dx = -\int_{\mathbb{R}} (f'g + fg') \varphi \, dx
\]

so that \( fg \) has weak derivative \( f'g + fg' \). Now since \( g \) and \( g' \) are bounded on any bounded set, and \( f \in W^{1,p}_{\text{loc}}(\mathbb{R}) \), it follows that \( fg \in W^{1,p}_{\text{loc}}(\mathbb{R}) \). \( \square \)

A.2. Assumption A4 revisited

The following lemma establishes that the constant \( M \) in Assumption A4 can, without loss of generality, be assumed to be equal to zero.
Lemma A.2. Suppose Assumption A4 is satisfied for certain values $C \leq 0$, $M > 0$, $m > 0$ and $p > 1$. Then it is also satisfied for $M = 0$. That is, for $\tilde{m} := 2^{1-p}m$ and some $\tilde{C} \leq C$ we have that

$$U(y) \geq U(x) + \tilde{C} + \tilde{m}|x - y|^p \quad \text{for all } x, y \text{ for which } y \geq x \geq 0 \text{ or } y \leq x \leq 0.$$  \hfill (A.1)

Proof. Suppose Assumption A4 holds. We prove (A.1) for $y \geq x \geq 0$; the proof for $y \leq x \leq 0$ is analogous. First suppose $0 \leq x \leq y \leq M$. Write $C_1 := \max_{0 \leq \xi \leq M} U(\xi)$ and $C_2 := \min_{0 \leq \xi \leq M} U(\xi)$. Define $C_1 = C_2 - C_1 - mM^p \leq 0$. Then

$$U(y) \geq U(x) + \tilde{C}_1 + m|x - y|^p.$$  

Next consider the situation $0 \leq x \leq M \leq y$. We have by Assumption A4 that

$$U(y) \geq U(M) + C + m|M - y|^p.$$  

Next

$$U(M) \geq U(x) + \tilde{C}_1 + m|M - x|^p$$

by the first part of this proof. Finally we have by Jensen’s inequality that

$$|y - M|^p + |M - x|^p \geq 2^{1-p}|y - x|^p.$$  

It follows that

$$U(y) \geq U(x) + \tilde{C}_1 + m|M - x|^p + C + m|M - y|^p \geq U(x) + \tilde{C}_1 + C + 2^{1-p}m|y - x|^p.$$  

By assumption the required inequality also holds for $M \leq x \leq y$. The statement of the lemma follows by taking $\tilde{C} := \min(C, \tilde{C}_1, C + \tilde{C}_1) = C + \tilde{C}_1$. \hfill \qed

A.3. The operator $C$ and its core.

As in Section 3.2, for $f \in W^{1,2}_\text{loc} (\mathbb{R})$ let $Cf = f' - Uf'$, and (with slight abuse of notation) restrict $C$ to the domain $\mathcal{D}(C) = \{ f \in L^2(\nu) \cap W^{1,2}_\text{loc} (\mathbb{R}) : Cf \in L^2(\nu) \}$.

Lemma A.3. $(C, \mathcal{D}(C))$ is closed and $C^\infty_c (\mathbb{R})$ is a core for $(C, \mathcal{D}(C))$.

Proof. First we show that $(C, \mathcal{D}(C))$ is closed. Let $(f_n) \subset \mathcal{D}(C)$, $g_n = Cf_n$, and assume $f_n \to f$ and $g_n \to g$ in $L^2(\nu)$. Then $f_{n_k} \to f$ and $g_{n_k} \to g$ $\nu$-almost everywhere for a suitable subsequence. Therefore

$$f_{n_k}(x) = g_{n_k}(x) + U'(x)f_{n_k}(x) \to g(x) + U'(x)f(x), \quad \nu\text{-almost everywhere.}$$

Now fix an open set $F \subset \mathbb{R}$ with compact closure. Since $U'$ is bounded on $F$, it follows that the subsequence $(f_{n_k}) = (g_{n_k} + U'f_{n_k})$ is Cauchy in $L^2(F)$. Thus $f \in W^{1,2}_\text{loc} (\mathbb{R})$. Next

$$\int_{\mathbb{R}} |Cf - g|^2 d\nu = \lim_{k \to \infty} \int_{\mathbb{R}} |Cf_{n_k} - g_{n_k}|^2 d\nu \leq \lim_{k \to \infty} \int_{\mathbb{R}} |Cf_{n_k} - g_{n_k}|^2 d\nu = 0.$$  

Therefore $\|Cf\|_{L^2(\nu)} \leq \|Cf - g\|_{L^2(\nu)} + \|g\|_{L^2(\nu)} < \infty$ and $Cf = g$.

Next we will show that $C^\infty_c (\mathbb{R})$ is a core for $(C, \mathcal{D}(C))$, in complete analogy to Lemma 3.2. Let $f \in \mathcal{D}(C)$. First take functions $\xi_n$ as in the proof of Lemma 3.2 and define $f_n(x) := f(x)\xi_n(x)$. Then $f_n \in \mathcal{D}(C)$, $f_n$ has compact support and $f_n \to f$ in $L^2(\nu)$ by dominated convergence, and

$$\|Cf_n - Cf\|_{L^2(\nu)} \leq \|Cf\|_{L^2(\nu)} + \|f\|_{L^2(\nu)} \to 0 \quad \text{as } n \to \infty,$$

the first term by dominated convergence and the second term since $\sup_{x \in \mathbb{R}} |\xi_n(x)| \leq c/n$ for some positive $c > 0$ independent of $n$. This shows that compactly supported functions are dense in $\mathcal{D}(C)$ with respect to the graph norm.

Next take $\varphi_n \in C^\infty_c (\mathbb{R})$, again as in the proof of Lemma 3.2. Let $f \in \mathcal{D}(C)$ with compact support, and define $f_n(x) = (f * \varphi_n)(x)$. Then every $f_n \in C^\infty_c (\mathbb{R})$ is supported in $\text{supp}(f) + B(1)$ and $f_n \to f$ in $L^2(\nu)$. Since $\partial_x f_n = (\partial_x f) * \varphi_n$ and $U'$ is bounded uniformly in $n$ on the support of $(f_n)$, it follows that $\|Cf - Cf_n\|_{L^2(\nu)} \to 0$. \hfill \qed
A.4. Estimates in the proof of Theorem 4.4

In the following lemma we verify that the constants that appear as integrals in the proof of Theorem 4.4 are well defined.

**Lemma A.4.** Suppose Assumption A2 holds. Let \( h \in L^2(\nu) \). For any \( \gamma \in \mathbb{C} \), we have that the following mappings are in \( L^1(\mathbb{R}) \).

\[
\begin{align*}
\xi &\mapsto U'(\xi)e^{-2\gamma \xi-U(\xi)}, \\
\xi &\mapsto e^{-2\gamma \xi-U(\xi)}, \\
\xi &\mapsto e^{-\gamma \xi-U(\xi)}h(\xi), \\
\xi &\mapsto U'(\xi)e^{-\gamma \xi}\int_0^{\xi} e^{\gamma \eta}h(\eta) \, d\eta.
\end{align*}
\]

**(A.2)**\( \xi \mapsto U'(\xi)e^{-2\gamma \xi-U(\xi)} \), \( (A.3) \)\( \xi \mapsto e^{-2\gamma \xi-U(\xi)} \), \( (A.4) \)\( \xi \mapsto e^{-\gamma \xi-U(\xi)}h(\xi) \), \( (A.5) \)\( \xi \mapsto U'(\xi)e^{-\gamma \xi}\int_0^{\xi} e^{\gamma \eta}h(\eta) \, d\eta \).

**Proof.** Write \( \alpha = \Re \gamma \). It suffices to check integrability over \([0, \infty)\), as integrability over \((-\infty, 0]\) is analogous. Next, by continuity and where necessary local integrability of \( h \) it suffices to check integrability over \([x_0, \infty)\) for some \( x_0 > 0 \). Let \( x_0 \) be sufficiently large, such that, for some constant \( c > 0 \) such that \( c+2\alpha > 0 \), we have that \( U'(x) \geq c \) for \( x \geq x_0 \). We find

\[
\int_{x_0}^{\infty} |U'(\xi)e^{-2\gamma \xi-U(\xi)}| \, d\xi = \int_{x_0}^{\infty} U'(\xi)e^{-2\alpha \xi-U(\xi)} \, d\xi
\]

\[
= e^{-U(x_0)} - 2\alpha \int_0^{\infty} e^{-U(\xi)-2\alpha \xi} \, d\xi.
\]

If \( \alpha \geq 0 \), we have already succeeded in establishing (A.2). Moreover, for any value of \( \alpha \in \mathbb{R} \),

\[
\int_{x_0}^{\infty} e^{-U(\xi)-2\alpha \xi} \, d\xi \leq \int_{x_0}^{\infty} e^{-U(x_0)-c(\xi-x_0)-2\alpha \xi} \, d\xi < \infty,
\]

establishing (A.2), (A.3). This yields, for (A.4), that

\[
\int_0^{\infty} e^{-\alpha \xi-U(\xi)}|h(\xi)| \, d\xi \leq ||h||_{L^2(\nu)} \int_0^{\infty} e^{-2\alpha \xi-U(\xi)} \, d\xi < \infty
\]

Finally, for (A.5),

\[
\int_0^{\infty} |U'(\xi)|e^{-2\alpha \xi-U(\xi)} \int_0^{\xi} e^{\alpha \eta} |h(\eta)| \, d\eta \, d\xi
\]

\[
= \int_0^{\infty} \int_0^{\infty} |U'(\xi)|e^{-2\alpha \xi-U(\xi)} \, dx \, d\xi \leq |h|_{L^2(\nu)} \int_0^{\infty} e^{-2\alpha \xi-U(\xi)} \, d\xi \int_0^{\infty} e^{\alpha \eta} \, d\eta,
\]

so it suffices (for this term) to check that

\[
\eta \mapsto \int_\eta^{\infty} |U'(\xi)|e^{-2\alpha \xi-U(\xi)} \, dx \, e^{\alpha \eta+U(\eta)} \in L^2(\nu).
\]

We have for \( \eta \geq x_0 \), by partial integration,

\[
\int_\eta^{\infty} |U'(\xi)|e^{-2\alpha \xi-U(\xi)} \, dx \, e^{\alpha \eta+U(\eta)} = e^{-\alpha \eta} - 2\alpha \int_\eta^{\infty} e^{-2\alpha \xi-U(\xi)} \, dx \, e^{\alpha \eta+U(\eta)}.
\]

The first term has already been established above to belong to \( L^2(\nu) \), the second term can be estimated using \( U(\xi) - U(\eta) \geq c(\xi - \eta) \) as

\[
\int_\eta^{\infty} e^{-2\alpha \xi-U(\xi)} \, dx \, e^{\alpha \eta+U(\eta)} \leq \int_\eta^{\infty} e^{-2\alpha \xi-c(\xi-\eta)} \, dx \, e^{\alpha \eta} = \frac{e^{-\alpha \eta}}{2\alpha + c} < \infty.
\]
A.5. Lemmas for the proof of Theorem 4.11

The following two lemmas are instrumental in establishing a spectral gap, i.e., Theorem 4.11.

**Lemma A.5.** Suppose the assumptions of Theorem 4.4 are satisfied. Then $i \beta \in \sigma(L)$ for $\beta \in \mathbb{R}$ if and only if $\beta = 0$. In particular $\sigma(L)$ does not have an accumulation point at $i \beta$ for $\beta \in \mathbb{R}$.

**Proof.** First note that by Assumption A3, $U'(0) = 0$ and $x \mapsto U'(x)e^{-U(x)}$ is a probability density function on $[0, \infty)$. We have

$$
\psi^+(i \beta) = \int_0^\infty U'(\xi)e^{-2i\beta \xi - U(\xi)} d\xi = \int_0^\infty U'(\xi)\{\cos(2\beta \xi) - i \sin(2\beta \xi)\}e^{-U(\xi)} d\xi,
$$

so that, by Jensen’s inequality,

$$
|\psi^+(i \beta)|^2 = \left( \int_0^\infty U'(\xi)\cos(2\beta \xi)e^{-U(\xi)} d\xi \right)^2 + \left( \int_0^\infty U'(\xi)\sin(2\beta \xi)e^{-U(\xi)} d\xi \right)^2 \leq \int_0^\infty U'(\xi)\cos^2(2\beta \xi) + \sin^2(2\beta \xi)e^{-U(\xi)} d\xi = \int_0^\infty U'(\xi)e^{-U(\xi)} d\xi = 1,
$$

with equality if and only if the integrands are constant, i.e., if and only if $\beta = 0$. Similarly $|\psi^-(i \beta)| \leq 1$ with equality if and only if $\beta = 0$. It follows that $Z(i \beta) = 1 - \psi^+(i \beta)\psi^-(i \beta) = 0$ if and only if $\beta = 0$.

Now suppose there is $\beta \neq 0$ and a sequence $\gamma_n \in \sigma(L)$ such that $\lim_{n \to \infty} \gamma_n = i \beta$. By continuity of $Z$ (Lemma 4.8), it follows that $Z(i \beta) = 0$, a contradiction. Furthermore, since 0 an eigenvalue, and the spectrum consists of isolated eigenvalues only, 0 can not be an accumulation point either. \qed

**Lemma A.6.** Suppose the assumptions of Theorem 4.4 are satisfied. For every closed and bounded interval $[a, b] \subset \mathbb{R}$ there is a constant $C > 0$ such that

$$
|\psi^+(i \beta)| \leq \frac{C}{|\beta|} \text{ for all } \alpha \in [a, b] \text{ and } \beta \neq 0.
$$

In particular, $\alpha + i \beta \in \rho(L)$ for $\alpha \in [a, b]$, $|\beta| > C$.

**Proof.** By partial integration, and using that by Assumption A1, $|U''(\xi)| \leq c_1 + c_2|U'(\xi)|^2$, for some constants $c_1, c_2 > 0$,

$$
|\psi^+(\alpha + i \beta)| = \left| \int_0^\infty U'(\xi)e^{-2\alpha \xi - 2i\beta \xi - U(\xi)} d\xi \right| = \left| \frac{1}{2i\beta} \int_0^\infty [U''(\xi) - 2\alpha U'(\xi) + (U'(\xi))^2]e^{-2\alpha \xi - 2i\beta \xi - U(\xi)} d\xi \right| \leq \frac{1}{2|\beta|} \int_0^\infty |U''(\xi) - 2\alpha U'(\xi) - (U'(\xi))^2|e^{-2\alpha \xi - U(\xi)} d\xi \leq \frac{1}{2|\beta|} \int_0^\infty [c_1 + 2\alpha^2 + (c_2 + 3/2)(U'(\xi))^2]e^{-2\alpha \xi - U(\xi)} d\xi,
$$

and the integral converges by an application of Lemma 3.7. It follows that, for $\alpha \in [a, b]$,

$$
|\psi^+(\alpha + i \beta)| \leq \frac{1}{2|\beta|} \int_0^\infty [c_1 + 2 \max(|a|, |b|)^2 + (c_2 + 3/2)(U'(\xi))^2]e^{-2\alpha \xi - U(\xi)} d\xi =: C^+/|\beta|.
$$

The result for $\psi^-$ follows analogously, yielding a constant $C^-$, and we may take $C$ as the maximum of the two constants obtained. Thus for $|\beta| > C$, we have that

$$
|\psi^+(\alpha + i \beta)\psi^-(\alpha + i \beta)| \leq C^2/\beta^2 < 1,
$$

so that $Z(\alpha + i \beta) \neq 0$ and therefore $\alpha + i \beta \in \rho(L)$. \qed
A.6. A convolution estimate

In the proof of Proposition 4.12 we will make repeated use of the following lemma.

Lemma A.7. Suppose Assumption A4 is satisfied. Let \( \phi : \mathbb{R} \to \mathbb{C} \) be Lebesgue measurable and \( \psi \in L^2(\nu) \). Furthermore assume that \( \phi(x) = \psi(x) = 0 \) for almost every \( x < 0 \). Let

\[
(\phi \ast \psi)(x) := \int_0^x \phi(x-y)\psi(y) \, dy, \quad \text{and} \quad \zeta(x) := e^{U(x)} \int_x^\infty \phi(y-x)\psi(y)e^{-U(y)} \, dy, \quad x \geq 0.
\]

Then

\[
\|\phi \ast \psi\|_{L^2(\nu)} \leq \left( \int_0^\infty |\phi(x)|e^{-C/2-(m/2)|x|^p} \, dx \right) \|\psi\|_{L^2(\nu)},
\]

and

\[
\|\zeta\|_{L^2(\nu)} \leq \left( \int_0^\infty |\phi(x)|e^{-C/2-(m/2)|x|^p} \, dx \right) \|\psi\|_{L^2(\nu)}.
\]

Proof. By Lemma A.2 we may assume without loss of generality that Assumption A4 holds with \( M = 0 \), i.e., there are constants \( C \leq 0 \), \( m > 0 \) and \( p > 1 \) such that

\[
U(y) \geq U(x) + C + m|x-y|^p \quad \text{for all } x, y \text{ for which } 0 \leq x \leq y \text{ or } y \leq x \leq 0.
\]

Write \( \hat{\psi}(x) = e^{-U(x)/2}\psi(x) \), so that \( \|\hat{\psi}\|_{L^2(\mathbb{R})} = \|\psi\|_{L^2(\nu)} \). By Assumption A4,

\[
e^{-U(x)/2} \int_0^x \phi(x-y)\hat{\psi}(y) \, dy = e^{-U(x)/2} \int_0^x \phi(x-y)\hat{\psi}(y)e^{U(y)/2} \, dy \\
\leq \int_0^x |\phi(x-y)|e^{-C/2-(m/2)|y-x|^p} |\hat{\psi}(y)| \, dy \\
= (|\hat{\phi}| \ast |\hat{\psi}|)(x),
\]

where

\[
\hat{\phi}(x) = \phi(x)e^{-C/2-(m/2)|x|^p}.
\]

The first result of the lemma follows now from the convolutional inequality \( \|f \ast g\|_{L^2(\mathbb{R})} \leq \|f\|_{L^1(\mathbb{R})}\|g\|_{L^2(\mathbb{R})} \).

Next

\[
e^{-U(x)/2}\zeta(x) = e^{U(x)/2} \int_x^\infty \phi(y-x)\hat{\psi}(y)e^{-U(y)/2} \, dy \\
\leq \int_x^\infty |\phi(y-x)|e^{-C/2-(m/2)|y-x|^p/2} |\hat{\psi}(y)| \, dy \\
= (|\hat{\phi}| \ast |\hat{\psi}|)(x),
\]

where

\[
\hat{\zeta}(x) = \phi(-x)e^{-C/2-(m/2)|x|^p},
\]

which yields the second statement after applying the convolutional inequality again. \( \blacksquare \)