MULTIFRACTALITY OF JUMP DIFFUSION PROCESSES

XIAOCHUAN YANG

Abstract. We study the local regularity and multifractal nature of the sample paths of jump diffusion processes, which are solutions to a class of stochastic differential equations with jumps. This article extends the recent work of Barral et al. who constructed a pure jump monotone Markov process with random multifractal spectrum. The class of processes studied here is much larger and exhibits novel features on the extreme values of the spectrum. This class includes Bass’ stable-like processes and non-degenerate stable-driven SDEs.

Nous étudions la régularité locale et la nature multifractale des trajectoires de diffusion à sauts, qui sont solutions d’une classe d’équations stochastiques à sauts. Cet article prolonge et étend substantiellement le travail récent de Barral et al. qui ont construit un processus de Markov de sauts purs avec un spectre multifractal aléatoire. La classe considérée est beaucoup plus large et présente de nouveaux phénomènes multifractals notamment sur les valeurs extrêmes du spectre. Cette classe comprend les processus de type stable au sens de Bass et des EDS non dégénérées guidées par un processus stable.

1. Introduction and main results

This article concerns the pointwise regularity of the sample paths of Markov processes. As two fundamental steps, in [31, 10] are considered the class of Lévy processes and a specific example of pure jump increasing Markov process.

We investigate here the multifractal structure of a quite general class of one-dimensional Markov processes defined by stochastic differential equations with jumps, called jump diffusions:

\[ M_t = M_0 + \int_0^t \sigma(M_s) \, dB_s + \int_0^t b(M_s) \, ds + \int_0^t \int_{|z| \leq 1} G(M_s, z) \, \tilde{N}(ds, dz) + \int_0^t \int_{|z| > 1} F(M_s, z) \, N(ds, dz), \]

where \( B \) is a standard Brownian motion, \( N \) is a Poisson random measure with intensity measure \( dt \, \pi(dz) \), \( \tilde{N} \) is the associated compensated Poisson measure, \( \sigma, b, G, F \) are real valued functions satisfying conditions stated below, see [28, 43, 3] for many details on SDEs with jumps.

This work is in the line of a large and recent literature investigating the multifractal nature of “Lévy-like” processes [31, 11, 20, 10, 21, 6], and in particular, aims to generalize the recent work [31] of Jaffard on Lévy processes to a larger class of Markov processes. As an attempt beyond the scope of Lévy processes, Barral-Fournier-Jaffard-Seuret [10] constructed a specific example of pure jump increasing Markov process with a random multifractal spectrum. Namely, they investigated the spectrum of a Markov process characterized by the following jump measure:

\[ \nu_\gamma(y, du) = \gamma(y)u^{-1-\gamma(y)}1_{[0,1]}(du) \]
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where \( \gamma: \mathbb{R} \mapsto (0, 1) \) is supposed to be Lipschitz-continuous and strictly increasing. Clearly, the specific structure of this process (and in particular the monotonicity of sample paths) simplifies greatly the study of its regularity, and as a consequence, the present work requires more technicality and additional tools.

Let us comment on the major contributions of the present work relative to what has already been achieved in the area and in particular in [10].

- It is the first that treats a quite general class of Markov processes beyond Lévy processes – SDE with jumps. The class of processes studied is much larger, and not anymore restricted to a special case of positive increasing jump diffusions with stable-like index in \((0, 1)\). In particular, Bass’ variable order stable-like processes (with stable-like index in \((0, 2)\), thus of infinite variation) and the class of non-degenerate stable-driven SDEs are included, see Example 7.1 and 7.2.
- A slicing argument is developed to give some technical increments estimates. This new argument does not rely on the monotonicity of the sample paths, thus is applicable to more general SDEs, see Section 3.
- There is a novel discussion on the extreme value of the spectrum, the latter presenting a behavior more complex than the one observed in [10], see Section 6.

1.1. Recalls on multifractal analysis. Multifractal properties are now identified as important features of sample paths of stochastic processes. The variation of the regularity of stochastic processes has been observed considerably since mid-70’s, e.g. fast and slow points of (fractional) Brownian motion [37, 38, 33], ”Lévy-like” processes [31, 11, 20, 10, 21, 6], SPDEs [39, 36, 7], among many other examples. Multifractal analysis turns out to be a relevant approach to draw a global picture of the distribution of singularities.

Let us recall some relevant notions in our study. The regularity exponent we consider is the pointwise Hölder exponent. We use Hausdorff dimension, denoted by \( \text{dim}_H \) with convention \( \text{dim}_H \emptyset = -\infty \), to study the singularity sets (iso-Hölder sets defined below). See [23] for more on dimensions and [32] for many aspects of multifractal analysis.

**Definition 1.1.** Let \( f \in L^\infty_{\text{loc}}(\mathbb{R}) \), \( x_0 \in \mathbb{R} \) and \( h \in \mathbb{R}^+ \setminus \mathbb{N}^* \). We say that \( f \) belongs to \( C^h(x_0) \) if there exist two positive constants \( C, \eta \), a polynomial \( P \) with degree less than \( h \), such that \( |f(x) - P(x - x_0)| \leq C|x - x_0|^h \) when \( |x - x_0| < \eta \). The pointwise Hölder exponent of \( f \) at \( x_0 \) is
\[
H_f(x_0) = \sup \left\{ h \geq 0 : f \in C^h(x_0) \right\}.
\]

**Definition 1.2.** Let \( f \in L^\infty_{\text{loc}}(\mathbb{R}) \). For \( h \geq 0 \), the isó-Hölder set of order \( h \) is
\[
E_f(h) = \{ x \in \mathbb{R} : H_f(x) = h \}
\]
and the multifractal spectrum of \( f \) is the mapping \( D_f : \mathbb{R}^+ \to [0, 1] \cup \{-\infty\} \) defined by
\[
h \mapsto D_f(h) = \text{dim}_H E_f(h)
\]
We also define, for any open set \( A \subset \mathbb{R}^+ \), the local spectrum of \( f \) on \( A \) as
\[
D_f(A, h) = \text{dim}_H (A \cap E_f(h)).
\]

Apart from [10], the aforementioned examples have homogeneous multifractal spectra, that is there is no dependency on the region where the spectra are computed: \( D_f(\mathbb{R}^+, h) = D_f(A, h) \), for all open sets \( A \subset \mathbb{R}^+ \). The example constructed by Barral et al. in [10] has multifractal characteristics that change as time passes. It is thus relevant to consider the pointwise multifractal spectrum at a given point. Other examples with varying pointwise spectrum are studied in [19, 9, 6].
**Definition 1.3.** Let \( f \in L^\infty_{loc}(\mathbb{R}) \), \( t_0 \in \mathbb{R}^+ \), and let \( B_r \) be an open interval centered at \( t_0 \) with radius \( r > 0 \). The pointwise multifractal spectrum of \( f \) at \( t_0 \) is the mapping
\[
\forall h \geq 0, \quad D_f(t_0, h) = \lim_{r \to 0} D_f(B_r, h).
\]

As was pointed out in [10, Definition 3, Lemma 4] (see also the remark below Definition 4 and Proposition 2 in [9]), the pointwise spectrum is well-defined in the sense that it does not depend on the sequence of open intervals chosen, and the local spectrum \( D_f(A, h) \) on any open set \( A \) can be completely recovered from the pointwise spectrum. More precisely, for any open set \( A \subset \mathbb{R}^+ \) and any \( h \geq 0 \), we have
\[
D_f(A, h) = \sup_{t \in A} D_f(t, h). \tag{3}
\]

Thus these two types of results are equivalent and one can pass from one to the other easily.

Below is a simple fact that will be useful in the derivation of a pointwise spectrum.

**Lemma 1.4.** [9, Corollary 1] The mapping \( t \mapsto D_f(t, h) \) is upper semi-continuous.

Let us end this subsection with Jaffard’s Theorem on the multifractal nature of Lévy processes [31]. Recall that [3, page 126] any one dimensional Lévy process can be written as
\[
Z_t = aB(t) + bt + \int_0^t \int_{|z| \leq 1} z \bar{N}(ds, dz) + \int_0^t \int_{|z| > 1} z N(ds, dz)
\]
with triplet \((a, b, \pi(dz))\) where \( \pi \) is the Lévy (intensity) measure of the Poisson measure \( N \) satisfying \( \int 1 \wedge |z|^2 \pi(dz) < +\infty \). Define the Blumenthal-Getoor upper index
\[
\beta_\pi = \inf \left\{ \gamma \geq 0 : \int_{|z| \leq 1} |z|^\gamma \pi(dz) < +\infty \right\}.
\]

Now let \( Z \) be a Lévy process with non trivial Brownian component \((a \neq 0)\) and with index \( \beta_\pi \in (0, 2) \). Jaffard [31] established: almost surely, at every \( t_0 > 0 \), the sample path of \( Z \) has the (deterministic) pointwise spectrum
\[
D_Z(t_0, h) = D_Z(h) = \begin{cases}
\beta_\pi h & \text{if } h \in [0, 1/2), \\
1 & \text{if } h = 1/2, \\
-\infty & \text{if } h > 1/2.
\end{cases} \tag{4}
\]

In particular, Lévy processes are homogeneously multifractal.

1.2. **Assumptions in this work.** The equation (1) is a very general formulation, as it is shown by Çinlar and Jacod [17]. We need some conditions on the coefficients and on the Poisson measure so that we can perform a complete multifractal analysis.

Let us start with the setting. Let \( B \) be a standard Brownian motion and \( N(dt, dz) \) be a Poisson random measure with intensity measure \( dt \pi(dz) \), \( M_0 \) be a random variable with distribution \( \mu \) defined independently on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Let \((\mathcal{F}_t)\) be the minimal augmented filtration associated with \( B, N \) and \( M_0 \). Our process \( M \) is the strong solution (see [43, page 76] for a definition) to (1). To make the presentation transparent, we assume throughout the paper
\[
\pi(dz) = dz/z^2.
\]

From the definition of the Blumenthal-Getoor index we see that with this measure \( \beta_\pi = 1 \). Let us briefly mention the modifications needed to treat more general \( \pi(dz) \). Firstly, the auxiliary limsup sets \( A_\delta \) (defined in Section 5) are in criticality at \( \delta = \beta_\pi \) in the sense that \( A_\delta \supset \mathbb{R}^+ \) almost surely if \( \delta < \beta_\pi \), and \( \mathbb{R}^+ \setminus A_\delta \neq \emptyset \) with positive probability if \( \delta > \beta_\pi \). Secondly, one needs to
extend Barral-Seuret’s localized ubiquity theorem (Theorem 4 below) to general intensity measures of the underlying Poisson point process. In the author’s dissertation [45, Chapter 3], the mentioned theorem is generalized to allow for instance singular measures. The first two conditions are the usual growth condition and local Lipschitz condition for the existence and uniqueness of a solution, see [26, 35].

(H1) There is a finite constant $K$ such that
\[
\forall x \in \mathbb{R}, \quad \sigma(x)^2 + b(x)^2 + \int_{|z| \leq 1} G(x, z)^2 \pi(dz) < K(1 + x^2).
\]

(H2) For all $m \in \mathbb{N}^*$, there is a finite constant $c_m$ such that
\[
\forall |x|, |y| \leq m, \quad |\sigma(x) - \sigma(y)| + |b(x) - b(y)| \leq c_m |x - y|.
\]

Note that no condition is needed for $F$, because $\pi(\{|z| > 1\}) < +\infty$, see [26, Proposition 4.2].

If the diffusion coefficient does not vanish, we assume a non degenerate condition. This is used to deduce the pointwise exponent of the Brownian integral in (1), see Proposition 4.1.

(H3) Either $\inf_x |\sigma(x)| > \varepsilon$ for some $\varepsilon > 0$ or $\sigma \equiv 0$.

Finally we assume

(H4) $G$ is admissible in the sense of Definition 1.5.

**Definition 1.5.** A function $G : \mathbb{R} \times \mathbb{R}^2 \to \mathbb{R}$ is admissible if it satisfies:

- (Symmetry) For any $(x, y) \in \mathbb{R}^2$ and non-zero $|z| \leq 1$,
  
  $G(x, z) = \text{sign}(z) |G(x, |z|)|$ and $G(x, z)G(y, z) > 0$.

- (Asymptotically stable-like) There exists a function $\beta : \mathbb{R} \to \mathbb{R}$ with range in some compact set of $(0, 2)$ such that for each $x \in \mathbb{R}$,
  \[
  \liminf_{z \to 0} \frac{\ln |G(x, z)|}{\ln |z|} = \frac{1}{\beta(x)}.
  \]
  Furthermore, the following one-sided uniform bound holds: for any $\varepsilon > 0$, there exists $r(\varepsilon) > 0$ such that for any non-zero $|z| \leq r(\varepsilon)$ and $x \in \mathbb{R}$,
  \[
  |G(x, z)| \leq |z|^{\frac{1}{\beta(x) + \varepsilon}}.
  \]

- (Local Lipschitz condition) For each $m \in \mathbb{N}^*$, there exists a finite constant $c_m$ such that for $|x|, |y| \leq m$ and non-zero $|z| \leq 1$,
  \[
  \left| \frac{\ln |G(y, z)| - \ln |G(x, z)|}{\ln |z|} \right| \leq c_m |x - y|.
  \]

Let us comment (H4). The first item is artificial and used to simplify the statement of the results. If $G$ has different asymptotically stable-like behavior for $z > 0$ and $z < 0$, one can simply define $\beta^+$ and $\beta^-$ in the same manner as we define $\beta$, and all the results hold with $\beta$ replaced by $\beta^+ \vee \beta^-$, see [45, Chapter 3] for more details on adding asymmetry to the SDE. The second item is clearly technical but general enough in the sense that it allows us to include the important class of stable-like processes with index function ranging in $(0, 2)$ and non-degenerate stable-driven SDEs. In the presence of the second one, the third item is stronger than the usual local Lipschitz condition for the pathwise uniqueness of the solution, it is used to give an upper bound for the pointwise Hölder exponent, see the proof of Proposition 5.2. The reader should keep in mind that when $G$ is admissible, one has intuitively

\[
G(x, z) \sim \text{sign}(z) |z|^{1/\beta(x)} y(x)
\]
for some function $\beta$ which ranges in $(0, 2)$ and some non degenerate function $g$ with some regularity.

For the rest of the paper, we set

$$t \in \mathbb{R}^+ \mapsto \beta_M(t) = \beta(M(t)).$$

The quantity $\beta_M(t)$ is key: it shall be understood as the local Blumenthal-Getoor index of $M$ at time $t$, and governs the local behavior of $M$ at $t$.

1.3. Main results. We state now the multifractal properties of $M$. When the Brownian part does not vanish, the pointwise spectrum of $M$ takes a simple form, which is the main result of this paper.

**Theorem 1.** Assume that (H1)-(H4) hold with non trivial $\sigma$. Then, almost surely, for each $t \in \mathbb{R}^+$, the pointwise multifractal spectrum of $M$ at $t$ is

$$D_M(t, h) = \begin{cases} h \cdot \max(\beta_M(t), \beta_M(t-)) & \text{if } h < 1/2, \\ 1 & \text{if } h = 1/2, \\ -\infty & \text{if } h > 1/2. \end{cases}$$

In particular, if $t$ is a continuous time for $M$, the formula reduces to $D_M(t, h) = h \cdot \beta_M(t)$ when $h < 1/2$.

From the pointwise spectrum of $M$ we deduce its local spectrum, using (3).

**Corollary 1.6.** Under the conditions of Theorem 1, almost surely, for any open set $A \subset \mathbb{R}^+$, the local multifractal spectrum of $M$ on $A$ is

$$D_M(A, h) = \begin{cases} h \cdot \sup \{ \beta_M(t) : t \in A \} & \text{if } h < 1/2, \\ 1 & \text{if } h = 1/2, \\ -\infty & \text{if } h > 1/2. \end{cases}$$

Observe that both pointwise and local spectrum are linear up to the exponent $h = 1/2$. Recalling Jaffard’s result (see (4)), Corollary 1.6 implies that the multifractal spectrum of $M$ looks like that of a Lévy process, except that the slope of the linear part of the spectrum is random and depends on the set on which we compute the spectrum. This remarkable property reflects the fact that the local Blumenthal-Getoor index of a jump diffusion $M$ depends on time.

Now we consider the case when the Brownian part vanishes.

If the process is locally of bounded variation, the compensated Poisson integral can be written as the difference of a non compensated Poisson integral and its compensator. Another drift $\tilde{G}(x) = \int_{|z| \leq 1} G(x, z) \pi(dz)$ appears and we need some regularity assumption on $b$ and this new drift:

(H5) \quad \left\{ \begin{array}{ll} \text{either} & b \in C^2(\mathbb{R}) \text{ and } \inf \{ \beta(x) : x \in \mathbb{R} \} \geq 1/2, \\ \text{or} & \sup \{ k \in \mathbb{N} : b \text{ and } \tilde{G} \in C^k(\mathbb{R}) \} \geq \sup \{ 1/\beta(x), x \in \mathbb{R} \}. \end{array} \right.$

Let us comment (H5) before presenting the result. As one removes the Brownian part, there is a competition between the regularity of the drift (Lebesgue integral part of $M$), and that of the small jumps component (compensated Poisson integral part of $M$). The point is that the drift is a functional of $M$ whose regularity is unknown a priori. This is not a problem if one imposes more regularity on the drift coefficients. It is quite similar to some regularity assumptions on the Hurst function appearing in the study of multifractional Brownian motion. The literature devoted to the study of general mbm [27, 4, 5] clearly indicates that equivalent general result on jump diffusions would be much harder to obtain, and therefore out of the scope of the present work.
Theorem 2. Assume that (H1)-(H5) hold with $\sigma \equiv 0$. Almost surely, for each $t \geq 0$, the pointwise spectrum is

$$D_M(t,h) = \begin{cases} 
  h \cdot \max(\beta_M(t),\beta_M(t-)) & \text{if } 0 \leq h < 1/\max(\beta_M(t),\beta_M(t-)), \\
  h \cdot \min(\beta_M(t),\beta_M(t-)) & \text{if } 1/\max(\beta_M(t),\beta_M(t-)) < h < 1/\min(\beta_M(t),\beta_M(t-)), \\
  -\infty & \text{if } h > 1/\min(\beta_M(t),\beta_M(t-)).
\end{cases}$$

The idea is that the pointwise spectrum of $M$ is determined by the local index process $t \mapsto \beta_M(t)$. When $t$ is a continuous time for $M$ (so it is for $\beta_M$ as $\beta$ is continuous by (H4)), the local index does not vary much around $\beta_M(t)$, the resulting spectrum is a linear function with slope $\beta_M(t)$ much as in Jaffard’s Theorem; when $t$ is a jump time, one has two characteristic index $\beta_M(t-)$ and $\beta_M(t)$ around $t$, restricting ourselves to $(t-\delta,t)$ (resp. $(t,t+\delta)$) for $\delta > 0$ results in a linear function with slope $\beta_M(t-)$ (resp. $\beta_M(t)$), combining them results in the superposition of two linear functions. As $\beta_M$ ranges in $(0,2)$, only the steeper one of these two linear functions is seen if one adds a point at $(1/2,1,1) \in \mathbb{R}^2$, which corresponds to the $\sigma$ non trivial case.

Note that none of those extreme values of $h$ - discontinuities of the pointwise spectrum - are discussed in this theorem. They will be entirely treated in Theorems 5 and 6 of Section 6. It is more complicated to state, since many cases must be distinguished according to various relationships between $t$, $M_t$ and $\beta$. In particular, the pointwise spectrum at those particular $h$ might be the right-continuous or left-continuous extension (or neither) of the one obtained in Theorem 2.

The local spectrum can thus be deduced via (3), and it is a corollary of Theorem 5 and 6.

Corollary 1.7. Assume the conditions of Theorem 2. Let $J$ be the set of jump time of $M$, write $\beta_M(J)^{-1} = \{1/\beta_M(t) : t \in J\}$. Let $I$ be any open set in $\mathbb{R}^+$ and

$$\gamma_I(h) := \sup \left\{ \beta_M(s) : s \in I, \beta_M(s) \leq 1/h \right\},$$

$$\tilde{\gamma}_I := \inf \left\{ \beta_M(s) : s \in I \right\}.$$

With probability one, the local multifractal spectrum of $M$ on $I$ is
Figure 2. Local multifractal spectrum of $M$ in the interval $I$ when $\sigma \not\equiv 0$ (left) and $\sigma \equiv 0$ (right). The right figure is a representation, since there is a countable number of small affine parts. When $\sigma \not\equiv 0$, the Brownian integral "hides" the complicated right part of $D_M(I, \cdot)$.

\[ D_M(I, h) = \begin{cases} h \cdot \gamma_I(h) & \text{if } h < 1/\tilde{\gamma}_I \text{ and } h \notin (\beta(J))^{-1}, \\ -\infty & \text{if } h > 1/\tilde{\gamma}_I. \end{cases} \]

Theorems combined with their corollaries are compared in Figure 1 and 2.

The difference between the corollaries follows from the fact that the continuous component of $M$ has regularity $1/2$ at every point, so the complicated part of the multifractal spectrum ($h > 1/2$) in Corollary 1.7 disappears (see Figure 2).

Observe that we do not give the value of the spectrum on the countable set $(\beta_M(J))^{-1}$. This is due to the occurrence of various delicate situations depending on the trajectory of $M$, which are described in Section 6.

1.4. Extensions. This work is a first step of the long range research project of understanding path regularity of Markov processes. Considered in [45, Chapter 3] are multidimensional versions of similar SDEs with anisotropic $G$ and more general intensity measures $\pi$ under the condition that the associated Poisson point process satisfies some good covering properties. Other dimensional properties of stochastic processes, such as dimensions of the range, of the graph of $M$, are important mathematical properties with application in physics for modeling purposes, and are investigated in [44].

Certain classes of Markov processes having a SDE representation are not covered by our main theorems due to the presence of the degenerate coefficients and variable jump rate. This is the case of continuous state branching processes [26] and of positive self-similar Markov processes [18]. It would be very interesting to determine their multifractal structure.

In terms of application, a recent original method in model selection of signal processing consists in estimating the parameters of the multifractal spectrum of the model, see [1]. Due to the importance of jump diffusion model in physics and finance [16, 2], it would be of much interest to develop statistical tools to estimate multifractal parameters for SDE with jumps.

1.5. Plan of the paper. In Section 2, first properties of the process $M$ are given. In Section 3, we prove some technical estimates using a new slicing technique. As a crucial step to derive a
multifractal spectrum for $M$, we state - in Section 4 - Theorem 3 on the pointwise Hölder exponent of $M$, whose proof is given in Section 5. In Section 6, we first compute the pointwise spectrum - Theorem 1 - when $\sigma$ is non trivial, and the linear parts of the pointwise spectrum - Theorem 2 - when the Brownian integral vanishes. Then we complete the study by stating and proving Theorem 5 and Theorem 6 which treat the discontinuities of the pointwise spectrum when $\sigma$ is trivial. Finally, as an application of our main results, we discuss variable order stable-like processes and non-degenerate stable-driven SDEs in Section 7. Auxiliary results are given in Appendices, which contain also a discussion on the existence of tangent processes. Throughout, $C$ denotes a generic finite positive constant whose value may change in each appearance.

2. Basic properties of $M$

Throughout the section, we assume (H1)-(H4).

**Proposition 2.1.** The SDE (1) has a unique càdlàg strong solution which is a $(\mathcal{F}_t)$ strong Markov process.

By an interlacement procedure for the non compensated Poisson integral (see for instance the proof of [26, Proposition 2.4]), it is enough to consider the SDE (1) without non compensated Poisson integral, i.e. $F = 0$. Usual Picard iteration, Gronwall Lemma and localization procedure entail the existence of a unique strong solution for the modified SDE once we check the usual linear growth condition and local Lipschitz condition for the coefficients. By (H1)-(H2), it remains to prove the local Lipschitz condition for $G$, that is, for each $m \in \mathbb{N}^*$ there is a finite constant $c_m$ such that for $|x|, |y| \leq m$,

$$\int_{|z| \leq 1} |G(x,z) - G(y,z)|^2 \pi(dz) \leq c_m |x - y|^2.$$  

This is checked in Appendix A. The strong Markov property follows from pathwise uniqueness.

**Proposition 2.2.** The generator of the Markov process $M$ is

$$\mathcal{L}f(x) = b(x)f'(x) + \frac{1}{2}\sigma^2(x)f''(x) + \int_{|z| \leq 1} \left[ f(x + G(x,z)) - f(x) - G(x,z)f'(x) \right] \pi(dz)$$

$$+ \int_{|z| > 1} \left[ f(x + F(x,z)) - f(x) \right] \pi(dz)$$

for any $f \in C^2_c(\mathbb{R})$, space of twice continuously differentiable functions with compact support.

**Proof.** By Itô’s formula for jump processes (see [29, page 57]), one has for each $f \in C^2_c(\mathbb{R})$ and any initial distribution $\mu$,

$$f(M_t) - f(M_0) - \int_0^t \mathcal{L}f(M_s) \, ds = \int_0^t f'(M_{s-}) \sigma(M_{s-}) \, dB_s + \int_0^t \int_{|z| \leq 1} [f(M_{s-} + G(M_{s-},z)) - f(M_{s-})] \tilde{N}(ds,dz)$$

$$+ \int_0^t \int_{|z| > 1} [f(M_{s-} + F(M_{s-},z)) - f(M_{s-})] \tilde{N}(ds,dz).$$

The integrand of the Brownian integral and that of the compensated Poisson integrals are both bounded since $f \in C^2_c(\mathbb{R})$ so that the right-hand side of the above equality is a martingale. As pathwise uniqueness for (1) implies uniqueness in law (see [8, Theorem 1.1]) which is equivalent to uniqueness of the martingale problem associated with $\mathcal{L}$ with initial distribution $\mu$, see [34,
Corollary 2.5], we have proved that the generator of \( M \) on \( C^2_c(\mathbb{R}) \) is indeed \( \mathcal{L} \). It is easy to check the condition (14) in [34] in order to apply Corollary 2.5 therein. We omit the details. \( \square \)

Hereafter, we restrict our study to the time interval \([0, 1]\), the extension to \( \mathbb{R}^+ \) is straightforward.

3. Technical estimates

Let us provide a uniform in \([0, 1]\) increment estimate for the compensated Poisson integral truncated the large jumps for a family of different truncations. Balanča [6] has proved a similar result for Lévy processes. To overcome the difficulty that our process does not have stationary increments, we develop a slicing technique which consists in cutting the compensated Poisson integral according to the value of the local index process \( t \rightarrow \beta_M(t) \), somehow à la Lebesgue. Each sliced process has a more or less constant local index for which we are able to obtain precise estimates with approximately right order. Adding up these slices gives the desired estimates.

We need some notations. Set for any interval \( I = [a, b] \subset [0, 1] \)

\[
\beta_M^{I,n} = \left( \sup_{u \in I} \beta_M(u) + \frac{2}{n} \right) \quad \text{and} \quad \hat{\beta}_M^{I,n} = \left( \sup_{u \in I \pm 2^{-n}} \beta_M(u) + \frac{2}{n} \right),
\]

where \( I \pm 2^{-n} = [a - 2^{-n}, b + 2^{-n}] \).

**Proposition 3.1.** There exist finite positive constants \( K, \varepsilon_0 \) such that for each \( \delta > 1, 0 < \varepsilon < \varepsilon_0, n \geq n_0 \) (depending only on \( \varepsilon \) and \( G \))

\[
\mathbb{P} \left( \sup_{[a-t, a]} 2^\delta (\beta_M^{I,n+\varepsilon} + \varepsilon) \int_s^t \int_{|z| \leq 2^{-n/\delta}} G(M_{a-}, z) \tilde{N}(du, dz) \geq 8n^2 \right) \leq Ke^{-n}.
\]

In words, if we look at the increment in a small interval \( I \) of the compensated Poisson integral truncated the jumps of size larger than \( |I|^{1/\delta} \) of the underlying Poisson process, we observe with high probability that the mentioned increment is bounded above by \( |I|^{1/(\delta \hat{\beta}_M^{I,n})} \) with some logarithmic correction. It is remarkable that this statement holds uniformly for all small \( I \subset [0, 1] \).

The proof is decomposed into several lemmas. The first gives an increment estimate in any dyadic interval with “either constant (\( \approx 2k/n \)) or zero” index. Set \( I_{n,\ell} = [t_{n,\ell}, t_{n,\ell+1}] \) and \( t_{n,\ell} = \ell 2^{-n} \).

**Lemma 3.2.** There exist finite positive constants \( K, \varepsilon_0 \) such that for each \( \delta > 1, 0 < \varepsilon < \varepsilon_0, n \geq n_0 \) (depending only on \( \varepsilon \) and \( G \)), and \( \ell \in \{0, \ldots, 2^n - 1\} \), \( k \in \{0, \ldots, n - 1\} \),

\[
\mathbb{P} \left( \sup_{t \leq 2^{-n}} \int_{t_{n,\ell}}^{t_{n,\ell} + t} \int_{|z| \leq 2^{-n/\delta}} G(M_{s-}, z) \beta_M(s-) \mathbf{1}_{[2k/n, 2k+2/n]} \tilde{N}(ds, dz) \geq 2n 2^{-\delta k/2(\ell + 2^n) + n/2} \right) \leq Ke^{-2n}.
\]

Observe that the estimate is the same for any dyadic interval, this is because the underlying process has an almost constant index, which mimics the stationarity of increments of Lévy processes.

**Proof.** Set

\[
H_k(s, z) := 2^{\delta k/2(2k+2^n)/n} G(M_{s-}, z) \beta_M(s-) \mathbf{1}_{[2k/n, 2k+2/n]} \mathbf{1}_{|z| \leq 2^{-n/\delta}},
\]

\[
P_k(t) := \int_{\ell 2^{-n}}^{\ell 2^{-n} + t} \int_{|z| \leq 1} H_k(s, z) \tilde{N}(ds, dz).
\]
These processes depend clearly on $\delta$, $\varepsilon$, $n$ and $\ell$. We ignore them for notational simplicity. First we check that $P_k$ is a $L^2$ martingale. It suffices to show the following (see [3, Theorem 4.2.3])

$$\forall t > 0, \int_{t2^{-n}}^{t2^{-n}+t} \int_{|z| \leq 1} \mathbb{E}[H_k(s, z)^2] \, \pi(dz) < +\infty. \tag{5}$$

By the asymptotically stable-like assumption (H4), for each $t \geq 0$, one has

$$\int_{t_n, \ell}^{t_n, \ell+t} \int_{|z| \leq 1} \mathbb{E}[H_k(s, z)^2] \, \pi(dz) = \int_{t_n, \ell}^{t_n, \ell+t} 2^{\frac{2n}{(2k+2)+\varepsilon/2}} \mathbb{E} \left[ 1_{\beta_M(s-)} \in \left[ \frac{2k}{n}, \frac{2k+2}{n} \right] \int_{|z| \leq 2^{-n/\delta}} G(M_s-, z)^2 \frac{dz}{z^2} \right] \, ds$$

which is bounded above by

$$\int_{t_n, \ell}^{t_n, \ell+t} 2^{\frac{2n}{(2k+2)+\varepsilon/2}} \mathbb{E} \left[ 1_{\beta_M(s-)} \in \left[ \frac{2k}{n}, \frac{2k+2}{n} \right] \int_{|z| \leq 2^{-n/\delta}} \frac{\beta_M(s-)^2}{\varepsilon^2} \frac{dz}{z^2} \right] \, ds$$

for $n \geq n_0$ where $n_0$ depends only on $G$ and $\varepsilon$. Let $\varepsilon_0 = \text{dist}(\beta(\mathbb{R}), 2)$. Simple calculus implies that last integral is bounded above by $Ct2^{2n/\delta}$ with $C = (2/(2-\varepsilon_0/2)-1)^{-1}$. Thus one has for all $t \leq 2^{-n}$,

$$\int_{t_n, \ell}^{t_n, \ell+t} \int_{|z| \leq 1} \mathbb{E}[H_k(s, z)^2] \, \pi(dz) \, ds \leq C2^{-2n/\delta} \leq C, \tag{6}$$

which proves that $(t \mapsto P_k(t))_{t \leq 2^{-n}}$ is a $L^2$ martingale.

One deduces by convexity and Jensen’s inequality that $t \mapsto e^{P_k(t)}$ and $t \mapsto e^{-P_k(t)}$ are submartingales. By Doob’s $L^1$ maximal inequality for positive submartingales,

$$\mathbb{P} \left( \sup_{t \leq 2^{-n}} |P_k(t)| \geq 2n \right) \leq \mathbb{P} \left( \sup_{t \leq 2^{-n}} e^{P_k(t)} \geq e^{2n} \right) + \mathbb{P} \left( \sup_{t \leq 2^{-n}} e^{-P_k(t)} \geq e^{2n} \right) \leq e^{-2n} \left( \mathbb{E} \left[ e^{P_k(2^{-n})} \right] + \mathbb{E} \left[ e^{-P_k(2^{-n})} \right] \right).$$

Now we show that $\mathbb{E}[e^{P_k(2^{-n})}]$ and $\mathbb{E}[e^{-P_k(2^{-n})}]$ are finite and independent of $n$, which completes the proof. It suffices to study $e^{P_k(t)}$. Applying Itô’s Formula for jump processes,

$$e^{P_k(t)} = 1 + \int_{t_n, \ell}^{t_n, \ell+t} \int_{|z| \leq 1} e^{P_k(s-)} \left( e^{H_k(s, z)} - 1 \right) \tilde{N}(ds, dz)$$

$$+ \int_{t_n, \ell}^{t_n, \ell+t} \int_{|z| \leq 1} e^{P_k(s-)} \left( e^{H_k(s, z)} - 1 - H_k(s, z) \right) \frac{dz}{z^2} \, ds. \tag{7}$$

For all $r > 0$, set $\tau_r = \inf\{t \geq 0 : |P_k(t)| \geq r\}$. Observe that for $s \geq 0$ and $n \geq n_0$,

$$|H_k(s, z)| \leq 2^{\frac{2n}{(2k+2)+\varepsilon/2}} \frac{1}{\beta_M(s-) + \varepsilon/2} \mathbb{1}_{|z| \leq 2^{-n/\delta}} \mathbb{1}_{\beta_M(s-) \in \left[ \frac{2k}{n}, \frac{2k+2}{n} \right]} \leq 1.$$
Thus, using $|u - 1 - u| \leq |u|^2$ for $|u| \leq 1$ and taking expectation in (7) yields that for $t \geq 0$,
\[
\mathbb{E}[e^{P_k(t \wedge \tau_r)}] = 1 + \mathbb{E} \left[ \int_{t_n, t}^{t_n, t + t \wedge \tau_r} \int_{|z| \leq 1} e^{P_k(s-)} \left( e^{H_k(s, z)} - 1 - H_k(s, z) \right) \frac{dz}{z^2} ds \right] \\
\leq 1 + \mathbb{E} \left[ \int_{t_n, t}^{t_n, t + t \wedge \tau_r} \int_{|z| \leq 1} e^{P_k(s-)} H_k(s, z)^2 \frac{dz}{z^2} ds \right] \\
= 1 + \mathbb{E} \left[ \int_{t_n, t}^{t_n, t + t \wedge \tau_r} \int_{|z| \leq 2^{-n/\delta}} e^{P_k(s-)} 2 \frac{2n}{(2k + 2 + n \varepsilon)/n} 1_{\beta_M(s-) \in [\frac{2k}{n}, \frac{2k+2}{n})} G(M_{s-}, z)^2 \frac{dz}{z^2} ds \right]
\]

Using (H4) again and calculus shows that the integral inside the expectation is bounded above by
\[
C \int_{t_n, t}^{t_n, t + t \wedge \tau_r} e^{P_k(s-)} 2^{n/\delta} ds
\]
where $C$ is obtained in (6). Hence,
\[
\mathbb{E}[e^{P_k(t \wedge \tau_r)}] \leq 1 + C \int_{t_n, t}^{t_n, t + t} \mathbb{E}[e^{P_k(s \wedge \tau_r)}] 2^{n/\delta} ds.
\]
Applying Gronwall’s inequality, one obtains that
\[
\mathbb{E}[e^{P_k(2^{-n} \wedge \tau_r)}] \leq e^{\int_0^{2^{-n}} C 2^{n/\delta} ds} \leq e^C := K/2.
\]

Letting $r \to +\infty$ ends the proof. \qed

Now we can consider the whole jump process.

## Lemma 3.3

Let $K$, $\varepsilon_0$ be constants in Lemma 3.2. For all $\delta > 1$, $0 < \varepsilon < \varepsilon_0$, $n \geq n_0$ (depending only on $\varepsilon$ and $G$) and $\ell \in \{0, \ldots, 2^n - 1\}$, one has
\[
\mathbb{P} \left( \sup \left\{ \ell \in I_{n, \ell} \right\} \int \int_{|z| \leq 2^{-n/\delta}} G(M_{s-}, z) \tilde{N}(ds, dz) \right) \geq 2n^2 2^{-\frac{\delta}{(2k+2+n \varepsilon)/n}} \leq Kn e^{-2n}.
\]

### Proof

It suffices to show this inequality for the first dyadic interval $I := I_{n, 0}$. For other $\ell$, the proof goes along the same lines by an application of Lemma 3.2 for $I_{n, \ell}$. For each $k \in \{0, \ldots, n-1\}$, write
\[
A_k = \left\{ \sup_{t \leq 2^{-n}} \left| \int_{0}^{t} \int_{|z| \leq 2^{-n/\delta}} G(M_{s-}, z) 1_{\beta_M(s-) \in [\frac{2k}{n}, \frac{2k+2}{n})} \tilde{N}(ds, dz) \right| \geq 2n^2 2^{-\frac{\delta}{(2k+2+n \varepsilon)/n}} \right\}
\]

Observe that under the event
\[
\left\{ \sup_{s \leq 2^{-n}} \beta_M(s-) < \frac{2k}{n} \right\}
\]
the compensated Poisson integral in $A_k$ is zero, thus
\[
\mathbb{P}(A_k) = \mathbb{P}\left( A_k \cap \left\{ \sup_{s \leq 2^{-n}} \beta_M(s-) \geq \frac{2k}{n} \right\} \right) = \mathbb{P}\left( A_k \cap \left\{ \beta_M + \varepsilon \geq \frac{2k+2}{n} + \varepsilon \right\} \right) \\
\leq \mathbb{P}\left( \sup_{t \leq 2^{-n}} \int_{0}^{t} \int_{|z| \leq 2^{-n/\delta}} G(M_{s-}, z) 1_{\beta_M(s-) \in [\frac{2k}{n}, \frac{2k+2}{n})} \tilde{N}(ds, dz) \right) \geq 2n^2 2^{-\frac{\delta}{(2k+2+n \varepsilon)/n}}.
\]
Applying Lemma 3.2 for $I$ implies that $\mathbb{P}(A_k) \leq Ke^{-2n}$. Finally, using the inclusion
\[
\left\{ \sup_{t \leq 2^{-n}} \int_0^t \int_{|z| \leq 2^{-n/\delta}} G(M_{s-}, z) \tilde{N}(ds, dz) \geq 2n^2 2^{-\delta(M+1)} \right\} \subset \bigcup_{k=0}^{n-1} A_k.
\]
one deduces the desired inequality. \qed

Let us end the proof of Proposition 3.1, using a classical discretization procedure.

**Proof of Proposition 3.1:** For $s < t$ in the unit interval such that $|s - t| \leq 2^{-n}$, there exists $\ell \in \{1, \cdots, 2^n\}$ such that $[s, t] \subset I_{n,\ell-1} \cup I_{n,\ell} := I_{n,\ell}$. Then
\[
\beta_n^{[s, t], n} \geq \beta_n^{I_{n,\ell}, n} \quad \text{for } i = \ell - 1, \ell.
\]
Write
\[
X_n(t) = \int_0^t \int_{|z| \leq 2^{-n/\delta}} G(M_{s-}, z) \tilde{N}(ds, dz).
\]
- Either $s \in I_{n,\ell}$, then triangle inequality entails
\[
|X_n(t) - X_n(s)| \leq 2 \sup_{u \leq 2^{-n}} |X_n(t_{n,\ell} + u) - X_n(t_{n,\ell})|,
\]
- or $s \in I_{n,\ell-1}$, then still by triangle inequality
\[
|X_n(t) - X_n(s)| \leq \sup_{u \leq 2^{-n}} |X_n(t_{n,\ell} + u) - X_n(t_{n,\ell})| + 2 \sup_{u \leq 2^{-n}} |X_n(t_{n,\ell-1} + u) - X_n(t_{n,\ell-1})|.
\]
In any case, $|X_n(t) - X_n(s)|$ is bounded above by two times the maximal displacement of $X_n$ during $2^{-n}$ unit of time starting from time $t_{n,\ell-1}$ and $t_{n,\ell}$. This implies the inclusion
\[
\left\{ \sup_{s \leq 2^{-n}}, s \in [0, t] \int_0^t \int_{|z| \leq 2^{-n/\delta}} G(M_{s-}, z) \tilde{N}(du, dz) \geq 8n^2 \right\} \subset \bigcup_{\ell=0}^{2^n-1} \left\{ 2^{-\delta(M+1)} \sup_{u \leq 2^{-n}} \int_{t_{n,\ell}}^{t_{n,\ell}+u} \int_{|z| \leq 2^{-n/\delta}} G(M_{s-}, z) \tilde{N}(ds, dz) \geq 2n^2 \right\}
\]
which, together with Lemma 3.3, completes the proof. \qed

4. H"older exponent

In order to compute the multifractal spectrum, we have to investigate the pointwise H"older exponent of the solution $M$ to (1). Two situations may occur:

- $|\sigma|$ is bounded below away from zero. As it turns out, the Lebesgue integral in (1) is smoother at every point than the Brownian integral which has constant Hölder exponent. So the former does not affect the Hölder exponent of $M$. It then suffices to determine the exponent of the compensated Poisson integral.
- $\sigma$ is identically zero. Without the Brownian integral, the Hölder regularity of $M$ is determined by the rougher one among the compensated Poisson integral and the Lebesgue integral (drift). As is said in the introduction, the Hölder exponent of the drift is unknown and out of the scope of this work. However, by imposing more regularity on the coefficients, we show that the compensated Poisson integral dominates the Hölder regularity of $M$.

In any case, the non-compensated Poisson integral is not an issue because it is piecewise constant with finite number of jumps in any finite interval.

Let us first state a result on the Hölder regularity of the Brownian integral.
Proposition 4.1. Assume that (H1)-(H3) hold with non trivial $\sigma$. Let $M$ be the solution to (1) and $C_t = \int_0^t \sigma(M_s-) dB_s$. Then almost surely, for all $t \in [0, 1]$, $H_C(t) = \frac{1}{2}$.

By Dambis-Dubins-Swartz theorem, $C$ (which is a continuous martingale) can be written as a Brownian motion subordinated in time. The point here is that the subordinated process is bi-Lipschitz continuous. The Hölder regularity of Brownian motion can thus be inherited by the martingale $C$. This is somewhat classical, we will include a proof for completeness in Appendix B.

Remark 4.2. The non degenerate condition on $\sigma$ cannot be dropped. Indeed, when $\sigma(M_t) = 0$, the process $C$ may gain more regularity at $t$ and the computation of $H_C(t)$ involves the regularity of $\sigma(M)$ at time $t$.

To state the main result of this section, we need some notations. Define the point system

$$P = (T_n, Z_n)_{n \geq 0}$$

where $(T_n, Z_n)$ is the Poisson point process associated with the Poisson measure $N(dt, dz)$ so that

$$N(dt, dz) = \sum_{n \geq 1} \delta_{(T_n, Z_n)}(dt, dz).$$

We can assume that $(|Z_n|)_{n \in \mathbb{N}}$ forms a decreasing sequence by rearrangement. By properties of Poisson integral, the set of locations of the jumps $J = \{T_n : n \in \mathbb{N}\}$ and for each $n$, $\Delta T_n = G(M_{T_{n-}}, Z_n)$ where $\Delta t := M_t - M_{t-}$. See [3, Section 2.3] for details.

The approximation rate $\delta_t$ by $P$ describes how close to the jump points $T_n$ a point $t$ is. Intuitively, the larger $\delta_t$ is, the closer to large jumps $t$ is.

Definition 4.3. The approximation rate of $t \in \mathbb{R}^+$ by $P$ is defined by

$$\delta_t = \sup\{\delta \geq 1 : |T_n - t| \leq |Z_n|^\delta\text{ for infinitely many } n\}.$$ 

We can state the main result of this section. The random approximation rate plays a key role.

Theorem 3. Assume that (H1)-(H4) hold.

1. If $|\sigma|$ is bounded below away from zero, then almost surely,

$$\forall t \notin J, \quad H_M(t) = \frac{1}{\delta_t \beta_M(t) \wedge \frac{1}{2}}.$$

2. If $\sigma$ is identically zero and (H5) holds, then almost surely,

$$\forall t \notin J, \quad H_M(t) = \frac{1}{\delta_t \beta_M(t)}.$$

5. Proof of Theorem 3

5.1. Preparations. First let us introduce a family of limsup sets that are proved to be relevant in the regularity study of compensated Poisson integral, see [31]. Set for each $\delta \geq 1$,

$$A_\delta = \limsup_{n \to +\infty} B(T_n, |Z_n|^\delta).$$

The following covering property for the system $P$ of time-space points is well known.

Proposition 5.1. With probability one, $[0, 1] \subset A_1$. 

Proof. Recall that the Poisson measure $N$ has intensity $dt \pi(dz)$ where $\pi(dz) = dz/z^2$. Using Shepp’s theorem [42] (and a integral test by Bertoin [15]), it suffices to prove that
\[ I = \int_0^1 \exp \left( 2 \int_t^1 \pi((u, 1)) \, du \right) \, dt = +\infty. \]
But $\pi((u, 1)) = u^{-1} - 1$, so that $I = \int_0^1 e^{2(t - 1 + \ln t)} \, dt = +\infty$. □

It follows that almost surely the approximation rate $\delta_t$ of $t$ by the system of points $\mathcal{P}$ (see Definition 4.3) is well-defined, always greater than or equal to 1, and random because it depends on $N$. Using merely the definition of $\delta_t$ and the covering property of $\mathcal{P}$, one can obtain an upper bound for the Hölder exponent of the compensated Poisson integral
\[ X_t = \int_0^t \int_{|z| \leq 1} G(M_{\delta \cdot}, z) \tilde{N}(ds, dz). \]

Proposition 5.2. With probability one, $\forall t \in [0, 1]$, $H_X(t) \leq \frac{1}{\beta_M(t) \delta}$ and $H_M(t) \leq \frac{1}{\beta_M(t) \delta}$. The proof is based on two lemmas. The first is observed by Jaffard [30, Lemma 1] who found the importance of the dense jumps in the study of local regularity of functions.

Lemma 5.3 ([30]). Let $f : \mathbb{R} \mapsto \mathbb{R}$ be a càdlàg function discontinuous on a dense set of points, and let $t \in \mathbb{R}$. Let $(t_n)_{n \geq 1}$ be a real sequence converging to $t$ such that, at each $t_n$, $|f(t_n) - f(t_n^-)| = z_n > 0$. Then
\[ H_f(t) \leq \liminf_{n \to +\infty} \frac{\ln z_n}{\ln |t_n - t|}. \]

The second lemma establishes a first link between the pointwise regularity and the approximation rate.

Lemma 5.4. For all $\delta \geq 1$, almost surely
\[ \forall t \in A_\delta, \quad H_X(t) \leq \frac{1}{\beta_M(t) \delta}. \] (9)

Proof. Recall that almost surely the set of jump times is
\[ J = \{T_n : n \in \mathbb{N}_*\} \]
and at $T_n$, the jump size of $X$ is $G(M_{T_n}, Z_n)$. If $t \in J$, the desired inequality is trivial. Consider $t \in A_\delta \setminus J$. Necessarily, $t$ is a continuous time of $M$ and there is an infinite number of $n$ such that
\[ |T_n - t| \leq |Z_n|^\delta \] (10)
with $|Z_n|$ decreasing to zero. Lemma 5.3 applied to the process $X$ with the jumps satisfying (10) and the triangle inequality imply
\[ H_X(t) \leq \liminf_{n \to +\infty} \frac{\ln |G(M_{T_n}, Z_n)|}{\ln |T_n - t|} \]
\[ \leq \liminf_{n \to +\infty} \frac{\ln |G(M_{T_n}, Z_n)|}{\delta \ln |Z_n|} \]
\[ \leq \limsup_{n \to +\infty} \frac{-|\ln |G(M_{T_n}, Z_n)| - \ln |G(M_t, Z_n)||}{\delta \ln |Z_n|} + \liminf_{n \to +\infty} \frac{\ln |G(M_t, Z_n)|}{\delta \ln |Z_n|} \]
By the local Lipschitz condition in (H4), there exists a finite constant $C$ (that depends on the maximum of $M$ in $[0, 1]$) such that the first term is bounded above by $(C/\delta) \limsup |M(T_n) - M(t)|$, which is zero by the continuity of $M$ at $t$. The second equals to $1/(\beta_M(t) \delta)$ by the asymptotically stable-like condition in (H4), as desired. □
Proof of Proposition 5.2: It follows from Lemma 5.4 that a.s., for all rational number \( \delta \geq 1 \), (9) holds. Using the monotonicity of \( \delta \mapsto A_\delta \) and the density of rational numbers in \([1, +\infty)\), we deduce that almost surely (9) holds for all \( \delta \geq 1 \). Let \( t \in [0, 1] \), two cases may occur.

If \( \delta_t < +\infty \), then \( t \in A_{\delta_t - \varepsilon} \), for every \( \varepsilon > 0 \). Hence, \( H_X(t) \leq \frac{1}{M(t)(\delta_t - \varepsilon)} \) as a consequence of Lemma 5.4. Letting \( \varepsilon \) tend to 0, we obtain the result.

If \( \delta_t = +\infty \), then \( t \in \bigcap_{\delta \geq 1} A_\delta \), meaning that \( t \in B(T_n, |Z_n|^\delta) \) for infinitely many integers \( n \), for all \( \delta \geq 1 \). We deduce by Lemma 5.4 that \( H_X(t) \leq \frac{1}{M(t)^\delta} \), for all \( \delta \geq 1 \), thus \( H_X(t) = 0 \), as desired.

To deduce that \( 1/(\delta_t \beta_M(t)) \) is also an upper bound for \( H_M(t) \), one simply remarks that for any \( t \notin J \), the approximation rate \( \delta_t \) is the same for \( M \) and \( X \).

We need the following two lemmas, whose proofs are elementary and are left to Appendix A.

Lemma 5.5. Let \( f, g : \mathbb{R} \to \mathbb{R} \), \( F(x) = \int_0^x f(y) \, dy \), and \( x_0 \in \mathbb{R} \).

(i) \( H_F(x_0) \geq H_f(x_0) + 1 \).

(ii) If \( g \in C^k(\mathbb{R}) \) with \( k = \inf \{ \ell \in \mathbb{N} : H_f(x_0) \leq \ell \} \), then \( H_{gof}(x_0) \geq H_f(x_0) \).

Lemma 5.6. Suppose (H3). For any \( m \in \mathbb{N}^\ast \), there is a finite constant \( c_m \) such that for \( x, y \in D_m = \{ u \in \mathbb{R} : |u| \leq m \) and \( \beta(u) \leq 1 - 1/m \} \).

\[
|\tilde{G}(x)| \leq c_m(1 + |x|) \quad \text{and} \quad |\tilde{G}(x) - \tilde{G}(y)| \leq c_m|x - y|,
\]

where \( \tilde{G}(x) = \int_{|z| \leq 1} G(x, z) \pi(dz) \).

5.2. An important observation. We intend to show that the upper bound obtained in Proposition 5.2 is optimal when \( \sigma = 0 \). Let us first describe the configuration of the jumps around a time \( t \) outside those limsup sets \( (A_\delta, \delta \geq 1) \). Let \( t \notin A_\delta \cup J \), then there exists a random integer \( n_0 \), such that

\[
\forall n \geq n_0, \quad |T_n - t| \geq |Z_n|^\delta.
\]

(11)

Let \( s > t \) sufficiently close to \( t \) such that \([t, s] \) does not contain those \( T_n \) which violate (11). It is possible because the cardinality of such \( T_n \) is finite. For each \( s \), there exists a unique integer \( j \) such that \( 2^{-j} - 1 \leq |s - t| < 2^{-j} \). Assume that \( T_n \in [t, s] \), then \( 2^{-j} > |t - s| \geq |T_n - s| \geq |Z_n|^\delta \), so that \( |Z_n| \leq 2^{-j/\delta} \). This means that in an interval of length \( 2^{-j} \) with one extreme point in the complement of \( A_\delta \cup J \), there is no jump whose corresponding Poisson jump size larger than \( 2^{-j/\delta} \). Therefore, to consider the increment of the compensated Poisson integral \( X \) near such time \( t \), one can split the increment of \( X \) into two parts:

\[
X_s - X_t = \int_t^s \int_{|z| \leq 2^{-j/\delta}} G(M_{u-}, z) \bar{N}(du, dz) + \int_t^s \int_{2^{-j/\delta} < |z| \leq 1} G(M_{u-}, z) \bar{N}(du, dz).
\]

(12)

and the second integral is in fact a Lebesgue integral. This decomposition shows why Proposition 3.1 is so important.

5.3. Proof of Theorem 3 (ii). When the diffusion coefficient is identically zero,

\[
M_t = M_0 + \int_0^t b(M_{u-}) \, du + \int_0^t \int_{|z| \leq 1} G(M_{u-}, z) \bar{N}(du, dz) + \int_0^t \int_{|z| > 1} F(M_{u-}, z) N(ds, dz).
\]

(13)

Set in the sequel

\[
Y_t = \int_0^t b(M_s) \, ds \quad \text{and} \quad Y_t' = \int_0^t \bar{G}(M_s) \, ds,
\]

recall that \( \bar{G}(x) = \int_{|z| \leq 1} G(x, z) \pi(dz) \). We distinguish two cases which correspond to different conditions in (H5).
5.3.1. First condition in \((H5)\): \(b \in C^2(\mathbb{R})\) and \(\inf\{\beta(x) : x \in \mathbb{R}\} \geq 1/2\).

Applying Lemma 5.5 to the Lebesgue integral \(Y\) in \((13)\) implies that a.s.
\[
\text{for all } t \in [0, 1] \setminus J, \quad H_Y(t) \geq H_{bcM}(t) + 1 \geq H_{M}(t) + 1,
\]
where we used the assumption \(b \in C^2(\mathbb{R})\) and the upper bound \(H_{M}(t) \leq 1/\beta_{M}(t) \leq 2\) \((\beta\text{ is bounded below by } 1/2)\) obtained in Proposition 5.2. This, together with the fact that the non compensated Poisson integral in \((13)\) is piecewise constant with finite number of jumps in \([0, 1]\), entails that a.s.
\[
\text{for all } t \in [0, 1] \setminus J, \quad H_{M}(t) = H_{X}(t).
\]
It remains to show that a.s. for each continuous time \(t\) of \(M\), the Hölder exponent of \(X\) is \(1/(\delta_t\beta_{M}(t))\). This value is an upper bound for \(H_{X}(t)\) due to Proposition 5.2. To show that it is also a lower bound, it suffices to show
\[
\forall \delta > 1, \forall \varepsilon > 0, \text{ almost surely, } \forall t \notin J \cup A_{\delta}, \quad H_{X}(t) \geq \frac{1}{\delta(\beta_{M}(t) + \varepsilon)}.
\]
(14)
Indeed, a routine argument by density of rational points and monotonicity of events, together with the definition of approximation rate, entail the sufficiency.

Now we prove \((14)\). Applying the technical estimate Proposition 3.1 and Borel-Cantelli lemma, one obtains that for any \(\varepsilon > 0, \delta > 1\), almost surely, for all \(n\) larger than some \(n_0\),
\[
\sup_{|s-t| \leq 2^{-n}} \left| 2^{s} (\beta_{M}^{1,n+\varepsilon/3}) \int_{s}^{t} \int_{|z| \leq 2^{-n/\delta}} G(M_{u-}, z) \tilde{N}(du, dz) \right| \leq 8n^2.
\]
In particular, for each \(t \notin J \cup A_{\delta}\) and \(s \in B(t, 2^{-n_0})\), there is a unique \(n \geq n_0\) such that \(2^{-n-1} \leq |s-t| < 2^{-n}\) and
\[
\left| 2^{s} (\beta_{M}^{1,n+\varepsilon/3}) \int_{s}^{t} \int_{|z| \leq 2^{-n/\delta}} G(M_{u-}, z) \tilde{N}(du, dz) \right| \leq 8n^2.
\]
(15)
Using \((15)\) and the continuity of \(\beta_{M}\) at \(t\), the "large" jumps removed increment of \(X\)
\[
\left| \int_{s}^{t} \int_{|z| \leq 2^{-n/\delta}} G(M_{u-}, z) \tilde{N}(du, dz) \right| \leq |s-t|^1/\beta_{M}(t+\varepsilon/3) \left( \ln 1/|s-t| \right)^2
\]
if \(n_0\) is large enough. We enlarge the value of \(n_0\) if necessary to ensure this.

Recalling the discussion in last subsection and the decomposition \((12)\), in the interval \([s, t]\) with \(t \notin J \cup A_{\delta}\) and \(2^{-n-1} \leq |s-t| < 2^{-n}\), there is no jump time whose corresponding jump size is larger than \(2^{-n/\delta}\), namely \(N([s, t] \times \{z : 2^{-n/\delta} < |z| \leq 1\}) = 0\). Hence,
\[
\int_{s}^{t} \int_{2^{-n/\delta} < |z| \leq 1} G(M_{u-}, z) \tilde{N}(du, dz) = - \int_{s}^{t} \int_{2^{-n/\delta} < |z| \leq 1} G(M_{u-}, z) \pi(dz)du.
\]
(17)
Two situations may occur.
(1) \(\beta_{M}(t)\delta \geq 1\). The desired lower bound for \(H_{X}(t)\) is less than 1, hence, one only needs to consider the constant polynomial in the definition of Hölder exponent. We split the right-hand side integral in \((17)\) into two parts. Using the one-sided uniform bound in the asymptotically stable-like assumption,
\[
\left| \int_{2^{-n/\delta} < |z| \leq z(\varepsilon)} G(M_{u-}, z) \pi(dz) \right| \leq \int_{2^{-n/\delta} < |z| \leq z(\varepsilon)} |z|^{1/\beta_{M}(u-)+\varepsilon/3} \pi(dz)
\]
(18)
which is bounded above by \( \max(c2^{(n/\delta)(1-1/(\beta_M(t)+\varepsilon/2))}, 1) \) with \( c \) a finite constant that depends only on \( G \). By Cauchy-Schwarz inequality,

\[
\left| \int_{|z| \leq 1} G(M_{u-, z}) \pi(dz) \right|^2 \leq 2 \cdot (\varepsilon^{-1} - 1) \int_{|z| \leq 1} |G(M_{u-, z})|^2 \pi(dz) \tag{19}
\]

where the right-hand side integral is bounded above by \( C(1 + |M_{u-}|^2) \leq 2C(1 + |M_t|)^2 \) due to linear growth condition (H1) and the continuity of \( M \) at \( t \). Combining (18)-(19), one obtains that

\[
\left| \int_s^t \int_{2^{-n/\delta} < |z| \leq 1} G(M_{u-, z}) \pi(dz) du \right| \leq C \max(|s - t|^{1-\frac{1}{2} + \frac{1}{\beta_M(t)+\varepsilon/2}}, |s - t|). \tag{20}
\]

Using (16), (17) and (20) yields

\[
|X_t - X_s| \leq C|s - t|^{\frac{1}{2} + \frac{1}{\beta_M(t)+\varepsilon}} \left( \ln \frac{1}{|s - t|} \right)^2
\]

which proves \( H_X(t) \geq 1/(\beta_M(t) + \varepsilon) \).

(2) \( \beta_M(t) \delta < 1 \), thus \( \beta_M(t) + \varepsilon < 1 \) for sufficiently small \( \varepsilon \). The desired lower bound for \( H_X(t) \) is now a number in \((1, 2]\), due to the assumption inf\{\( \beta(x) : x \in \mathbb{R} \}\} \geq 1/2. To study \( H_X(t) \), one has to subtract a linear polynomial from \( X_s \). Using the decomposition (12) and the observation (17), the quantity

\[
|X_s - X_t + (s - t)\tilde{G}(M_t)|
\]

is bounded above by the sum of

\[
I_1 = \left| \int_s^t \int_{|z| \leq 2^{-n/\delta}} G(M_{u-, z}) \tilde{N}(du, dz) \right|,
\]

\[
I_2 = \left| \int_s^t \int_{2^{-n/\delta} < |z| \leq 1} G(M_{u-, z}) \pi(dz) du - \int_t^s \int_{2^{-n/\delta} < |z| \leq 1} G(M_t, z) \pi(dz) du \right|,
\]

\[
I_3 = \left| \int_t^s \int_{|z| \leq 2^{-n/\delta}} G(M_t, z) \pi(dz) du \right|.
\]

By Lemma 5.6, one has

\[
I_2 \leq \int_s^t |\tilde{G}(M_{u-}) - \tilde{G}(M_t)| du \leq C(1 + |M_t|) \int_s^t |M_u - M_t| du.
\]

where \( C = C(\varepsilon) \) depends on \( \varepsilon \). Recall that \( 1 < H_M(t) \leq 1/\beta_M(t) \leq 2 \), so there is a polynomial \( P \) of degree at most 1 such that

\[
|M_s - P(s - t)| = O(|s - t|^{H_M(t) - \varepsilon})
\]

as \( |s - t| \to 0 \).

- Either \( P \) is of degree zero, then one has \( |M_u - M_t| \leq C|u - t|^{H_M(t) - \varepsilon} \) so that

\[
I_2 \leq C(1 + |M_t|)|s - t|^{H_M(t) + 1 - \varepsilon},
\]

- or \( P \) is of degree 1, then one has \( |M_u - M_t| = O(|u - t|) \) so that

\[
I_2 \leq C(1 + |M_t|)|s - t|^2.
\]
Now we bound from above $I_3$. By asymptotically stable-like assumption (one-sided uniform bound), the integral over $z$ inside $I_3$ is bounded above by

$$
\int_{|z| \leq 2^{-n/\delta}} |z|^{1/(\beta_M(u^-) + \varepsilon/2)} \pi(\mathrm{d}z) \leq C 2^{-(n/\delta)(1/(\beta_M(u^-) + \varepsilon/3) - 1)}
$$

so that

$$I_3 \leq C_2 (s - t)^{1 + \frac{3}{4} \left( \frac{1}{\beta_M(u^-) + \varepsilon/3} - 1 \right)} = C(s - t)^{1 - \frac{1}{4} \left( \frac{1}{\beta_M(u^-) + \varepsilon/2} \right)}.
$$

Using (16) and $H_M(t) = H_X(t)$, together with the above estimates, yields that

$$|X_s - X_t + (s - t)\bar{G}(M_t)| \leq C(s - t) \left( \frac{1}{\beta_M(u^-) + \varepsilon} \right) \left( \ln \frac{1}{|s - t|} \right)^2.
$$

This entails the desired lower bound for $H_X(t)$.

5.3.2. Second condition in (H5): $\sup \{ k \in \mathbb{N} : b \text{ and } \bar{G} \in C_k(\mathbb{R}) \} \geq \sup \{ 1/\beta(x), x \in \mathbb{R} \}$.

Suggested by Lemma 5.6, when $\beta_M(t) < 1$, one should be able to write locally the increment of $X$ as a non-compensated Poisson integral minus its compensator. We need the following lemma to show this rigorously.

**Lemma 5.7.** Almost surely, for any $t \in [0, 1]$,

$$\int_0^t \int_{|z| \leq 1} |G(M_{u^-}, z)| 1_{\beta_M(u^-) < 1} N(\mathrm{d}u, \mathrm{d}z) < +\infty.
$$

**Proof.** It suffices to show that for any $\eta > 0$, a.s.

$$\int_0^1 \int_{|z| \leq 1} |G(M_{u^-}, z)| 1_{\beta_M(u^-) < 1 - \eta} N(\mathrm{d}u, \mathrm{d}z) < +\infty.
$$

Define the stopping times $\tau_r = \inf \{ t \geq 0 : |M_t| > r \}$. Observe that a.s. $\lim_{r \to \infty} \tau_r \to \infty$. One has

$$\mathbb{E} \left[ \int_0^{1 \wedge \tau_r} \int_{|z| \leq 1} |G(M_{u^-}, z)| 1_{\beta_M(u^-) < 1 - \eta} \pi(\mathrm{d}z) \mathrm{d}u \right] < +\infty.
$$

Indeed, one uses the one-sided uniform bound in (H4) and Lemma 5.6 to bound from above the integral on the domain \{ $z : |z| \leq \varepsilon(z)$ \}, then Cauchy-Schwartz inequality and linear growth condition to bound the integral on the domain \{ $z : z(\varepsilon) < |z| \leq 1$ \}. Therefore, a.s. for all rational $r \geq 0$,

$$\int_0^{1 \wedge \tau_r} \int_{|z| \leq 1} |G(M_{u^-}, z)| 1_{\beta_M(u^-) < 1 - \eta} N(\mathrm{d}u, \mathrm{d}z) < +\infty
$$

which entails the result. \hfill \Box

Now consider $t \in [0, 1] \setminus J$. If $\beta_M(t) < 1$, then for any $s$ in a small neighborhood of $t$, $\beta_M(s) < 1$, so that

$$\int_s^t \int_{|z| \leq 1} G(M_{u^-}, z) \bar{N}(\mathrm{d}u, \mathrm{d}z) = \int_s^t \int_{|z| \leq 1} G(M_{u^-}, z) 1_{\beta_M(u^-) < 1} \bar{N}(\mathrm{d}u, \mathrm{d}z)
$$

which, by Lemma 5.7 and $\sup \{ \beta_M(u) : u \in [s, t] \} < 1$, is

$$\int_s^t \int_{|z| \leq 1} G(M_{u^-}, z) N(\mathrm{d}u, \mathrm{d}z) - \int_s^t \int_{|z| \leq 1} G(M_{u^-}, z) \pi(\mathrm{d}z) \mathrm{d}u
$$
and both integrals are finite. We thus have established another representation for $M$ around $t$:

$$M_t - M_s = (X'_t - X'_s) - (Y'_t - Y'_s) + (Y_t - Y_s)$$

where

$$X'_s = \int_0^s \int_{|z| \leq 1} G(M_{u-}, z) N(du, dz).$$

An application of Lemma 5.5 and the regularity assumption on $\tilde{G}$ yields that almost surely,

for all $t \notin J$ with $\beta_M(t) < 1$, $H_M(t) = H_{X'}(t)$.

We proceed to show that almost surely,

for all $t \notin J$ with $\beta_M(t) < 1$, $H_{X'}(t) = \frac{1}{\delta_t \beta_M(t)}$. (21)

Let us stress the fact that no regularity assumption on $b$ or $\tilde{G}$ is needed to show this. Following the same lines in the proof of Proposition 5.2 (since $X$ and $X'$ are constructed using the same Poisson time-space points), one has almost surely

for all $t \notin J$ with $\beta_M(t) < 1$, $H_{X'}(t) \leq \frac{1}{\delta_t \beta_M(t)}$.

It remains to show (14) with $X$ replaced by $X'$. For all $s$ that is sufficiently close to $t$, there is a unique $n$ such that $2^{-n-1} \leq |s - t| < 2^{-n}$. Applying (17), one has

$$|X'_t - X'_s| \leq \left| \int_s^t \int_{|z| \leq 2^{-n/\delta}} G(M_{u-}, z) \tilde{N}(du, dz) \right| + \left| \int_s^t \int_{|z| \leq 2^{-n/\delta}} G(M_{u-}, z) \pi(dz)du \right|.$$

One uses (16) and the estimate for $I_3$ in the last subsection to conclude that $H_{X'}(t) \geq 1/(\delta + \beta_M(t) + \varepsilon)$, as desired.

If $\beta_M(t) \geq 1$. One has to use $H_M(t) = H_X(t)$, Proposition 5.2 and show (14) for $X$. The desired lower bound is now less than one, hence it is enough to consider the increments of $X$. Repeating the same lines as in the Section 5.3.1 entails the desired lower bound for $H_X(t)$.

5.4. Proof of Theorem 3 (i). When a non-degenerate Brownian integral exists, $M_t$ is the sum of $M_0$, $C_t$, $Y_t$, $X_t$ and the non-compensated Poisson integral in (1), recalling that $C_t = \int_0^t \sigma(M_{u-})dB_u$ and $Y_t$ is a Lebesgue integral. No regularity assumption is needed because any appearing drift (Lebesgue integral) is smoother than the Brownian integral which is only Hölder continuous.

We intend to show that almost surely, $\forall t \notin J$, $H_M(t) = \min(\frac{1}{\delta_t \beta_M(t)}, \frac{1}{2})$. The following trivial fact is useful for our purpose.

Lemma 5.8. For any locally bounded $f, g : \mathbb{R} \to \mathbb{R}$ and $t \in \mathbb{R}$,

$$H_{f+g}(t) \geq \min(H_f(t), H_g(t))$$

where the equality occurs if $H_f(t) = H_g(t)$.

Let $t \notin J$, then the non-compensated Poisson integral is locally constant around $t$. As before, we distinguish two situations.

(1) $\beta_M(t) < 1$. Then for any $s$ in a small neighborhood of $t$,

$$M_s - M_t = (C_s - C_t) + (Y_s - Y_t) - (Y'_s - Y'_t) + (X'_s - X'_t),$$

with $Y', X'$ defined in Section 5.3. Combining Proposition 4.1, Lemma 5.5-(i) and Lemma 5.8 yields that $H_{C+Y+Y'(t)} = 1/2$. Meanwhile, $H_{X'}(t) = 1/(\delta_t \beta_M(t))$ by (21). A further
application of Lemma 5.8 shows that $H_M(t) = \min(1/(\delta_t \beta_M(t)), 1/2)$ as soon as $1/2 \neq 1/(\delta_t \beta_M(t))$. When they are equal, the minimum $1/(\delta_t \beta_M(t))$ is a lower bound for $H_M(t)$ by Lemma 5.8, it is also an upper bound by Proposition 5.2, which ends the proof.

(2) $\beta_M(t) \geq 1$. Still by Proposition 4.1, Lemma 5.5-(i) and Lemma 5.8, one has $H_{C+Y}(t) = 1/2$. Observe that (14) is proved when $\beta_M(t) \geq 1$ (necessarily $\beta_M(t) \delta \geq 1$) without regularity assumption on $G$. So $H_X(t) = 1/(\delta_t \beta_M(t))$ follows by Proposition 5.2. The rest of the proof repeats the arguments in the last paragraph.

6. Computation of the pointwise multifractal spectrum

In this section, we compute the pointwise spectrum of $M$ in all possible settings, i.e. Theorem 1 for jumps with diffusion ($\sigma \neq 0$) and Theorems 2, 5, 6 for jumps without diffusion ($\sigma \equiv 0$). The main tool comes from geometric measure theory, the so-called ubiquity theorem, which consists in determining the Hausdorff dimension of some limsup sets. This theory finds its origin in Diophantine approximation and the localized version developed by Barral and Seuret [12, Theorem 1.7] (see also [10, Section 6]) is very useful in studying random objects with varying pointwise spectra. Let us recall this theorem.

**Theorem 4 ([12, 10]).** Let $S$ be a Poisson point process with intensity $dt\,dz/z^2$. Let $I = (a, b) \subset [0, 1]$ and $f : I \to [1, +\infty)$ be càdlàg whose set of jumps is denoted by $\mathcal{C}$. Consider the sets

$$S(I, f) = \{t \in I : \delta_t \geq f(t)\} \quad \text{and} \quad \tilde{S}(I, f) = \{t \in I : \delta_t = f(t)\},$$

where $\delta_t$ is the approximation rate of $f$ by the point system $S$. Almost surely for any $I = (a, b) \subset [0, 1]$ and any càdlàg function $f : I \to \mathbb{R}$,

$$\dim_H S(I, f) = \dim_H \tilde{S}(I, f) = \sup\{1/f(t) : t \in I \setminus \mathcal{C}\}.$$

6.1. Proof of Theorem 1: Pointwise spectrum when $\sigma \neq 0$.

When the Brownian integral does exist, the computation of the pointwise spectrum is easier relative to the Brownian integral vanishing case. Let $t \in (0, 1)$ and

$$I_t^n := \left(t - \frac{1}{n}, t + \frac{1}{n}\right) \cap (0, 1).$$

- If $h > 1/2$, then $D_M(t, h) = -\infty$ by item 1. of Theorem 3.
- If $h < 1/2$, then

$$E_M(h) \cap I_t^n = \left\{s \in I_t^n : h = \frac{1}{\delta_s \beta_M(s)} \wedge \frac{1}{2}\right\}$$

$$= \left\{s \in I_t^n : h = \frac{1}{\delta_s \beta_M(s)} \wedge \frac{1}{2}\right\} = \left\{s \in I_t^n : \delta_s = \frac{1}{h \beta_M(s)}\right\}.$$

But $\sup\{\beta(x) : x \in \mathbb{R}\} < 2$ so that $1/h \beta_M(s) > 1$ for any $s \in I_t^n$. This yields that $\dim_H E_M(h) \cap I_t^n = \sup\{h \beta_M(s) : s \in I_t^n\}$ by Theorem 4. Hence

$$D_M(t, h) = \lim_{n \to +\infty} \dim_H E_M(h) \cap I_t^n = h \cdot (\beta_M(t) \vee \beta_M(t-)).$$

- Consider finally $h = 1/2$. For each $0 \leq h' < 1/2$, set $E_M(h') = \left\{s \in [0, 1] : \delta_s \geq \frac{1}{h \beta_M(s)}\right\}$ which contains $E_M(h')$. By Theorem 4, almost surely,

$$\dim_H E_M(h') = \dim_H \tilde{E}_M(h') \quad \text{for all} \quad 0 \leq h' < 1/2.$$  

(22)
Now decompose
\[ I^n_t = \left( \bigcup_{h' < 1/2} \{ E_M(h') \cap I^n_t \} \right) \bigcup \{ E_M(1/2) \cap I^n_t \} \]

Using the inclusion \( E_M(h') \subset \bar{E}_M(h') \), the monotonicity of the sets \( \{ \bar{E}_M(h), 0 \leq h' < 1/2 \} \) and (22), one has
\[ 1 = \dim_{\mathcal{H}}(I^n_t) \leq \left( \lim_{h' \uparrow 1/2} \dim_{\mathcal{H}} \left( \bar{E}_M(h') \cap I^n_t \right) \right) \vee (\dim_{\mathcal{H}} E_M(1/2) \cap I^n_t) \]
\[ = (\sup \{ \beta_M(s) : s \in I^n_t \} / 2) \vee (\dim_{\mathcal{H}} E_M(1/2) \cap I^n_t). \]

But \( \sup \{ \beta(x) : x \in \mathbb{R} \} < 2 \) so that the above inequality shows \( \dim_{\mathcal{H}} E_M(1/2) \cap I^n_t = 1 \), which yields \( D_M(t, 1/2) = 1 \).

6.2. Proof of Theorem 2: Linear parts of the pointwise spectrum when \( \sigma \equiv 0 \).

We only prove the result for \( t \in J \) and we treat separately three linear parts, the third being the constant \(-\infty\) part of the spectrum. The proof is simpler when \( t \) is a continuous time for \( M \), since in such case \( \beta_M(t) = \beta_M(t-) \). Set in the sequel
\[ \beta_s(t) = \min(\beta_M(t), \beta_M(t-)) \text{ and } \beta^*(t) = \max(\beta_M(t), \beta_M(t-)). \]

We also need the following notations for a jump time \( t \),
\[ I^*(t, n) = \begin{cases} (t, t + \frac{1}{n}) \cup (t - \frac{1}{n}, t), & \text{if } \beta_M(t) = \beta^*(t), \\
(t - \frac{1}{n}, t), & \text{otherwise.} \end{cases} \]
\[ I_s(t, n) = \begin{cases} (t, t + \frac{1}{n}) \cup (t - \frac{1}{n}, t), & \text{if } \beta_M(t) = \beta_s(t), \\
(t - \frac{1}{n}, t), & \text{otherwise.} \end{cases} \]

Clearly, \( I^n_t = I^*(t, n) \cup \{ t \} \cup I_s(t, n) \) and the union is disjoint.

- If \( h < 1/\beta^*(t) \), there exists \( \varepsilon > 0 \) such that \( h < 1/(\beta^*(t) + \varepsilon) \). But when \( n \) is large enough, for any \( s \in I^n_t \), \( \beta_M(s) < \beta^*(t) + \varepsilon/2 \) by the càdlàg property of the sample paths, which implies
\[ \frac{1}{h \beta_M(s)} > \frac{\beta^*(t) + \varepsilon}{\beta^*(t) + \varepsilon/2} > 1 \]
for all \( s \in I^n_t \). Theorem 4 implies that
\[ \dim_{\mathcal{H}} E_M(h) \cap I^n_t = \dim_{\mathcal{H}} \left\{ s \in I^n_t : \delta_s = \frac{1}{h \beta_M(s)} \right\} \]
\[ = \sup \{ h \beta_M(s) : s \in I^n_t \} = h \cdot \sup \{ \beta_M(s) : s \in I^n_t \}. \]

for large \( n \), which yields \( D_M(t, h) = \lim_{n \to +\infty} \sup \{ h \beta_M(s) : s \in I^n_t \} = h \cdot \beta^*(t) \).

- If \( h \in (1/\beta^*(t), 1/\beta_s(t)) \), there exists \( \varepsilon > 0 \) so that \( h \) belongs to \( (1/(\beta^*(t) - \varepsilon), 1/(\beta_s(t) + \varepsilon)) \). Let us consider separately \( I^*(t, n) \) and \( I_s(t, n) \). When \( n \) is large enough, for all \( s \in I^*(t, n) \),
\[ \frac{1}{h \beta_M(s)} < \frac{\beta^*(t) - \varepsilon}{\beta^*(t) - \varepsilon/2} < 1 \]
by the càdlàg property of the sample paths. Hence
\[ E_M(h) \cap I^*(t, n) = \left\{ s \in I^*(t, n) : \delta_s = \frac{1}{h \beta_M(s)} \right\} \]
is empty, because $\delta_s \geq 1$ uniformly a.s. due to Proposition 5.1. When $n$ is large enough, for all $s \in I_s(t,n)$,
\[
\frac{1}{h/\beta_M(s)} > \beta_s(t) + \varepsilon > 1
\]
still by the càdlàg property of the sample paths. Applying Theorem 4 implies that
\[
\dim_H E_M(h) \cap I^n_t = \dim_H E_M(h) \cap I_s(t,n) = h \cdot \sup \{\beta_M(s) : s \in I_s(t,n)\}
\]
for large $n$. Letting $n \to +\infty$ entails $D_M(t,h) = h \cdot \beta_s(t)$.

- If $h > 1/\beta_s(t)$, there is $\varepsilon > 0$ such that $h > 1/(\beta_s(t) - \varepsilon)$. But when $n$ is large enough, for $s \in I^n_t$, $\beta_M(s) > \beta_s(t) - \varepsilon$, thus
\[
h > \frac{1}{\beta_M(s)} \geq \frac{1}{\delta_s \beta_M(s)} = H_M(s)
\]
which yields $E_M(h) \cap I^n_t = \emptyset$. This proves $D_M(t,h) = -\infty$.

6.3. **Statement of the general results for the pointwise spectrum when $\sigma = 0$.** As is said in the introduction, the absence of the Brownian integral reveals many problems at some extreme values of the pointwise spectrum. Cases that have not been treated yet include

- $t$ is a continuous time, $h = 1/\beta_M(t)$;
- $t$ is a jump time, $h = 1/\beta^*(t)$ or $1/\beta_s(t)$.

For a jump time $t$, the localization to a small neighborhood of $t$ makes essentially two different local behaviors appear, one is captured by $\beta^*(t)$, the other by $\beta_s(t)$. When $1/h$ is different from both values, only one of them is dominant, as is observed in the proof for the linear parts of the pointwise spectrum. However, both values will contribute to the computation of pointwise spectrum when $h$ is critical, i.e. $h = 1/\beta_s(t)$ or $1/\beta^*(t)$. Further, $\delta_t$ and local behaviors of the index process $\beta_M$ contribute as well. This is why we introduce the following notations.

For $t \in J$, we define $b^* : I^*(t,n) \cup \{t\} \to \mathbb{R}$ by
\[
b^*(s) = \begin{cases} 
\beta_M(s) & \text{if } s \in I^*(t,n), \\
\beta_s(t) & \text{if } s = t.
\end{cases}
\]
The map $b^*$ coincides with $\beta_M$ except at $t$ on its domain. Similarly, define $b_* : I_*(t,n) \cup \{t\} \to \mathbb{R}$ by
\[
b_*(s) = \begin{cases} 
\beta_M(s) & \text{if } s \in I_*(t,n), \\
\beta^*(t) & \text{if } s = t.
\end{cases}
\]
The maps $b^*$, $b_*$ depend clearly on $t$ and $n$, which are omitted for notational simplicity.

We write $t \in LM(f)$ to mean that $t$ is a strict local minimum for a mapping $f$, i.e. $f(s) > f(t)$ for $s \neq t$ in a small neighborhood of $t$.

Finally, we introduce two functions $F_{\text{cont}}$ and $F_{\text{jump}}$ (see Figure 1) which correspond to different cases of the pointwise spectra.

- For a time $t$ where the process is continuous, we will use
\[
F_{\text{cont}}(c, \gamma, h) = \begin{cases} 
\gamma h & \text{if } h \in [0, 1/\gamma), \\
c & \text{if } h = 1/\gamma, \\
-\infty & \text{otherwise.}
\end{cases}
\]
There will be only three possible values for $c$ ($1, 0$ and $-\infty$), that is, $F_{\text{cont}}$ is possible to be left continuous ($c = 1$), right continuous ($c = -\infty$), or neither ($c = 0$) on the discontinuous point $h = 1/\beta_M(t)$. 
• If \( t \) is a jump time for the process, we will use the function \( F_{\text{jump}} \)

\[
F_{\text{jump}}(c_1, c_2, \gamma_1, \gamma_2, h) = \begin{cases} 
\gamma_1 \cdot h & \text{if } h \in [0, 1/\gamma_1), \\
\gamma_2 \cdot h & \text{if } h \in [1/\gamma_1, 1/\gamma_2), \\
c_1 & \text{if } h = 1/\gamma_1, \\
c_2 & \text{if } h = 1/\gamma_2, \\
-\infty & \text{otherwise,}
\end{cases}
\]

when \( \gamma_1 > \gamma_2 \). There will be three possible values for \( c_2 \) (1, 0 and \(-\infty\)) and two for \( c_1 \) (1 and \( \gamma_2/\gamma_1 \)). Note that \( F_{\text{jump}} \) is either left continuous \( (c_1 = 1) \) or right continuous \( (c_1 = \gamma_2/\gamma_1) \) on the first discontinuous point \( h = 1/\gamma_1 \), and is possible to be left continuous \( (c_2 = 1) \), right continuous \( (c_2 = -\infty) \) or neither \( (c_2 = 0) \) on the second discontinuous point \( h = 1/\gamma_2 \).

The several cases in the theorems below correspond to assigning a precise value to the discontinuous points of the pointwise spectrum, and various scenarios may occur, depending on the fact that \( t \) is or not a strict local minimum for the processes \( \beta_M, b^* \) and \( b_* \) (defined around \( t \) on essentially disjoint domains). The reader shall keep in mind the following heuristics:

- if \( M \) is continuous at \( t \), its pointwise spectrum looks like \( F_{\text{cont}} \).
- if \( t \) is a jump time, the pointwise spectrum looks like \( F_{\text{jump}} \).

**Theorem 5.** Assume that (H1)-(H5) hold with \( \sigma \equiv 0 \).

(1) Almost surely, for every \( t \notin J \), the pointwise spectrum of \( M \) at time \( t \) is given by

\[
D_M(t, h) = \begin{cases} 
F_{\text{cont}}(1, \beta_M(t), h) & \text{if } t \notin LM(\beta_M), \\
F_{\text{cont}}(0, \beta_M(t), h) & \text{if } t \in LM(\beta_M) \text{ and } \delta_t = 1, \\
F_{\text{cont}}(-\infty, \beta_M(t), h) & \text{if } t \in LM(\beta_M) \text{ and } \delta_t \neq 1.
\end{cases}
\]

(2) Almost surely, for all \( t \in J \) and \( t \notin LM(b_*) \cup LM(b^*) \) where \( b^* \) and \( b_* \) are defined locally around \( t \), the pointwise spectrum at \( t \) is

\[
D_M(t, h) = F_{\text{jump}}(1, 1, 1, \beta_*(t), \beta^*(t)).
\]

This theorem covers the most frequent cases, i.e. when \( t \) is a continuous time or \( t \) is a jump time and not a strict local minimum for \( b^* \) and \( b_* \).

Next theorem covers all the "annoying" cases, i.e. when \( t \) is a jump time and is a strict local minimum for at least one of the two functions \( b^* \) and \( b_* \). Observe that this concerns at most a countable number of times.

**Theorem 6.** Assume that (H1)-(H5) hold with \( \sigma \equiv 0 \). Almost surely, for any \( t \in J \) that either belongs to \( LM(b^*) \) or \( LM(b_*) \), the following holds.

(1) If \( t \notin LM(b^*) \) and \( t \in LM(b_*) \), then

\[
D_M(t, h) = \begin{cases} 
F_{\text{jump}}(1, 0, \beta^*(t), \beta_*(t), h) & \text{if } \Delta \beta_M(t) > 0 \text{ and } \delta_t = 1, \\
F_{\text{jump}}(1, -\infty, \beta^*(t), \beta_*(t), h) & \text{otherwise.}
\end{cases}
\]

(2) If \( t \in LM(b^*) \) and \( t \notin LM(b_*) \), then

\[
D_M(t, h) = F_{\text{jump}}(\beta_*(t)/\beta^*(t), 1, \beta_*(t), \beta_*(t), h)
\]
(3) If \( t \in LM(b^*) \cap LM(b_*), \) then
\[
D_M(t,h) = \begin{cases} 
F_{\text{jump}}(\beta_*(t)/\beta^*(t),0,\beta^*(t),\beta_*(t),h) & \text{if } \Delta \beta_M(t) > 0, \delta_t = 1. \\
F_{\text{jump}}(\beta_*(t)/\beta^*(t),-\infty,\beta^*(t),\beta_*(t),h) & \text{otherwise.}
\end{cases}
\]

When \( t \) is a jump time, the behaviors of \( M \) on the right hand-side and on the left hand-side of \( t \) may differ a lot. So the pointwise spectrum reflects the superposition of two local behaviors, which explains the formulas above. Though not easy to read, these formulas are simple consequences of these complications that may arise as very special cases.

6.4. Proof of Theorems 5 and 6.
Due to Theorem 2, it remains to prove the above theorems for the points of discontinuities of \( F_{\text{cont}} \) and \( F_{\text{jump}} \). We will only give the proof for the discontinuous points of \( F_{\text{jump}} \), the proof for \( F_{\text{cont}} \) can be written with some simplifications.

There are two points of discontinuities for \( F_{\text{jump}} \), which are \( 1/\beta^*(t) \) and \( 1/\beta_*(t) \).

6.4.1. First discontinuity \( h = 1/\beta^*(t) \). We distinguish two cases.

**Case 1 :** \( t \in LM(b^*) \). This corresponds to items (2)-(3) in Theorem 6. Then \( \forall s \in I^*(t,n), \)
\[
\frac{1}{h_{\beta_M(s)}} = \frac{\beta^*(t)}{\beta_M(s)} < 1,
\]
which implies \( E_M(h) \cap I^*(t,n) = \emptyset \). Notice that
\[
E_M(h) \cap I_*(t,n) = \left\{ s \in I_*(t,n) : \delta_s = \frac{\beta^*(t)}{\beta_M(s)} \right\}.
\]

For every \( s \in I_*(t,n) \) with \( n \) large enough, one has
\[
\frac{\beta^*(t)}{\beta_M(s)} \geq \frac{\beta^*(t)}{\beta_*(t) + |\Delta \beta_M(t)|/2} > 1.
\]
This ensures that \( \dim_H E_M(h) \cap I_*(t,n) = \sup \left\{ \frac{\beta_M(s)}{\beta^*(t)} : s \in I_*(t,n) \right\} \), still by Theorem 4. Therefore,
\[
\dim_H E_M(h) \cap I^*_n = \dim_H E_M(h) \cap (I_*(t,n) \cup \{ t \}) = \dim_H E_M(h) \cap I_*(t,n),
\]
which yields
\[
D_M(t,h) = \lim_{n \to +\infty} \dim_H E_M(h) \cap I_*(t,n) = \beta_*(t)/\beta^*(t).
\]

**Case 2 :** \( t \notin LM(b^*) \). This is related to item (1) in Theorem 6. In this case, either \( t \) is not a local minimum for \( b^* \), or \( b^* \) is locally constant (which happens with positive probability if \( x \mapsto \beta(x) \) has an interval of constancy).

If \( t \) is not a local minimum for \( b^* \), one can extract a monotone sequence \( \{ s_k \} \subset I^*(t,n) \) tending to \( t \) such that
\[
\beta_M(s_k) < \beta^*(t) \quad \text{and} \quad \lim_{k \to +\infty} \beta_M(s_k) = \beta^*(t).
\] (23)

Since \( \beta_M \) is càdlàg and the cardinality of \( J \) is at most countable, we can choose \( s_k \) to be continuous times for \( \beta_M \). Let us first compute the pointwise spectrum of \( M \) on times \( s_k \) and deduce the result by a regularity restriction of the pointwise spectrum. Fix \( k \geq 1 \) and let \( p \) be large enough. For every \( s \in I^*_k \), one has \( \frac{\beta^*(t)}{\beta_M(s)} > 1 \) by (23). Further, Theorem 4 ensures that
\[
\dim_H E_M(h) \cap I^*_k = \sup \left\{ h_{\beta_M(s)} : s \in I^*_k \right\},
\]
which yields that \( D_M(s_k,h) = h_{\beta_M(s_k)} \). Hence
\[
1 \geq D_M(t,h) = \limsup_{s \to t} D_M(s,h) \geq \limsup_{k \to +\infty} D_M(s_k,h) = h_{\beta^*(t)} = 1
\]
where we used Lemma 1.4 in the first equality.
If \( b^* \) is locally constant equal to \( \beta^*(t) \) in its domain, then for \( n \) large enough, one has \( E_M(h) \cap I^*(t,n) = \{ s \in I^*(t,n) : \delta_s = \frac{1}{h \beta_M(s)} = 1 \} \). By Theorem 4 applied to the constant function \( f(x) \equiv 1 \), this set has Hausdorff dimension one, thus \( D_M(t,h) = 1 \).

6.4.2. Second discontinuity \( h = 1/\beta_s(t) \). As before, we distinguish two cases. 

Case 1 : \( t \in LM(b_s) \). This is related to items (1) and (3) in Theorem 6. For all \( s \in I_s(t,n) \) with \( n \) large enough, one has \( \frac{\beta_s(t)}{\beta_M(s)} < 1 \), which implies that \( E_M(h) \cap I_s(t,n) = \emptyset \). Notice that \( E_M(h) \cap I^*(t,n) = \{ s \in I^*(t,n) : \delta_s = \frac{\beta_s(t)}{\beta_M(s)} \} \) and that \( \forall s \in I^*(t,n) \) with large \( n \)

\[
\frac{\beta_s(t)}{\beta_M(s)} < \frac{\beta_s(t)}{\beta_s(t) - |\Delta \beta_M(t)|/2} < 1.
\]

One deduces \( E_M(h) \cap I^*(t,n) = \emptyset \) for all \( n \) large enough. But

\[
E_M(h) \cap \{ t \} = \begin{cases}
\{ t \} & \text{if } \beta_M(t-) > \beta_M(t) \text{ and } \delta_t = 1, \\
\emptyset & \text{otherwise.}
\end{cases}
\]

Hence, for all large \( n \),

\[
dim_H E_M(h) \cap I^*_t = \dim_H E_M(h) \cap \{ t \} = \begin{cases}
0 & \text{if } \beta_M(t-) > \beta_M(t) \text{ and } \delta_t = 1, \\
-\infty & \text{otherwise},
\end{cases}
\]

which yields

\[
D_M(t,h) = \begin{cases}
0 & \text{if } \beta_M(t-) > \beta_M(t) \text{ and } \delta_t = 1, \\
-\infty & \text{otherwise.}
\end{cases}
\]

Case 2 : \( t \notin LM(b_s) \). This corresponds to item (2) in Theorem 6. In such case, either \( t \) is not a local minimum for \( b_s \), or \( b_s \) is locally constant in its domain around \( t \). If \( t \) is not a local minimum for \( b_s \), by a similar argument as in the second case in the Section 6.4.1, we can prove that \( D_M(s_k,h) = h \beta_M(s_k) \) where \( \{ s_k \} \subset I_s(t,n) \setminus \mathcal{J} \) is a strictly monotone sequence tending to \( t \) satisfying \( \beta_M(s_k) < \beta_s(t) = \lim_{k \to \infty} \beta_M(s_k) \). Therefore, Lemma 1.4 implies

\[
1 \geq D_M(t,h) = \limsup_{s \to t} D_M(s,h) \geq \limsup_{k \to \infty} D_M(s_k,h) = h \beta_s(t) = 1.
\]

If \( b_s \) is locally constant equal to \( \beta_s(t) \) in its domain around \( t \), then for \( n \) large enough, \( E_M(h) \cap I_s(t,n) = \{ s \in I_s(t,n) : \delta_s = \frac{\beta_s(t)}{\beta_M(s)} = 1 \} \). An application of Theorem 4 to the constant function \( f(x) \equiv 1 \) yields \( \dim_H(E_M(h) \cap I_s(t,n)) = 1 \) for all \( n \) large enough. Thus, \( D_M(t,h) = 1 \).

7. Examples


\[
\mathcal{L}^\beta f(x) = \int_{\mathbb{R}} (f(x+u) - f(x) - uf'(x)1_{|u| \leq 1}) \beta(x)|u|^{-1-\beta(x)} du
\]

under very weak conditions (\( \beta \) Dini-continuous and ranging in a compact set of \((0,2)\)), that he called variable-order stable-like processes. It is well-defined for all \( f \in C^2_c(\mathbb{R}) \). Denote by \( \mathcal{F} f(x) = \int e^{-ix\xi} f(x) dx \) the Fourier transform of \( f \). One has for all \( f \in C^\infty_c(\mathbb{R}) \),

\[
\mathcal{F} (\mathcal{L} f(x))(\xi) = \int_{\mathbb{R}} (e^{iu\xi} - 1 - iu\xi 1_{|u| \leq 1}) \beta(x)|u|^{-1-\beta(x)} du \mathcal{F} f(x)
\]
Note that the right-hand side integral is the Lévy-Khintchine representation of a certain symmetric \( \beta(x) \)-stable distribution, so that \( \mathcal{L}^\beta \) is a pseudo-differential operator with variable-order symbol that is close to \(|\xi|^{\beta(x)}\). By a variable change \( u = \text{sign}(z)|z|^{1/\beta(x)} \), the operator \( \mathcal{L}^\beta \) is
\[
\mathcal{L}^\beta f(x) = \int_{\mathbb{R}} (f(x + \text{sign}(z)|z|^{1/\beta(x)}) - f(x) - \text{sign}(z)|z|^{1/\beta(x)}f'(x)1_{|z|\geq 1})z^{-2}dz.
\]
It is easy to verify by Itô’s formula that any solution \( M \) to (1) with coefficients
\[
\sigma = b = 0 \quad \text{and} \quad G(x, z) = F(x, z) = \text{sign}(z)|z|^{1/\beta(x)}
\]
solves the martingale problem associated with \( \mathcal{L}^\beta \) on \( C^2_\mathrm{c}(\mathbb{R}) \). Let \( \beta \) be Lipschitz continuous that ranges in a compact set of \((0, 2)\), the conditions (H1)-(H4) are satisfied so that the SDE (1) has a unique strong solution which is a strong Markov process. By the uniqueness of the martingale problem ([13, Theorem 2.2]), \( M \) is a variable-order stable-like process associated with \( \beta \). Observe that one has \( b = \mathring{G} = 0 \) so that the condition (H5) is automatically satisfied without further regularity assumption on \( \beta \). Hence, our results hold for the class of variable order stable-like processes with Lipschitz continuous \( \beta \) that ranges in a compact set of \((0, 2)\).

7.2. SDE driven by stable Lévy processes. Recently, there has been much interest in SDE driven by stable Lévy processes, see [14, 26, 35, 25]. Our results can be applied to deduce multifractal nature of non-degenerate stable-driven SDEs.

Recall that any symmetric \( \alpha \)-stable Lévy process can be written as
\[
Z_t = \begin{cases} 
\int_0^t \int_{\mathbb{R}} \text{sign}(z)|z|^{1/\alpha} \tilde{N}(ds, dz) & \text{if } 1 < \alpha < 2 \\
\int_0^t \int_{\mathbb{R}} \text{sign}(z)|z|^{1/\alpha} N(ds, dz) & \text{if } 0 < \alpha < 1
\end{cases}
\]
where \( N \) is a Poisson measure whose intensity \( c \text{d} t \text{d} z / \beta^2 \) for some positive finite constant \( c \). Assume without loss of generality that \( c = 1 \). Note that the stable driven SDE
\[
X_t = X_0 + \int_0^t g(X_{s-}) \text{d} Z_s + \int_0^t b(X_s) \text{d} s
\]
can be written as
\[
X_t = \begin{cases} 
x + \int_0^t g(X_{s-})\text{sign}(z)|z|^{1/\alpha} \tilde{N}(ds, dz) + \int_0^t b(X_s) \text{d} s & \text{if } 1 < \alpha < 2, \\
x + \int_0^t g(X_{s-})\text{sign}(z)|z|^{1/\alpha} N(ds, dz) + \int_0^t b(X_s) \text{d} s & \text{if } 0 < \alpha < 1.
\end{cases}
\]
Let \( g : \mathbb{R} \to \mathbb{R} \) be bounded above and bounded below away from zero in absolute value. Let \( b \) and \( g \) be sufficiently smooth such that (H5) holds. Then the conditions (H1)-(H5) are satisfied with \( G(x, z) = g(x)\text{sign}(z)|z|^{1/\alpha} \) and \( \beta(x) = \alpha \). Our results establishes that \( X \) is homogeneously multifractal and its spectrum is the same as the driving process \( Z \). It is possible to extend the result to \( g \) unbounded using some localization argument.

Appendix A. Auxiliary results

Proof of Proposition 2.1: For each \( m \in \mathbb{N}^* \), consider distinct \(|x|, |y| \leq m \). Assume without loss of generality that \( \ln |G(x, z)| > \ln |G(y, z)| \), then there is a finite constant \( c_m \) so that
\[
|G(x, z) - G(y, z)| = |G(x, z)| \left(1 - e^{(\ln |G(y, z)| - \ln |G(x, z)|)}\right)
\leq |G(x, z)|(|\ln |G(x, z)|| - \ln |G(y, z)||)
\leq c_m |x - y| |G(x, z)|||\ln |z||
\]
(25)
Proof of Lemma 5.6:

\[ \int_{|z| \leq 1} |G(x, z)|^2 (\ln |z|)^2 \pi(dz) \]

is bounded above by a finite constant, uniformly for \(|x| \leq m\).

Let \(\varepsilon_0 = 2 - \sup\{\beta(x) : x \in \mathbb{R}\}\) and 0 < \(\varepsilon < 2/(2 - \varepsilon_0/2) - 1\). By the asymptotically stable-like assumption (H4), \(\varepsilon_0 > 0\) and there is a \(r(\varepsilon_0) > 0\) so that

\[
\int_{|z| \leq r(\varepsilon_0)} |G(x, z)|^2 (\ln |z|)^2 \pi(dz) \leq \int_{|z| \leq r(\varepsilon_0)} |z|^{2/(\beta(x) + \varepsilon_0/2) - 2}(\ln |z|)^2 dz
\]

\[
\leq \int_{|z| \leq r(\varepsilon_0)} |z|^{-1}(\ln |z|)^2 dz
\]

Replace \(r(\varepsilon_0)\) by a smaller number if necessary to ensure \(|z|^{\varepsilon/2}(\ln |z|)^2 \leq 1\) for all \(|z| \leq r(\varepsilon_0)\), then this integral is bounded above by \((4/\varepsilon)r(\varepsilon_0)^{\varepsilon/2}\). On the other hand, the linear growth condition (H1) implies that for some universal \(K\), each \(x \in \mathbb{R}\) satisfies

\[
\int_{r(\varepsilon_0) < |z| \leq 1} |G(x, z)|^2 (\ln |z|)^2 \pi(dz) \leq K(\ln |r(\varepsilon_0)|)^2(1 + x^2)
\]

which ends the proof. \(\Box\)

Proof of Lemma 5.5:

The first item is obvious. For the second item, there is nothing to prove if \(H_g(x_0) = 0\). Suppose \(k < H_g(x_0) \leq k + 1\) for some \(k \in \mathbb{N}\), in particular \(g\) is continuous on \(x_0\). By assumption, \(f \in C^{k+1}(\mathbb{R})\). Hence there is a polynomial \(P_f\) of degree at most \(k\) so that

\[ |f(y) - f(y_0) - P_f(y - y_0)| = O(|y - y_0|^{k+1}) \]

as \(y\) tends to \(y_0 = g(x_0)\). Denote by \(P_g\) the polynomial of degree at most \(k\) such that

\[ |g(x) - g(x_0) - P_g(x - x_0)| = o(|x - x_0|^{H_g(x_0) - \varepsilon}) \]

as \(x\) tends to \(x_0\), for any fixed \(\varepsilon > 0\). Write

\[ P_f \circ P_g(h) = P(h) + P'(h) \]

where \(P\) is a polynomial of degree \(k\) and \(P'\) is a polynomial of order \(O(h^{k+1})\) as \(h \to 0\). One has

\[
|f(g(x)) - f(g(x_0)) - P(x - x_0)| \leq |f(g(x)) - f(g(x_0)) - P_f(g(x) - g(x_0))| + |P_f(g(x) - g(x_0)) - P_f(P_g(x - x_0))| + |P_f(P_g(x - x_0)) - P(x - x_0)|
\]

\[
= O(|g(x) - g(x_0)|^{k+1}) + o(|x - x_0|^{H_g(x_0) - \varepsilon}) + O(|x - x_0|^{k+1})
\]

as \(|x - x_0| \to 0\). The first term is of order \(O(|x - x_0|^{k+1})\), thus the above sum is of order \(o(|x - x_0|^{H_g(x_0) - \varepsilon})\). Letting \(\varepsilon \to 0\) ends the proof. \(\Box\)

Proof of Lemma 5.6:

Let \(x \in D_m\). By (H4), there is a constant \(r_m > 0\) such that

\[
\int_{|z| \leq r_m} |G(x, z)| \pi(dz) \leq \int_{|z| \leq r_m} |z|^{\frac{1}{\beta(x) + l(2m)} - 2} dz \leq \int_{|z| \leq r_m} |z|^{\frac{1}{\beta(x) + l(2m)} - 2} dz := c_m < +\infty.
\]

Applying Cauchy-Schwartz inequality and the growth condition (H1) implies

\[
\int_{r_m < |z| \leq 1} |G(x, z)| \pi(dz) \leq \pi({z : r_m < |z| \leq 1})^{1/2} \times K(1 + m^2)^{1/2} := c_m^{2} < +\infty.
\]

The first property is proved.
Now we turn to the \( L^1 \) local Lipschitz condition for \( G \) on the domain \( D_m \). Let \( x, y \in D_m \). In the light of (25), it suffices to prove that the integral

\[
\int_{|z|\leq 1} |G(x, z)| \ln(1/z) \pi(\mathrm{d}z)
\]

is bounded above by a constant, uniformly for all \( x \in D_m \). That \( x \) belongs to \( D_m \) and (H4) makes the integral over \( \{z : |z| \leq r_m\} \) finite uniformly for \( x \in D_m \). On the other hand, one uses Cauchy-Schwartz inequality to bound above the integral over the set \( \{z : r_m < |z| \leq 1\} \), which has finite \( \pi \)-measure.

**Appendix B. Pointwise exponent of the Brownian integral**

Recall the martingale representation theorem.

**Theorem** (Dambis-Dubins-Swartz, Th. 5.1.6 [40]). Let \( \mathcal{M} \) be a \( (\mathcal{F}_t, \mathbb{P}) \)-continuous local martingale such that a.s. \( \mathcal{M}_0 = 0 \) and \( \mathcal{M}_{t\to\infty} = +\infty \). Let

\[
T_t = \inf\{s \geq 0 : (\mathcal{M})_s > t\},
\]

then \( B_t := \mathcal{M}_{T_t} \) is a \( (\mathcal{F}_{T_t}) \)-Brownian motion and a.s. \( \forall t \in \mathbb{R}^+, \mathcal{M}_t = B_{(\mathcal{M})_t} \).

**Proof of Proposition 4.1**: Recall that \( X_t = \int_0^t \sigma(M_s) \, d\mathcal{B}_s \) is a local martingale starting from 0. The quadratic variation process of \( X \)

\[
\langle X \rangle_t = \int_0^t \sigma(M_s)^2 \, ds,
\]

satisfies \( \langle X \rangle_\infty = \infty \) almost surely, since \( \sigma \) stays away from 0 by assumption. Applying Theorem of Dambis-Dubins-Swartz to \( X \), one can find a standard Brownian motion \( \mathcal{B} \) on \( (\mathcal{F}, \mathbb{P}) \) such that a.s. \( \forall t, X_t = \mathcal{B} \langle X \rangle_t \).

First computation yields a.s. for every \( t \in \mathbb{R}^+, \forall r > 0 \), for all \( u \in \mathcal{B}(t, r) \),

\[
c|u - t| \leq |\langle X \rangle_u - \langle X \rangle_t| \leq \left| \int_t^u C(1 + |M_s|)^2 \, ds \right| \leq C|u - t|,
\]

where we used that \( \sigma \) stays away from 0 to find the constants \( c, C \in \mathbb{R}^+ \).

By Lévy’s modulus of continuity for Brownian motion (Theorem 1.2.7 of [40]), for every \( \varepsilon > 0 \), a.s. for every \( t \), for \( u \) sufficiently close to \( t \), one has by (26)

\[
|X_u - X_t| = |\mathcal{B} \langle X \rangle_u - \mathcal{B} \langle X \rangle_t| \leq C'|\langle X \rangle_u - \langle X \rangle_t|^{\frac{1}{2} - \varepsilon} \leq C'|u - t|^{\frac{1}{2} - \varepsilon}.
\]

Hence, almost surely, \( \forall t, H_{\langle X \rangle}(t) \geq \frac{1}{2} - \varepsilon \).

On the other hand, Dvoretzky [22] proved that, for a standard Brownian motion \( \mathcal{B} \), there exists a constant \( K > 0 \), such that almost surely

\[
\forall t, \lim_{h \to 0^+} \sup_h \frac{|B_{t+h} - B_t|}{h^{1/2}} \geq K.
\]

Applying Dvoretzky’s Theorem to our Brownian motion \( \mathcal{B} \), we get that almost surely for every \( t \geq 0 \), there exists a positive sequence \( (h_n)_{n \geq 1} \) converging to zero such that

\[
|\mathcal{B} \langle X \rangle_{t+h} - \mathcal{B} \langle X \rangle_t| \geq K|h_n|^{1/2}.
\]

As \( t \to \langle X \rangle_t \) is a strictly increasing (always by the assumption that \( \sigma \) stays away from 0) continuous function, there exists a sequence \( (u_n)_{n \geq 1} \) such that \( \langle X \rangle_t + h_n = \langle X \rangle_{u_n} \). By the first inequality of (26),

\[
|h_n| \geq c|u_n - t|.
\]
It follows form (27) and (28) that
\[ |X_n - X_t| = |\tilde{B}(\mathcal{X})_{u_n} - \tilde{B}(\mathcal{X})_t| = |\tilde{B}(\mathcal{X})_{t+h_u} - \tilde{B}(\mathcal{X})_t| \geq K_c|u_n - t|^{1/2}, \]
This yields a.s. \( \forall t, H_X(t) \leq 1/2 \), and letting \( \varepsilon \) tend to 0 gives the result. \( \square \)

APPENDIX C. EXISTENCE OF TANGENT PROCESSES

In order to describe the local structure of stochastic processes which are often rough (not differentiable), several authors consider the tangent processes associated with them, see for instance [24]. Precisely, given a stochastic process \( X \), we consider the tangent processes associated with it, see for instance [24].

Proposition C.1. Let \( \alpha > 0 \), \( \beta > 0 \), \( \gamma > 0 \), and \( \eta > 0 \). We still prove it for the sake of completeness. Let us introduce the stopping times for every \( \gamma \)

\[ \tau_\gamma := \inf\{ t > 0 : \beta_M(t) > \beta(0) + \eta \}. \]

Lemma C.2. Let \( \eta > 0 \) be small.

(i) If \( \beta(0) \geq 1 \), for every \( \gamma \in (\beta(0) + \eta, 2) \), there exists a constant \( c_\gamma \) such that \( \forall \alpha > 0 \),

\[ \mathbb{E}[|M_{\alpha \wedge \tau_\gamma}|^\gamma] \leq c_\gamma \alpha. \]

(ii) If \( \beta(0) < 1 \), for every \( \gamma \in (\beta(0) + \eta, 1 \wedge 2\beta(0)) \), the same moment inequality holds.

Proof. (i) Since \( M \) is a martingale, by Burkholder-Davis-Gundy inequality and subadditivity, one has

\[ \mathbb{E}[|M_{\alpha \wedge \tau_\gamma}|^\gamma] \leq \mathbb{E}\left[ \sup_{0 \leq t \leq \alpha \wedge \tau_\gamma} |M_t|^\gamma \right] \leq c_\gamma \mathbb{E}\left[ \int_0^{\alpha \wedge \tau_\gamma} \int_{|z| \leq 1} |G_0(M_{s-}, z)|^2 N(dsdz) \right]^{\gamma/2} \]

\[ \leq c_\gamma \mathbb{E}\left[ \int_0^{\alpha \wedge \tau_\gamma} \int_0^1 |G_0(M_{s-}, z)|^{\gamma} N(dsdz) \right] \]

\[ = c_\gamma \mathbb{E}\left[ \int_0^{\alpha \wedge \tau_\gamma} \int_0^1 |G_0(M_{s-}, z)|^{\gamma} dz/z^2 ds \right] \]
For every $s \in [0, \tau_\eta)$, one has
\[
\int_0^1 |G_0(M_{s-}, z)|^\gamma dz/z^2 = \int_0^1 |z|^{\gamma/\beta_M(s-)} dz/z^2 \leq \int_0^1 |z|^{\gamma/(\beta(0)+\eta)} dz/z^2 < +\infty,
\]
where we used that $\gamma > \beta(0) + \eta$. Hence,
\[
\mathbb{E}[|M_{\alpha \wedge \tau_\eta}|^\gamma] \leq c_\gamma \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} ds \right] \leq c_\gamma \alpha.
\]
(ii) For every $s \in [0, \tau_\eta)$ with $\eta$ small enough, it makes sense to separate the compensated Poisson integral, see Lemma 5.7. Using $(a+b)^\gamma \leq (a^\gamma + b^\gamma)$ for all $(a, b) \in \mathbb{R}^2$, $\gamma \leq 1$ and integral type subadditivity, one has
\[
\mathbb{E}[|M_{\alpha \wedge \tau_\eta}|^\gamma] \leq \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} \int_{|z| \leq 1} |G_0(M_{s-}, z)| N(ds dz) \right]^\gamma
\]
\[
+ \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} \int_{|z| \leq 1} |G_0(M_{s-}, z)| dz/z^2 ds \right]^\gamma
\]
\[
\leq c_\gamma \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} \int_0^1 |G_0(M_{s-}, z)|^\gamma dz/z^2 ds \right].
\]
Repeating the arguments of the first point yields the result. \hfill \square

**Lemma C.3.** Let $x_0$ be fixed. For all $\gamma > \beta(x_0)$, there exist strictly positive constants $C_\gamma$ and $\delta$ such that for all $x \in B(x_0, \delta)$
\[
\int_{|z| \leq 1} |G_0(x, z) - G_0(x_0, z)|^\gamma \pi(dz) \leq C_\gamma |x - x_0|^\gamma.
\]
It is easy to check Lemma C.3. Now we prove Proposition C.1, using the self-similarity of the limit process and last two lemmas.

**Proof.** By the Markov property, it is enough to prove the proposition for $t_0 = 0$. Let us introduce
\[
\mathcal{L}_t = \int_0^t \int_{|z| \leq 1} G_0(0, z) \tilde{N}(ds, dz), \quad S_t = \int_0^t \int_{\mathbb{R}^2} G_0(0, z) \tilde{N}(ds, dz).
\]
Note that $\mathcal{L}$ and $\mathcal{S}$ are pure jump Lévy processes whose Lévy measure are $\beta(0)|z|^{-\beta(0)-1}1_{|z| \leq 1} dz$ and $\beta(0)|z|^{-\beta(0)-1} dz$, respectively. An application of Itô formula shows that $\mathcal{S}$ is a symmetric $\beta(0)$-stable Lévy process, thus is $1/\beta(0)$-self-similar, meaning that for every $\alpha > 0$,
\[
(\alpha^{-1/\beta(0)} \mathcal{S}_t)_{t \in [0,1]} = (\mathcal{S}_t)_{t \in [0,1]}
\]
in law, see for instance Chapter 3 of Sato [41]. Observe that $\forall \delta > 0$,
\[
\mathbb{P} \left( \sup_{0 \leq t \leq 1} |\alpha^{-1/\beta(0)}(\mathcal{L}_t - \mathcal{S}_t)| \leq \delta \right) \geq \mathbb{P} (\mathcal{N}([0, \alpha] \times \{z : |z| > 1\}) = 0) = e^{-\alpha} \rightarrow_{\alpha \uparrow 0} 1.
\]
This computation yields that
\[
\alpha^{-1/\beta(0)} \sup_{t \in [0,1]} |\mathcal{L}_t - \mathcal{S}_t| \rightarrow 0
\]
in probability, when $\alpha \to 0$. Recall that the self-similarity of $\mathcal{S}$ ensures that $(\alpha^{-1/\beta(0)}S_{\alpha t})_{t \in [0,1]}$ converges (equals) in law to $(S_t)_{t \in [0,1]}$, thus the process $(\alpha^{-1/\beta(0)}L_{\alpha t})_{t \in [0,1]}$ converges in law to $(S_t)_{t \in [0,1]}$. To conclude, it remains to prove the following

$$\alpha^{-1/\beta(0)} \Delta_\alpha \to 0 \text{ in probability},$$

where $\Delta_\alpha := \sup_{0 \leq t \leq \alpha} |M_t - \mathcal{L}_t|$. There are two cases.

**Case 1 :** $\beta(0) \geq 1$. Applying the Burkholder–Davis-Gundy inequality and a subadditivity property, one has, for every $\gamma \in (\beta(0) + \eta, 2)$,

$$\mathbb{E}[|\Delta_{\alpha \wedge \tau_\eta}|^\gamma] \leq c_\gamma \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} \int_{C(0,1)} |G_0(M_{s-}, z) - G_0(0, z)|^\gamma dz/z^2 ds \right]$$

$$\leq c_\gamma \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} |M_s|^\gamma ds \right] \leq c_\gamma \int_0^\alpha \mathbb{E}[|M_{s \wedge \tau_\eta}|^\gamma] ds \leq c_\gamma \alpha^2,$$

where we used Lemma C.3 and Lemma C.2. Hence, for every $\delta > 0$, one has

$$\mathbb{P} \left( \alpha^{-1/\beta(0)} \Delta_\alpha \geq \delta \right) \leq \mathbb{P} (\tau_\eta \leq \alpha) + \mathbb{P} \left( \alpha^{-1/\beta(0)} \Delta_{\alpha \wedge \tau_\eta} \geq \delta \right),$$

(29)

where $\lim_{\alpha \downarrow 0^+} \mathbb{P}(\tau_\eta \leq \alpha) = \mathbb{P}(\tau_\eta = 0) = 0$ and

$$\mathbb{P} \left( \alpha^{-1/\beta(0)} \Delta_{\alpha \wedge \tau_\eta} \geq \delta \right) \leq \delta^{-\gamma} \alpha^{-\gamma/\beta(0)} \mathbb{E}[|\Delta_{\alpha \wedge \tau_\eta}|^\gamma] \leq c_{\delta, \gamma} \alpha^{2-\gamma/\beta(0)} \to 0,$$

(30)

since $2\beta(0) \geq 2 > \gamma > \beta(0) + \eta$.

**Case 2 :** $\beta(0) < 1$. As in Lemma C.2, for every $s \in [0, \tau_\eta)$ with $\eta$ small enough, it makes sense to separate the compensated Poisson measure. By subadditivity, for every $\gamma \in (\beta(0) + \eta, 1 \wedge 2\beta(0))$,

$$\mathbb{E}[|\Delta_{\alpha \wedge \tau_\eta}|^\gamma] \leq c_\gamma \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} \int_{C(0,1)} |G_0(M_{s-}, z) - G_0(0, z)| \text{and } N(dsdz) \right]^\gamma$$

$$+ c_\gamma \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} \int_{C(0,1)} |G_0(M_{s-}, z) - G_0(0, z)| dz/z^2 ds \right]^\gamma$$

$$\leq c_\gamma \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} \int_{C(0,1)} |G_0(M_{s-}, z) - G_0(0, z)| dz/z^2 ds \right]^\gamma$$

$$\leq c_\gamma \mathbb{E} \left[ \int_0^{\alpha \wedge \tau_\eta} |M_s|^\gamma ds \right] \leq c_\gamma \int_0^\alpha \mathbb{E}[|M_{s \wedge \tau_\eta}|^\gamma] ds \leq c_\gamma \alpha^2,$$

where we used again Lemma C.3 and Lemma C.2. Repeating the computations (29), (30) and using $\gamma \in (\beta(0) + \eta, 1 \wedge 2\beta(0))$ yield the result. \square
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