RATES OF MULTIVARIATE NORMAL APPROXIMATION FOR STATISTICS IN GEOMETRIC PROBABILITY

BY MATTHIAS SCHULTE\textsuperscript{1} AND J. E. YUKICH\textsuperscript{2}

\textsuperscript{1}Hamburg University of Technology, matthias.schulte@tuhh.de
\textsuperscript{2}Lehigh University, jey0@lehigh.edu

We employ stabilization methods and second order Poincaré inequalities to establish rates of multivariate normal convergence for a large class of vectors \((H_s^{(1)}, \ldots, H_s^{(m)})\), \(s \geq 1\), of statistics of marked Poisson processes on \(\mathbb{R}^d\), \(d \geq 2\), as the intensity parameter \(s\) tends to infinity. Our results are applicable whenever the functionals \(H_s^{(i)}\), \(i \in \{1, \ldots, m\}\), are expressible as sums of exponentially stabilizing score functions satisfying a moment condition. The rates are for the \(d_2\)-, \(d_3\)-, and \(d_{\text{convex}}\)-distances and are in general unimprovable. When we compare with a centered Gaussian random vector, whose covariance matrix is given by the asymptotic covariances, the rates are governed by the rate of convergence of \(s^{-1}\text{Cov}(H_s^{(i)}, H_s^{(j)})\), \(i, j \in \{1, \ldots, m\}\), to the limiting covariance, shown to be at most of order \(s^{-1/d}\). We use the general results to deduce rates of multivariate normal convergence for statistics arising in random graphs and topological data analysis as well as for multivariate statistics used to test equality of distributions. Some of our results hold for stabilizing functionals of Poisson input on suitable metric spaces.

1. Introduction. For all \(s \geq 1\) and a fixed bounded \(g : \mathbb{R}^d \to [0, \infty), d \geq 2\), let \(\mathcal{P}_{sg}\) be a Poisson process in \(\mathbb{R}^d\) whose intensity measure has the density \(sg\) with respect to Lebesgue measure. Given real-valued score functions \((\xi_s)_{s \geq 1}\) defined on the product of \(\mathbb{R}^d\) and the space of simple locally finite point configurations on \(\mathbb{R}^d\) and given a bounded set \(A \subset \mathbb{R}^d\), we consider statistics of the form

\begin{equation}
H_s := \sum_{x \in \mathcal{P}_{sg} \cap A} \xi_s(x, \mathcal{P}_{sg}), \quad s \geq 1,
\end{equation}

where the value of the score \(\xi_s(x, \mathcal{P}_{sg})\) depends only on the local configuration of points around \(x\). In this case \(H_s\) is said to be a stabilizing statistic. As described in the survey [34], the concept of stabilization is especially useful in establishing laws of large numbers, variance asymptotics, and central limit theorems for \(H_s\). The systematic investigation of stabilization goes back to [24, 25].

The aim of this paper is to investigate the joint behavior of statistics \(H_s^{(1)}, \ldots, H_s^{(m)}\), \(m \in \mathbb{N}, s \geq 1\), of the form (1.1) with score functions \((\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}\) and bounded sets \(A_1, \ldots, A_m \subset \mathbb{R}^d\). Write \(\bar{H}_s^{(i)} := H_s^{(i)} - \mathbb{E}H_s^{(i)}\) for \(i \in \{1, \ldots, m\}\). Under suitable moment and localization conditions on \((\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}\), it is known that \(s^{-1/2}\bar{H}_s^{(i)}, i \in \{1, \ldots, m\}\), converges to a centered normal as \(s \to \infty\) (see e.g. [2, 3, 17, 22, 26, 28, 34]). By the Cramer-Wold device one deduces that the \(m\)-vector \(\bar{H}_s := s^{-1/2}(\bar{H}_s^{(1)}, \ldots, \bar{H}_s^{(m)})\) converges to a centered multivariate normal as \(s \to \infty\). The goal of this paper is to derive a
quantitative version of this result with rates of convergence. To this end, we consider three distances \( d(\cdot, \cdot) \), namely the \( d_{2^*}, d_3 \), and \( d_{\text{convex}} \)-distances described below, which measure the closeness of the distributions of two random vectors. We establish upper bounds on \( d(\hat{H}_s, N) \) in terms of \( s \), where \( N \) is a suitable \( m \)-dimensional centered Gaussian random vector. This provides rates of multivariate normal convergence for \( \hat{H}_s \) as \( s \to \infty \).

Although much research has been conducted on the univariate normal approximation of stabilizing functionals as described above, [23] is the only paper providing explicit bounds for the multivariate normal approximation of \( \hat{H}_s \). Our results significantly improve upon the rates of convergence in [23] and consider a more general framework. We refer the reader to Remark (i) following Theorem 2.2 for more details.

Our bounds for the multivariate normal approximation are optimal in the sense that we can show lower bounds of the same order for some examples.

In this paper we consider two different situations. The first involves comparing \( \hat{H}_s \) with an \( m \)-dimensional centered Gaussian random vector \( N_{\Sigma(s)} \) having the same covariance matrix \( \Sigma(s) \) as \( \hat{H}_s \). This can be seen as a multivariate counterpart to the univariate central limit theorems, where one standardizes and compares with a standard Gaussian random variable. For \( d(\hat{H}_s, N_{\Sigma(s)}) \) we derive upper bounds of the order \( s^{-1/2} \) (see Theorem 2.2), which is of the same order as \( 1/\sqrt{\text{Var} \bar{H}_s(i)} \), \( i \in \{1, \ldots, m\} \), and which is analogous to the classical multivariate central limit theorem for sums of i.i.d. random vectors. This result can be seen as a multivariate version of the univariate central limit theorems in [17], which establishes a rate of normal convergence of \( 1/\sqrt{\text{Var} \bar{H}_s(1)} \) in the Kolmogorov distance. Note that [17] improved upon the weaker rates of convergence in e.g. [2, 26, 28]; see [17] for more details and further references. For some examples we derive lower bounds of the order \( s^{-1/2} \), showing that our rates of convergence for \( d(\hat{H}_s, N_{\Sigma(s)}) \), as well as those from [17] for the Kolmogorov distance in the univariate case, cannot be improved systematically.

In the second situation, we compare \( \hat{H}_s \) with an \( m \)-dimensional centered Gaussian random vector \( N_\Sigma \) with covariance matrix

\[
\Sigma := (\sigma_{ij})_{i,j=1,\ldots,m} := \lim_{s \to \infty} \left( \frac{\text{Cov}(\bar{H}_s^{(i)}, \bar{H}_s^{(j)})}{s^{1/d}} \right)_{i,j=1,\ldots,m},
\]

i.e., \( \Sigma \) is the asymptotic covariance matrix of \( \hat{H}_s \) for \( s \to \infty \). For \( d(\hat{H}_s, N_\Sigma) \) we derive an upper bound of the order \( s^{-1/d} \) (see Theorem 2.1), which depends on the dimension of the underlying Euclidean space and which is weaker than in the first situation. This effect occurs since one needs to compare the covariance matrices of \( \hat{H}_s \) and the Gaussian random vector, which are identical in the first case. One of the main achievements of this paper is to show that

\[
|\text{Cov}(\bar{H}_s^{(i)}, \bar{H}_s^{(j)})|/s - \sigma_{ij} \leq Cs^{-1/d}, \quad s \geq 1, \quad i,j \in \{1, \ldots, m\},
\]

with some constant \( C \in (0, \infty) \) (see Proposition 5.1). For \( i = j = 1 \), (1.2) provides a rate for the convergence of \( s^{-1} \text{Var} \bar{H}_s^{(1)} \) to the limiting variance, which is also new. To control \( d(\hat{H}_s, N_\Sigma) \), we have to bound in our proof the same terms as for \( d(\hat{H}_s, N_{\Sigma(s)}) \), which are of order \( 1/\sqrt{s} \), and we also have to bound the left-hand side of (1.2). Thus, the rate of multivariate normal convergence in the second situation is governed by the distance between the exact and the asymptotic covariance matrix of \( \hat{H}_s \). For a particular example we can show that the bound in (1.2) is sharp up to a constant, whence the rate \( s^{-1/d} \) for \( d(\hat{H}_s, N_\Sigma) \) cannot be improved systematically (see Proposition 2.4).
Our rates of multivariate normal convergence are for distances $d(\cdot, \cdot)$ defined as suprema over classes of test functions. More precisely, as presented in Section 2, we obtain rates of multivariate normal convergence for $\tilde{H}_s$ with respect to the $d_2$- and $d_3$-distances, which are defined via smooth test functions. We in fact establish rates of convergence with respect to the distance $d_{\text{convex}}$ defined at (2.19) in terms of the less tractable class comprised of indicators of measurable convex sets. Rates of convergence with respect to the distance $d_{\text{convex}}$ coincide with the rates for the $d_2$- and $d_3$-distances; that is to say that the rates for non-smooth test functions are not worse than those for smooth test functions. This is noteworthy since, for example, in [30] and [32] (see also [6, Section 12.4]) one obtained at least additional logarithmic factors in case of non-smooth test functions.

Bounds for the multivariate normal approximation of general random vectors are given in e.g. [6, 7, 8, 9, 10, 30, 32]. It is unclear whether these general results systematically apply to $\tilde{H}_s$ and, if they do, how to usefully evaluate the approximation bounds. Although $H^{(1)}_s, \ldots, H^{(m)}_s$ are Poisson functionals, the main results of [20] and Theorem 8.1 of [13] for the multivariate normal approximation of Poisson functionals in the $d_2$- and in the $d_3$-distance are usually not directly applicable, since the bounds require knowledge of the entire Wiener-Itô chaos expansions of the Poisson functionals. We are thus unaware of a general theory giving useful normal approximation bounds for the $m$-vector $s^{-1/2}(\tilde{H}^{(1)}_s, \ldots, \tilde{H}^{(m)}_s)$. As a first step to fill this lacuna, we were motivated to combine the Malliavin calculus on Poisson space with Stein’s method to develop in [36] second order Poincaré inequalities for the multivariate normal approximation of vectors of general Poisson functionals, which are multivariate counterparts to the main results of [18]. These inequalities show that moment and probability bounds of first and second order difference operators control rates of multivariate normal approximation. Though these bounds appear unwieldy, we show here that they simplify whenever the underlying statistics $H^{(1)}_s, \ldots, H^{(m)}_s$ comprising $\tilde{H}_s$ are sums of scores $\xi^{(1)}_s(x, \mathcal{P}^sg), \ldots, \xi^{(m)}_s(x, \mathcal{P}^sg), x \in \mathcal{P}^sg$, satisfying only weak moment conditions and stabilization criteria. In parts, the bounds can be evaluated similarly as in [17], where the second order Poincaré inequalities for univariate normal approximation from [18] were applied to stabilizing functionals, but the important difference with respect to the univariate situation is that we have to compare the covariance matrices of $\tilde{H}_s$ and $N_\Sigma$. This issue is addressed by the inequality (1.2), whose proof involves careful estimates describing the average behavior of products of stabilizing score functions.

The recent preprint [16] establishes bounds for the multivariate normal approximation of Poisson functionals satisfying a potentially wider form of stabilization. These results, which also rely on methods from [36], provide systematically weaker rates of convergence than do those given here. In contrast to our situation, they are intended for functionals whose second order difference operators cannot be controlled. In [16], one usually approximates a vector of Poisson functionals with a centered Gaussian random vector having the same covariance matrix, whence no quantitative bounds such as (1.2) for the convergence of covariances are considered.

Finding convergence rates for the multivariate normal approximation of stabilizing functionals of binomial input is a related but separate problem and is not addressed here. In the univariate case, the paper [17] provides rates of normal convergence for stabilizing functionals of binomial input. In the multivariate case, we cannot similarly treat an underlying binomial point process, since the second order Poincaré inequalities for the multivariate normal approximation of Poisson functionals in [36] have no available counterparts for binomial input. A possible strategy to address this would be to extend the univariate results of [15] for binomial input, which were employed in [17], to the multivariate situation. Moreover, establishing a bound like (1.2) might be more difficult for an underlying binomial point process.
This paper is organized as follows. Section 2 provides the framework, notation, and statements of our general multivariate normal approximation results. We discuss the optimality of our results and provide a criterion for the positive definiteness of the asymptotic covariance matrix. In Section 3, we deduce rates of normal convergence of some multivariate functionals in stochastic geometry, including component, degree, and subgraph counts for random geometric graphs, statistical estimators of Rényi entropy vectors, and the vector of $k$-critical points for the Poisson-Boolean complex. A marked version of our results gives rates of normal convergence for multivariate tests of equality of distributions. In Section 4 we draw on the findings from [17, 36] to deduce a general multivariate normal approximation result, Theorem 4.1, for vectors of stabilizing functionals of marked Poisson processes in a metric space. Section 5 gives the proofs of all results in Section 2. In particular, it is shown that our main results follow from Theorem 4.1. We establish in Proposition 5.1 the crucial covariance convergence (1.2), which is proven in Section 6.

2. Main results.

2.1. Notation and definitions. Before describing our main results in detail we require some terminology.

Marked Poisson processes. Let $W \subseteq \mathbb{R}^d$, $d \geq 2$, be a fixed measurable set. Typically $W$ is either a compact subset of $\mathbb{R}^d$ or $\mathbb{R}^d$ itself. We sometimes assume that the boundary of $W$, denoted $\partial W$, satisfies
\begin{equation}
\limsup_{r \to 0} \frac{\lambda_d(\{x \in A : d(x, \partial W) \leq r\})}{r} < \infty
\end{equation}
for any measurable and bounded $A \subseteq W$, where $\lambda_d$ stands for the $d$-dimensional Lebesgue measure and $d(x, \partial W) := \sup_{y \in \partial W} \|x - y\|$ with the Euclidean norm $\| \cdot \|$. We note that convex sets and polyconvex sets satisfy (2.1), a condition needed to control boundary effects. Similar assumptions have been used before, for example, in [24, p. 3] or [17, Theorem 2.3]. Let $g : W \to [0, \infty)$ be a measurable bounded function. By $\mathcal{Q}$ we denote the measure on $\mathbb{R}^d$ whose density with respect to $d$-dimensional Lebesgue measure $\lambda_d$ is $g$ on $W$ and zero on $W^c$.

To deal with marked Poisson processes, let $(M, \mathcal{F}_M, \mathcal{Q}_M)$ be a probability space. In the following $M$ shall be the space of marks and $\mathcal{Q}_M$ the underlying probability measure of the marks. Let $\hat{\mathcal{F}}$ be the product $\sigma$-field of the Borel $\sigma$-field $\mathcal{B}(\mathbb{R}^d)$ and $\mathcal{F}_M$ and let $\hat{\mathcal{Q}}$ be the product measure of $\mathcal{Q}$ and $\mathcal{Q}_M$, which is a measure on $\hat{\mathbb{R}}^d := \mathbb{R}^d \times M$. For $\hat{x} \in \hat{\mathbb{R}}^d$ we often use the representation $\hat{x} := (x, m_x)$ with $x \in \mathbb{R}^d$ and $m_x \in M$. Let $\mathcal{N}$ be the set of simple locally-finite counting measures on $(\hat{\mathbb{R}}^d, \hat{\mathcal{F}})$, i.e., for $\nu \in \mathcal{N}$ one has $\nu(\{\hat{x}\}) \leq 1$ for all $\hat{x} \in \hat{\mathbb{R}}^d$ and $\nu(A \times M) < \infty$ for all measurable and bounded $A \subseteq \mathbb{R}^d$. Simple counting measures correspond to point configurations and can be identified with their support. This means that $\mathcal{N}$ can be interpreted as the set of simple point configurations in $\hat{\mathbb{R}}^d$. The set $\hat{\mathcal{N}}$ is equipped with the smallest $\sigma$-field $\hat{\mathcal{N}}$ such that the maps $m_A : \hat{\mathcal{N}} \to \mathcal{N} \cup \{0, \infty\}$, $\nu \mapsto \nu(A)$ are measurable for all $A \in \hat{\mathcal{F}}$. A point process is a random element in $\mathcal{N}$. We update our notation and now let $\mathcal{P}_{sg}$ be the Poisson (point) process with intensity measure $s\hat{\mathcal{Q}}$, which consists of points in $\hat{\mathcal{W}} := W \times M$. Recall that the numbers of points of $\mathcal{P}_{sg}$ in disjoint sets $B_1, \ldots, B_n \in \hat{\mathcal{F}}$, $n \in \mathbb{N}$, are independent and that the number of points of $\mathcal{P}_{sg}$ in a set $B \in \hat{\mathcal{F}}$ follows a Poisson distribution with parameter $s\hat{\mathcal{Q}}(B)$. When $(M, \mathcal{F}_M, \mathcal{Q}_M)$ is a singleton endowed with a Dirac point mass, $\hat{\mathcal{W}}$ and $\hat{\mathcal{Q}}$ reduce to $W$ and $\mathcal{Q}$, respectively, and the ‘hat’ superscript can be removed in all occurrences.
In the following we denote by $\mathcal{P}_u$, $u > 0$, a marked stationary Poisson process in $\hat{\mathbb{R}}^d$ whose intensity measure is $u$ times the product measure of the $d$-dimensional Lebesgue measure $\lambda_d$ and $\mathbb{Q}_M$.

**Random sums and random measures.** We consider families of scores $(\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}$, $m \in \mathbb{N}$, which are measurable maps from $\hat{\mathbb{R}}^d \times \mathbb{N}$ to $\mathbb{R}$. We fix measurable and bounded sets $A_1, \ldots, A_m \subseteq W$ such that $\lambda_d(A_i) > 0$, $i \in \{1, \ldots, m\}$. As in condition (A2) of [23], we sometimes assume that

$$\limsup_{r \to 0} \frac{\lambda_d(\{x \in \mathbb{R}^d : d(x, \partial A_i) \leq r\})}{r} < \infty.$$  

For $i \in \{1, \ldots, m\}$, we put

$$H_s^{(i)} := \sum_{\tilde{x} \in \mathcal{P}_s \cap \hat{A}_i} \xi_s^{(i)}(\tilde{x}, \mathcal{P}_sg)$$

with $\hat{A}_i := A_i \times \mathbb{M}$ and $\bar{H}_s^{(i)} := H_s^{(i)} - \mathbb{E} H_s^{(i)}$. We seek multivariate central limit theorems for the $m$-vector $s^{-1/2}(\bar{H}_s^{(1)}, \ldots, \bar{H}_s^{(m)})$. More generally, we consider the random measures

$$\mu_s^{(i)} := \sum_{(x, m_x) \in \mathcal{P}_s \cap \hat{A}_i} \xi_s^{(i)}((x, m_x), \mathcal{P}_sg)\delta_x, \quad s \geq 1,$$

with $\delta_x$ being the point mass at $x \in \mathbb{R}^d$. For given measurable and bounded test functions $f_i : A_i \to \mathbb{R}$, $i \in \{1, \ldots, m\}$, and $s \geq 1$ put

$$\langle \mu_s^{(i)}, f_i \rangle := \sum_{(x, m_x) \in \mathcal{P}_s \cap \hat{A}_i} f_i(x)\xi_s^{(i)}((x, m_x), \mathcal{P}_sg)$$

and

$$\langle \bar{\mu}_s^{(i)}, f_i \rangle := \langle \mu_s^{(i)}, f_i \rangle - \mathbb{E} \langle \mu_s^{(i)}, f_i \rangle.$$

We will assume $f_i \not\equiv 0$, that is to say $\lambda_d(\{x \in A_i : f_i(x) \not= 0\}) > 0$. The conditions $\lambda_d(A_i) > 0$ and $f_i \not\equiv 0$ are required since, otherwise, $H_s^{(i)} = 0$ a.s. and $\mu_s^{(i)}$ becomes the null measure a.s. When $f_i \equiv 1$ we note that $\langle \bar{\mu}_s^{(i)}, f_i \rangle = \bar{H}_s^{(i)}$.

**Score functions.** For several of our results we will require that $(\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}$ are of a particular structure. We say that $(\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}$ are **scaled scores** if there are measurable functions $\xi^{(i)} : \hat{\mathbb{R}}^d \times \mathbb{N} \to \mathbb{R}$ and constants $C^{(i)} \in (0, \infty)$, $i \in \{1, \ldots, m\}$, such that $\xi^{(i)}((x, m_x), \mathcal{M})$ is the score $\xi^{(i)}$ at $(x, m_x)$ evaluated on an $s^{1/d}$-dilation of $\mathcal{M}$ about $x$, namely

$$\xi^{(i)}((x, m_x), \mathcal{M}) = \xi^{(i)}((x, m_x), x + s^{1/d}(\mathcal{M} - x)), \quad (x, m_x) \in \hat{\mathbb{R}}^d, \mathcal{M} \in \mathbb{N}, s \geq 1,$$

and

$$|\xi^{(i)}((x, m_x), \mathcal{M}) - \xi^{(i)}((x + y, m_x), \mathcal{M} + y)| \leq C^{(i)}\|y\|, \quad x, x + y \in W, m_x \in \mathbb{M}, \mathcal{M} \in \mathbb{N}.$$

For $\mathcal{M} \in \mathbb{N}$ and $a \in (0, \infty)$, by $a\mathcal{M}$ we mean the point set $\{(ax, m_x) : (x, m_x) \in \mathcal{M}\}$. Given $y \in \mathbb{R}^d$, we use $\mathcal{M} + y$ to denote the point set $\{(x + y, m_x) : (x, m_x) \in \mathcal{M}\}$. Also, (2.6) is satisfied if $\xi^{(i)}$ is translation invariant in the spatial coordinate, that is to say

$$\xi^{(i)}((x, m_x), \mathcal{M}) = \xi^{(i)}((x + y, m_x), \mathcal{M} + y), \quad x, y \in \mathbb{R}^d, m_x \in \mathbb{M}, \mathcal{M} \in \mathbb{N}.$$

To derive central limit theorems for the measures at (2.4), we impose several conditions on the scores $(\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}$. The random variables we consider involve only
Here and in the following, we use the abbreviation \( M_{\overline{2}} \).

Radius of stabilization. For \( x \in \mathbb{R}^d \) and \( r \in (0, \infty) \), let \( B^d(x,r) \) be the closed Euclidean ball centered at \( x \) of radius \( r \) and let \( \overline{B}^d(x,r) \) stand for \( B^d(x,r) \times \mathbb{M} \). For \( s \geq 1 \) we say that \( R_s : \overline{W} \times \mathbb{N} \to [0, \infty) \) is a radius of stabilization for the scores \( \xi_s^{(1)}, \ldots, \xi_s^{(m)} \) if for all \( i \in \{1, \ldots, m\} \), \( x \in \overline{W} \), \( m_x \in \mathbb{M} \), \( \mathcal{M} \in \mathbb{N} \), \( s \geq 1 \), and \( \hat{A} \subset \mathbb{R}^d \times \mathbb{M} \) with \( |\hat{A}| \leq 9 \),

\[
(2.8) \quad \xi_s^{(i)}((x, m_x), (\mathcal{M} \cup \hat{A}) \cap \overline{B}^d(x, R_s((x, m_x), \mathcal{M}))) = \xi_s^{(i)}((x, m_x), (\mathcal{M} \cup \hat{A})).
\]

Here \( |\hat{A}| \) denotes the cardinality of \( \hat{A} \). We call a radius of stabilization \( R_s \) monotone if \( R_s((x, m_x), \mathcal{M}_1) \geq R_s((x, m_x), \mathcal{M}_2) \) for all \( (x, m_x) \in \overline{W} \) and \( \mathcal{M}_1, \mathcal{M}_2 \in \mathbb{N} \) such that \( \mathcal{M}_1 \subseteq \mathcal{M}_2 \), i.e., any point of \( \mathcal{M}_1 \) is also a point of \( \mathcal{M}_2 \). Moreover, for some of our findings we have to assume that for any \( (x, m_x) \in \overline{W}, \mathcal{M} \in \mathbb{N} \), and \( r \geq 0 \),

\[
(2.9) \quad 1\{R_s((x, m_x), \mathcal{M}) \leq r\} = 1\{R_s((x, m_x), \mathcal{M} \cap \overline{B}^d(x, r)) \leq r\}.
\]

Condition (2.9) says that the radius of stabilization \( R_s \) is itself locally determined, that is to say \( \xi \) is ‘intrinsically’ stabilizing.

Exponential stabilization. For a given point \( x \in \mathbb{R}^d \) we denote by \( M_x \) the corresponding random mark, which has distribution \( q_{\mathcal{M}} \) and is independent of everything else. Similarly to e.g. [2, 3, 17, 22, 23, 25, 26, 28, 34], we say that \( (\xi_s^{(1)}), s \geq 1, \ldots, (\xi_s^{(m)}), s \geq 1 \) are exponentially stabilizing if there exist radii of stabilization \( (R_s), s \geq 1 \) and constants \( C_{\text{stab}}, c_{\text{stab}} \in (0, \infty) \) such that for \( r \geq 0, x \in \overline{W}, \) and \( s \geq 1 \),

\[
(2.10) \quad \mathbb{P}(R_s((x, M_x), \mathcal{P}_{sg}) \geq r) \leq C_{\text{stab}} \exp(-c_{\text{stab}}sr^d).
\]

Sometimes we also require such a condition with respect to some stationary Poisson processes, i.e., with \( C_{\text{stab}}, c_{\text{stab}} \in (0, \infty) \) as in (2.10) and for \( r \geq 0, x, y \in \overline{W}, \) and \( s \geq 1 \),

\[
(2.11) \quad \mathbb{P}(R_s((x, M_x), \mathcal{P}_{sg(y)}) \geq r) \leq C_{\text{stab}} \exp(-c_{\text{stab}}sr^d).
\]

While we have our underlying Poisson process \( \mathcal{P}_{sg} \) in (2.10), in (2.11) we consider a stationary Poisson process \( \mathcal{P}_{sg(y)} \), whose intensity is \( sg(y) \) for \( y \in \overline{W} \). The idea behind (2.11) is that one still has exponential stabilization if for \( y \in \overline{W}, \mathcal{P}_{sg} \) is replaced by a stationary Poisson process whose intensity is the density of \( \mathcal{P}_{sg} \) at \( y \). The scores \( (\xi_s^{(1)}), s \geq 1, \ldots, (\xi_s^{(m)})_s \geq 1 \) are intrinsically exponentially stabilizing if there exist radii of stabilization \( (R_s), s \geq 1 \) that are monotone and satisfy (2.9) - (2.11).

Moment conditions. For a finite set \( \mathcal{A} \subset \mathbb{R}^d \) let \( (\mathcal{A}, M_{\mathcal{A}}) \) be the random set obtained by equipping each point of \( \mathcal{A} \) with a random mark distributed according to \( q_{\mathcal{M}} \) and independent from everything else. We say that the scores \( (\xi_s^{(1)}), s \geq 1, \ldots, (\xi_s^{(m)})_s \geq 1 \) satisfy a \((6 + p)\)th-moment condition with \( p \in (0, \infty) \) if there exists a constant \( C_{\text{mom},p} \in (0, \infty) \) such that, for all \( i \in \{1, \ldots, m\} \) and \( \mathcal{A} \subset \overline{W} \) with \( |\mathcal{A}| \leq 9 \),

\[
(2.12) \quad \sup_{s \in [1, \infty)} \sup_{x \in \overline{W}} \mathbb{E}|\xi_s^{(i)}((x, M_x), \mathcal{P}_{sg} \cup (\mathcal{A}, M_{\mathcal{A}}))|^{6+p} \leq C_{\text{mom},p}.
\]
Sometimes it is necessary to also assume this moment condition holds for some stationary Poisson processes, i.e., that with the same p and \( C_{mom,p} \) as in (2.12), for all \( i \in \{1, \ldots, m\} \) and \( \mathcal{A} \subset \mathbb{R}^d \) with \( |\mathcal{A}| \leq 9 \).

\[
\sup_{s \in [1, \infty)} \sup_{x,y \in \mathcal{W}} \mathbb{E} |\xi_s (i) ((x, M_x), \mathcal{P}_{sg(y) \cup (\mathcal{A}, M_A)})|^{6+p} \leq C_{mom,p}.
\]

\textbf{Lipschitz functions.} For \( U \subseteq \mathbb{R}^d \) and \( L \in (0, \infty) \) we let \( \text{Lip}_L(U) \) be the class of Lipschitz functions on \( U \) with Lipschitz constant \( L \), i.e., those functions \( f : U \to \mathbb{R} \) such that

\[
|f(x) - f(y)| \leq L \|x - y\|, \quad x, y \in U.
\]

We let \( \text{Lip}(U) \) denote all \( f : U \to \mathbb{R} \) with \( f \in \text{Lip}_L(U) \) for some \( L \).

\textbf{Covariance matrix.} In order to provide a formula for asymptotic covariances, we need further conditions, which will sometimes be required for our results. Assume that \( \lambda_d(\partial W) = 0 \) (which always holds if (2.1) is satisfied) and that \( g \) is almost everywhere continuous on \( W \).

Let \( \{\xi_s (i)^{(1)}\}_{s \geq 1}, \ldots, \{\xi_s (m)^{(m)}\}_{s \geq 1} \) be scaled scores generated by \( \xi^{(1)}, \ldots, \xi^{(m)} \) (see (2.5)) and assume that \( \{\xi_s (i)^{(1)}\}_{s \geq 1}, \ldots, \{\xi_s (m)^{(m)}\}_{s \geq 1} \) are intrinsically exponentially stabilizing and satisfy the moment conditions (2.12) and (2.13) for some \( p > 0 \). We fix measurable and bounded functions \( f_1 : A_1 \to \mathbb{R}, \ldots, f_m : A_m \to \mathbb{R} \). As in [22] (see also the remark after the proof of Proposition 5.1), one may show that

\[
\lim_{s \to \infty} \frac{\text{Cov}(\langle \mu_s (i), f_1 \rangle, \langle \mu_s (j), f_j \rangle)}{s} = \sigma_{ij}, \quad i,j \in \{1, \ldots, m\},
\]

where for \( i,j \in \{1, \ldots, m\} \),

\[
\sigma_{ij} := \int_{A_i \cap A_j} \mathbb{E} \xi_s (i) ((x, M_x), \mathcal{P}_{g(x)}) \xi_s (j) ((x, M_x), \mathcal{P}_{g(x)}) f_i (x) f_j (x) g(x) \, dx
\]

\[
+ \int_{A_i \cap A_j} \int_{\mathbb{R}^d} (\mathbb{E} \xi_s (i) ((x, M_x), \mathcal{P}_{g(x)}) \xi_s (j) ((x, M_x+y), \mathcal{P}_{g(x+y)} ) - \mathbb{E} \xi_s (i) ((x, M_x+y), \mathcal{P}_{g(x+y)} ) ) f_i (x) f_j (x) g(x) \, dy \, dx.
\]

Note that \( \sigma_{ij} \) does not depend on the choice of \( W \). By \( \Sigma := (\sigma_{ij})_{i,j=1,\ldots,m} \) we denote the corresponding asymptotic covariance matrix.

\textbf{Distances between \( m \)-dimensional random vectors.} Since our limit theorems are quantitative in that they provide rates of normal convergence, we introduce distances between two \( m \)-dimensional random vectors \( Y = (Y_1, \ldots, Y_m) \) and \( Z = (Z_1, \ldots, Z_m) \) or, more precisely, distances between their distributions. The \( d_2 \)-distance and the \( d_3 \)-distance, used for the multivariate normal approximation of Poisson functionals first in [20] and afterwards, for example, in [13, 16, 36], are defined in terms of classes of continuously differentiable test functions. Let \( \mathcal{H}_m^{(2)} \) be the set of all \( C^2 \)-functions \( h : \mathbb{R}^m \to \mathbb{R} \) such that

\[
|h(x) - h(y)| \leq \|x - y\|, \quad x, y \in \mathbb{R}^m, \quad \text{and} \quad \sup_{x \in \mathbb{R}^m} \|\text{Hess} \, h(x)\|_{\text{op}} \leq 1,
\]

where \( \text{Hess} \, h \) is the Hessian of \( h \) and \( \|\Theta\|_{\text{op}} \) denotes the operator norm of a matrix \( \Theta \). On the other hand, let \( \mathcal{H}_m^{(3)} \) be the set of all \( C^3 \)-functions \( h : \mathbb{R}^m \to \mathbb{R} \) such that the absolute values of the second and third partial derivatives are bounded by one. Define

\[
d_2 (Y, Z) := \sup_{h \in \mathcal{H}_m^{(2)}} \|\mathbb{E} h(Y) - \mathbb{E} h(Z)\|
\]
if $\|E Y\|, \|E Z\| < \infty$ and
\begin{equation}
(2.18) \quad d_3(Y,Z) := \sup_{h \in \mathcal{H}^{(3)}_m} \|\mathbb{E}h(Y) - \mathbb{E}h(Z)\|
\end{equation}
if $\|E Y\|^2, \|E Z\|^2 < \infty$.

We consider a distance involving non-smooth test functions, namely
\begin{equation}
(2.19) \quad d_{\text{convex}}(Y,Z) := \sup_{h \in \mathcal{I}} \|\mathbb{E}h(Y) - \mathbb{E}h(Z)\|
\end{equation}
where $\mathcal{I}$ is the set of indicators of measurable convex sets in $\mathbb{R}^m$. For $m \geq 2$ the $d_{\text{convex}}$-distance is stronger than the Kolmogorov distance $d_K$ given by the supremum norm of the difference of the distribution functions of $Y$ and $Z$, namely
\begin{equation}
(2.20) \quad d_K(Y,Z) := \sup_{(x_1,\ldots,x_m) \in \mathbb{R}^m} |\mathbb{P}(Y_1 \leq x_1, \ldots, Y_m \leq x_m) - \mathbb{P}(Z_1 \leq x_1, \ldots, Z_m \leq x_m)|.
\end{equation}
Convergence in any of the distances at (2.17)-(2.20) implies convergence in distribution.

2.2. Statements of the main results. In this subsection as well as in the two subsequent subsections let $P_{sg}$, $W$, $A_1, \ldots, A_m$, $f_1, \ldots, f_m$, $\bar{\mu}_1^{(1)}, \ldots, \bar{\mu}_m^{(m)}$ and $\Sigma$ be as in Subsection 2.1. Recall that $\Sigma$ is the matrix with the components $\sigma_{ij}$, $i, j \in \{1, \ldots, m\}$, defined at (2.16). Throughout we denote by $N_{\Theta}$ a centered Gaussian random vector with covariance matrix $\Theta \in \mathbb{R}^{m \times m}$. For $f : \mathbb{R}^d \supset \text{dom} f \rightarrow \mathbb{R}$, let $\|f\|_{\infty} := \sup_{x \in \text{dom} f} |f(x)|$.

**Theorem 2.1.** Suppose that $g \in \text{Lip}(W)$, that $W$ fulfills (2.1), and that $A_1, \ldots, A_m$ satisfy (2.2). Assume that the scores $(\xi_1^{(1)})_{s \geq 1}, \ldots, (\xi_m^{(m)})_{s \geq 1}$ are scaled, intrinsically exponentially stabilizing, and satisfy the moment conditions (2.12) and (2.13) for some $p > 0$, and that $f_i \in \text{Lip}_1(A_i)$ with $f_i \not\equiv 0$, $i \in \{1, \ldots, m\}$.

(a) There exists a constant $c_1 \in (0, \infty)$ such that
\begin{equation}
(2.21) \quad d_3\left( s^{-1/2} \left( \langle \mu_1^{(1)}, f_1 \rangle, \ldots, \langle \mu_m^{(m)}, f_m \rangle \right), N_{\Sigma} \right) \leq c_1 s^{-1/d}, \quad s \geq 1.
\end{equation}
(b) If $\Sigma$ is positive definite, then there exists a constant $c_2 \in (0, \infty)$ such that
\begin{equation}
(2.22) \quad d\left( s^{-1/2} \left( \langle \mu_1^{(1)}, f_1 \rangle, \ldots, \langle \mu_m^{(m)}, f_m \rangle \right), N_{\Sigma} \right) \leq c_2 s^{-1/d}, \quad s \geq 1,
\end{equation}
for $d \in \{d_2, d_{\text{convex}}\}$.

The constant $c_1$ depends on $d, W, g, m, A_1, \ldots, A_m, \|f_1\|_{\infty}, \ldots, \|f_m\|_{\infty}$ as well as all constants in (2.6) and (2.10)-(2.13). The constant $c_2$ depends on the same quantities together with $\Sigma$.

Note that (2.21) implies that, for all $i, j \in \{1, \ldots, m\},$
\begin{equation}
(2.23) \quad \left| \sigma_{ij} - \frac{\text{Cov}(\langle \mu_1^{(1)}, f_i \rangle, \langle \mu_2^{(j)}, f_j \rangle)}{s} \right| \leq 2c_1 s^{-1/d}, \quad s \geq 1,
\end{equation}
because $\mathbb{R}^m \ni (u_1, \ldots, u_m) \mapsto u_i u_j / 2$ belongs to the class $\mathcal{H}^{(3)}_m$ used in the definition of $d_3$ at (2.18). The bound (2.23) is however a main ingredient in our proof of Theorem 2.1 and it is established in Proposition 5.1.

We obtain improved rates of normal convergence when $\Sigma$ is replaced by $\Sigma(s)$, $s \geq 1$, the covariance matrix of $s^{-1/2} \left( \langle \mu_1^{(1)}, f_1 \rangle, \ldots, \langle \mu_m^{(m)}, f_m \rangle \right)$. Moreover the following result
requires neither that the scores \((\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}\) are scaled as at (2.5) and (2.6) and fulfill (2.13), nor does it assume that their radii of stabilization are monotone and satisfy (2.9) and (2.11). The assumptions on \(W, g, A_1, \ldots, A_m, \) and \(f_1, \ldots, f_m\) are weaker as well.

**Theorem 2.2.** Assume that \((\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}\) are exponentially stabilizing as at (2.10) and satisfy the moment condition (2.12) for some \(p > 0\). Let \(f_i : A_i \to \mathbb{R}\) be measurable and bounded and such that \(f_i \not\equiv 0, i \in \{1, \ldots, m\}\).

(a) There exists a constant \(c_3 \in (0, \infty)\) such that

\[
(2.24) \quad d_3 \left( s^{-1/2} \left( \left( \langle \mu_s^{(1)}, f_1 \rangle, \ldots, \langle \mu_s^{(m)}, f_m \rangle \right), N_{\Sigma(s)} \right), \right) \leq c_3 s^{-1/2}, \quad s \geq 1.
\]

(b) If \(\Sigma(s)\) is positive definite for \(s \geq 1\), there exists a constant \(c_4 \in (0, \infty)\) such that

\[
(2.25) \quad d \left( s^{-1/2} \left( \left( \langle \mu_s^{(1)}, f_1 \rangle, \ldots, \langle \mu_s^{(m)}, f_m \rangle \right), N_{\Sigma(s)} \right), \right) \leq c_4 v(\Sigma(s)) s^{-1/2}, \quad s \geq 1,
\]

for \(d \in \{d_2, d_{\text{convex}}\}\), where \(v : \mathbb{R}^{m \times m} \to \mathbb{R}\) is given by

\[
(2.26) \quad v(\Theta) := \max \left\{ \|\Theta^{-1}\|_{\text{op}}^{1/2}, \|\Theta^{-1}\|_{\text{op}}^{3/2} \right\}, \quad d = d_2, \quad d = d_{\text{convex}}.
\]

The constants \(c_3\) and \(c_4\) depend on \(d, W, g, m, A_1, \ldots, A_m, \|f_1\|_{\infty}, \ldots, \|f_m\|_{\infty}\) as well as the constants in (2.10) and (2.12).

**Remarks.** (i) (Comparison of Theorems 2.1 and 2.2 with the literature.) The paper [23] finds rates of normal convergence with respect to the distance at (2.20) of order \(O(s^{-1/(2d+\epsilon)})\), \(\epsilon > 0\), for the special case that \(\xi^{(1)} = \ldots = \xi^{(m)}\) and that the \(A_i, i \in \{1, \ldots, m\}\), are disjoint, which means that the limiting centered Gaussian random vector has a diagonal matrix as covariance matrix. Theorem 2.1 upgrades these rates to \(O(s^{-1/d})\) without assuming that the \(\xi^{(i)}, i \in \{1, \ldots, m\}\), coincide or that the \(A_i, i \in \{1, \ldots, m\}\), are disjoint.

The paper [32] and [6, Theorem 12.5] establish multivariate rates of normal convergence with respect to \(d_{\text{convex}}\) for sums of locally dependent bounded random variables, though the rates involve extraneous logarithmic factors. The logarithmic factors were removed in [9] and also [8], where still boundedness conditions of one sort or another are assumed. For sums of locally dependent possibly unbounded random variables, multivariate normal convergence in the \(d_{\text{convex}}\)-distance is shown in [7, Chapter 3] with rates comparable to those in the classical central limit theorem for sums of i.i.d. random vectors. For a further result without boundedness assumptions but with a weaker rate of convergence we refer to [30, Corollary 3.1]. It is noteworthy that the scores \((\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}\) in Theorem 2.1(b) and Theorem 2.2(b) only require moment conditions and not boundedness assumptions. Stabilizing Poisson functionals do not have a local dependence structure in general, although they can be approximated by sums of locally dependent random variables (see [2, 26]). If one has good bounds for sums with a local dependence structure as in [7, 8, 9], we believe that evaluating these bounds in a way similar to that in [2, 26] for the univariate case would lead to extra logarithmic factors. This difficulty appears inherent in the approaches given in [2, 26] and might occur for smooth and non-smooth test functions.

For smooth test functions the rate of convergence in (2.24) is of the same order as one obtains from the results of [6, Chapter 12] or [10] for sums of locally dependent random vectors, although stabilizing functionals are not of this form in general. Moreover, the rate in (2.24) is for a slightly weaker and, thus, better distance (\(d_3\) instead of a distance defined by a class of test functions having bounded mixed partials up to order three).
(ii) (Classical central limit theorem.) For the special case \( \xi_s^{(i)} \equiv 1, \ i \in \{1, \ldots, m\}, \) and \( f_1 \equiv 1, \ldots, f_m \equiv 1, \ (\mu_s^{(1)}, f_1), \ldots, (\mu_s^{(m)}, f_m) \) becomes a vector of possibly dependent Poisson distributed random variables and one can apply the classical multivariate central limit theorem for sums of i.i.d. random vectors. However even for this situation, the problem of finding rates of multivariate normal convergence by Stein’s method is a challenging one, as shown in [4, 11]. The second order Poincaré inequality from [36] used in this paper is applied to the aforementioned vector of Poisson distributed random variables in Corollary 1.3 in [36], where the rate \( s^{-1/2} \) with respect to \( d \in \{d_2, d_3, d_{\text{convex}}\} \) is obtained and the dependence on \( m \) is given.

(iii) (Univariate setting \( m = 1 \)) We obtain new rate results in the univariate central limit theorem. Let \( N(a, \sigma^2) \) denote a Gaussian random variable with mean \( a \in \mathbb{R} \) and variance \( \sigma^2 \in (0, \infty) \). Recall from [17] that if \( (\xi_s^{(1)})_{s \geq 1} \) are exponentially stabilizing and satisfy the moment condition (2.12) for some \( p > 0 \), then there is a constant \( C \in (0, \infty) \) such that

\[
d_K \left( \frac{\langle \mu_s^{(1)}, f_1 \rangle}{\text{Var}(\mu_s^{(1)}, f_1)}, N(0, 1) \right) \leq Cs^{-1/2}, \quad s \geq 1,
\]

provided \( \text{Var}(\mu_s^{(1)}, f_1) \geq cs, \ s \geq 1 \), with some constant \( c \in (0, \infty) \). It is natural to ask for rates of normal convergence when \( \text{Var}(\mu_s^{(1)}, f_1) \) is replaced by \( \sqrt{s} \). Theorem 2.1 yields the bound

\[
d_K \left( s^{-1/2} \langle \mu_s^{(1)}, f_1 \rangle, N(0, \sigma), \langle \mu_s^{(1)}, f_1 \rangle, N(0, \sigma) \right) \leq c_2 s^{-1/d}, \quad s \geq 1,
\]

which is new, and moreover this rate cannot be improved in general, as will be shown by Proposition 2.4.

(iv) \( (d = 1) \) For simplicity we exclude the case \( d = 1 \), i.e., Poisson processes on the real line. Nonetheless, our approach prevails in this situation, yielding the rate \( s^{-1/2} \) in (2.21) and (2.22).

(v) (Extension to polynomial stabilization.) One has polynomial stabilization if the probabilities on the left-hand side of (2.10) (and (2.11)) decay polynomially, i.e., they can be bounded by \( C_{\text{stab}}(s^{1/d})^{-r} \) for some \( r > 0 \). We expect that the arguments of our proofs still work for polynomial stabilization if the exponent \( r \) is sufficiently large.

2.3. Optimality of rates. This subsection establishes the optimality of the rates of convergence in Theorems 2.1 and 2.2 by providing lower bounds of the same order for some score functions. We start with the \( d_{\text{convex}} \)-distance in Theorem 2.2 (b) and use the following observation, which is proved in Section 5. For an integer-valued random variable \( Y \) with \( \mathbb{E}Y^2 < \infty \) and \( \sigma^2 := \text{Var} Y \geq 1 \) and a standard normal random variable \( N \), one has

\[
d_K \left( \sigma^{-1}(Y - \mathbb{E}Y), N \right) \geq \frac{1}{4\sqrt{2\pi} \exp(1/8)}.
\]

The \( d_{\text{convex}} \)-distance is bounded from below by the Kolmogorov distances between the marginal distributions and the Kolmogorov distance is invariant under rescaling. Assume the situation of Theorem 2.2 (b) and that the scores \( (\xi_s^{(k)})_{s \geq 1} \) are integer-valued for some \( k \in \{1, \ldots, m\} \) and let \( N_{\Sigma(s)}^{(k)} \) be the \( k \)-th component of \( N_{\Sigma(s)} \) for \( s \geq 1 \). Then the aforementioned properties of the Kolmogorov distance and (2.27) yield

\[
d_{\text{convex}} \left( s^{-1/2} \left( (\mu_s^{(1)}, f_1), \ldots, (\mu_s^{(m)}, f_m) \right), N_{\Sigma(s)} \right)
\geq d_K \left( s^{-1/2} \langle \mu_s^{(1)}, f_1 \rangle, N \right)
\geq d_K \left( \langle \mu_s^{(1)}, f_1 \rangle, N \right)
\geq d_K \left( \langle \mu_s^{(1)}, f_1 \rangle, N \right)
\]
for \( s \geq 1 \) such that \( \text{Var}(\mu^{(k)}_s, f_k) \geq 1 \). If additionally \( \Sigma(s) \) converges to a positive definite matrix as \( s \to \infty \), the lower bound is of the order \( s^{-1/2} \). In this case \( v(\Sigma(s)) \) is bounded for \( s \) sufficiently large, whence the right-hand side of (2.25) is of order \( s^{-1/2} \) as well. Thus, the upper bound for the \( d_{\text{convex}} \)-distance in Theorem 2.2 (b) is of the correct order if at least one of the scores is integer-valued and the covariance matrices converge to a positive definite matrix. This proves the optimality of the rates of Theorem 2.2 (b) for the \( d_{\text{convex}} \)-distance for the given score functions.

The previous arguments also imply that the rates of convergence for the \( d_K \)-distance for univariate normal approximation of stabilizing functionals with Poisson or binomial input in [17] cannot be improved systematically.

In order to study the optimality of the bounds for the \( d_2 \) - and \( d_3 \)-distances in Theorem 2.2, we restrict ourselves to the case that \( Q(A_k) = 1, \xi^{(k)}_s \equiv 1 \), and \( f_k \equiv 1 \) for some \( k \in \{1, \ldots, m\} \). Then, \( \langle \mu^{(k)}_s, f_k \rangle \) becomes a Poisson distributed random variable with parameter \( s \). Again, the \( d_2 \) - and \( d_3 \)-distances between random vectors can be bounded below by the corresponding distances of the components. Thus, it is sufficient to derive lower bounds for the \( d_2 \) - and \( d_3 \)-distances between Poisson distributed random variables \( Z_s \) with \( EZ_s = s \) for \( s \geq 1 \) and a standard normal random variable \( N \). From

\[
\mathbb{E} \exp(i s^{-1/2} (Z_s - s)) = \exp(s(\exp(i s^{-1/2}) - 1) - i s^{1/2}) = \exp(-1/2 + r(s))
\]

with \( s^{1/2} r(s) \to -i/6 \) as \( s \to \infty \), where \( i \) is the imaginary unit, it follows by taking imaginary parts on both sides that

\[
\lim_{s \to \infty} s^{1/2} \mathbb{E} \sin(s^{-1/2} (Z_s - s)) = \lim_{s \to \infty} s^{1/2} \exp(-1/2) \sin(\text{Im} r(s)) = -\frac{1}{6\sqrt{e}}.
\]

Since \( \mathbb{E} \sin(N) = 0 \) and \( \sin \) belongs to the test functions for the univariate \( d_2 \) - and \( d_3 \)-distances, we see that

\[
\liminf_{s \to \infty} s^{1/2} d_2(Z_s, N) \geq \frac{1}{6\sqrt{e}} \quad \text{and} \quad \liminf_{s \to \infty} s^{1/2} d_3(Z_s, N) \geq \frac{1}{6\sqrt{e}}.
\]

For \( Q(A_k) = 1, \xi^{(k)}_s \equiv 1 \), and \( f_k \equiv 1 \) for some \( k \in \{1, \ldots, m\} \) this leads to the lower bound \( s^{-1/2} / (6\sqrt{e}) \) for the \( d_2 \) - and \( d_3 \)-distances in Theorem 2.2. In this situation (and if \( \Sigma(s) \) converges to a positive definite matrix as \( s \to \infty \) in case of Theorem 2.2 (b)) the bounds for the \( d_2 \) - and \( d_3 \)-distances in Theorem 2.2 are of the order \( s^{-1/2} \) as well, whence this is the correct order. This shows the optimality of the rates of Theorem 2.2 for the \( d_2 \) - and \( d_3 \)-distances for the given situation.

In the following we consider the situation of Theorem 2.1. The rates there can be bounded from below in terms of the first expression on the right-hand sides of (2.28) and (2.29) below, which compares the exact and the asymptotic covariances. The fact that such a term can slow down the rate of convergence has also been established for statistics of nearest neighbor graphs in [32, p. 343] and for some additive functionals of Boolean models in [13, Remark 9.2].

**Proposition 2.3.** Let the conditions of Theorem 2.1 prevail. Then

\[
d_3 \left( s^{-1/2} \left( \langle \mu^{(1)}_s, f_1 \rangle, \ldots, \langle \mu^{(m)}_s, f_m \rangle \right), N_{\Sigma} \right)
\]

(2.28)

\[
\geq \frac{1}{2} \max_{i,j \in \{1, \ldots, m\}} \left| \sigma_{ij} - \frac{\text{Cov}(\langle \mu^{(i)}_s, f_i \rangle, \langle \mu^{(j)}_s, f_j \rangle)}{s} \right| - c_3 s^{-1/2}, \quad s \geq 1,
\]
where \( c_6 \) is the constant in (2.24). If, additionally, \( \Sigma \) is positive definite, there exist constants \( c_5, \varepsilon \in (0, \infty) \) only depending on \( \Sigma \) such that
\[
\mathbf{d}\left(s^{-1/2}\left(\langle \tilde{\mu}_s^{(1)}, f_1 \rangle, \ldots, \langle \tilde{\mu}_s^{(m)}, f_m \rangle\right), N_\Sigma\right)
\]
(2.29)
\[
\geq c_5 \max_{i,j \in \{1, \ldots, m\}} \left| \sigma_{ij} - \frac{\text{Cov}(\langle \tilde{\mu}_s^{(i)}, f_i \rangle, \langle \tilde{\mu}_s^{(j)}, f_j \rangle)}{s} \right| - c_4 \varphi(s)s^{-1/2}
\]
for \( \mathbf{d} \in \{d_2, d_{\text{convex}}\} \) and \( s \geq 1 \) with
\[
\max_{i,j \in \{1, \ldots, m\}} \left| \sigma_{ij} - \frac{\text{Cov}(\langle \tilde{\mu}_s^{(i)}, f_i \rangle, \langle \tilde{\mu}_s^{(j)}, f_j \rangle)}{s} \right| \leq \varepsilon.
\]
In (2.29), \( c_4 \) and \( \varphi(\cdot) \) are as in (2.25).

To show sharpness of the bounds in Theorem 2.1 we consider vertex and edge counts in the random geometric graph \( G(P_s, qs^{-1/d}) \), with a homogeneous Poisson process \( P_s \) of intensity \( s \geq 1 \) on \([0, 1]^d\) (i.e., \( W = [0, 1]^d \) and \( q \equiv 1_{[0,1]^d} \)) and \( q > 0 \) fixed. For a point set \( \mathcal{M} \subset \mathbb{R}^d \) and \( r \in (0, \infty) \) the graph \( G(\mathcal{M}, r) \) is obtained by connecting two distinct points \( x \) and \( y \) of \( \mathcal{M} \) with an edge if and only if \( ||x - y|| \leq r \). By \( V_s \) and \( E_s \) we denote the numbers of vertices and edges of \( G(P_s, qs^{-1/d}) \), which can be also written as sums of scores, whence they fit into our framework.

**Proposition 2.4.** Let \( d \geq 3 \) and let \( G(P_s, qs^{-1/d}) \) be as above. There exist constants \( c_6, c_7, s_0 \in (0, \infty) \) only depending on \( d \) and \( q \) such that
\[
c_6 s^{-1/d} \leq \mathbf{d}(s^{-1/2}(V_s - E V_s, E_s - E E_s), N_\Sigma) \leq c_7 s^{-1/d}, \quad s \geq s_0,
\]
for \( \mathbf{d} \in \{d_2, d_3, d_{\text{convex}}\} \) with
\[
\Sigma := \left(\frac{1}{\kappa_d d^d}, \frac{\kappa_d^2 d^{2d}}{\kappa_d^2 d^{2d} + \frac{\kappa_d}{2} d^d}\right),
\]
where \( \kappa_d \) is the volume of the \( d \)-dimensional unit ball.

Proposition 2.4 implies that the rates of convergence in Theorem 2.1 cannot be improved systematically. The idea of the proof of Proposition 2.4 is to show that the first expression on the right-hand sides of (2.28) and (2.29) is of order \( s^{-1/d} \) and to apply Proposition 2.3.

**2.4. Positive definiteness of the asymptotic covariance matrix.** To apply (2.22) one has to check that the asymptotic covariance matrix \( \Sigma \) is positive definite. Note that the positive definiteness of \( \Sigma \) is equivalent to
\[
\lim_{s \to \infty} \frac{1}{s} \text{Var} \sum_{i=1}^{m} a_i \langle \tilde{\mu}_s^{(i)}, f_i \rangle > 0
\]
for all \( a = (a_1, \ldots, a_m) \in \mathbb{R}^m \) with \( a \neq 0 \). Positive definiteness and non-degeneracy of the asymptotic variances are separate problems from that of normal approximation, which depend on the particular choice of the score functions and which we will not address in detail here. Nevertheless we provide the following criterion. Recall that we denote by \( P_u \) a stationary Poisson process with intensity \( u > 0 \).
Proposition 2.5. Suppose that \( \lambda_d(\partial W) = 0 \), that \( g \) is almost everywhere continuous on \( W \) and \( g(x) > 0 \) for all \( x \in W \), and that \((\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1} \) are scaled, intrinsically exponentially stabilizing, and translation invariant, and satisfy the moment conditions (2.12) and (2.13) for some \( p > 0 \). Assume that there is a measurable and bounded set \( A \subset \mathbb{R}^d \) such that for \( A := A \times \mathbb{M} \) and for any \( u > 0 \) the asymptotic covariance matrix of

\[
\begin{aligned}
\frac{1}{\sqrt{s}} \left( \sum_{\bar{x} \in \mathcal{P}_{su} \cap \bar{A}} \xi_s^{(1)}(\bar{x}, \mathcal{P}_{su}), \ldots, \sum_{\bar{x} \in \mathcal{P}_{su} \cap \bar{A}} \xi_s^{(m)}(\bar{x}, \mathcal{P}_{su}) \right)
\end{aligned}
\]

as \( s \to \infty \) is positive definite. Let \( f_i : A_i \to \mathbb{R} \), \( i \in \{1, \ldots, m\} \), be measurable and bounded and such that \( f_i \neq 0 \). Then \( \Sigma := (\sigma_{ij})_{i,j=1,\ldots,m} \) as defined in (2.16) is positive definite.

Remarks. (i) Note that \( \Sigma \) in the conclusion of Proposition 2.5 is the asymptotic covariance matrix with respect to the inhomogeneous Poisson processes \( \mathcal{P}_{su} \), \( s \geq 1 \), while in (2.31) we consider stationary Poisson processes. Thus Proposition 2.5 implies that for translation invariant scores it is sufficient to establish the positive definiteness of the asymptotic covariance matrices for a family of stationary Poisson processes in order to show positive definiteness of the covariance matrix \( \Sigma \) for inhomogeneous Poisson processes and test functions \( f_1, \ldots, f_m \).

(ii) In certain situations it is straightforward to verify that \( \Sigma \) is positive definite. For example, if \( A_i \) and \( A_j \) are disjoint for all distinct \( i, j \in \{1, \ldots, m\} \), then \( \Sigma \) is a diagonal matrix whose entries are \( \lim_{s \to \infty} s^{-1} \text{Var}(\hat{\mu}_s^{(i)}, f_i), i \in \{1, \ldots, m\} \). Such asymptotic variances are automatically strictly positive for many functionals of interest, as shown in Theorem 2.1 of [24]. This result says that the limiting variances are strictly positive whenever the ‘add-one cost’ for \( \langle \hat{\mu}_s^{(i)}, f_i \rangle, i \in \{1, \ldots, m\} \), satisfies a localization condition; see also Section 4 of [23].

3. Applications. We use our general results to deduce rates of multivariate normal convergence for vectors of statistics arising in stochastic geometry and topological data analysis. Our list of applications is not exhaustive.

If not stated explicitly, we deal with an unmarked underlying Poisson process. Throughout we assume that \( W \) is compact and convex and that \( g : W \to [0, \infty) \) is bounded away from zero and infinity. When we say that measures \((\mu_s^{(1)})_{s \geq 1}, \ldots, (\mu_s^{(m)})_{s \geq 1} \) satisfy the conclusions of Theorems 2.1 or 2.2, we implicitly understand that \( g, A_1, \ldots, A_m, \) and \( f_1, \ldots, f_m \) meet the conditions required by the theorem; e.g., in the setting of Theorem 2.1 we mean that \( g : W \to [0, \infty) \) is in \( \text{Lip}(W) \). For the conclusions of parts (b) of Theorems 2.1 and 2.2 it is crucial that \( \Sigma \) and \( \Sigma(s), s \geq 1 \), respectively, are positive definite, which we implicitly assume in this section whenever necessary. In case of the examples in this section, one can often check that \( \Sigma(s) \) is positive definite. The idea is to verify on a case-by-case basis that for each vector \((u_1, \ldots, u_m) \in \mathbb{R}^m \) with \((u_1, \ldots, u_m) \neq (0, \ldots, 0) \) the event

\[
\sum_{i=1}^m u_i \langle \hat{\mu}_s^{(i)}, f_i \rangle \neq 0
\]

has positive probability. Together with the observation that for \( \mathcal{P}_{sg} = \emptyset \) the linear combination equals zero, this proves positive definiteness of \( \Sigma(s) \). Some of the applications below include remarks describing special cases where the positive definiteness of \( \Sigma \) may be verified. Many of the applications described here are also valid for Poisson input on some manifolds and other metric spaces, which will be discussed in Remark (iii) following Theorem 4.1.
3.1. Multivariate statistics of k-nearest neighbors graphs. Given $\mathcal{M} \in \mathbb{N}$, $k \in \mathbb{N}$, and $x \in W$, let $V_k(x, \mathcal{M})$ be the set of $k$-nearest neighbors of $x$, i.e., the $k$ closest points of $x$ in $\mathcal{M} \setminus \{x\}$. In case these $k$ points are not unique, we break the tie via some fixed linear order on $W$. The (undirected) $k$-nearest neighbors graph $NG_k(\mathcal{M})$ is the graph with vertex set $\mathcal{M}$ obtained by including an edge $\{x, y\}$ if $y \in V_k(x, \mathcal{M})$ and/or $x \in V_k(y, \mathcal{M})$. We consider four multivariate statistics of $NG_k(\mathcal{M})$, the first two of which have received considerable attention in the univariate set-up; see [17] and references therein.

a. Total edge length vector. For all $q \in [0, \infty)$ and $k \in \mathbb{N}$ define

$$\xi^{(k,q)}(x, \mathcal{M}) := \sum_{y \in V_k(x, \mathcal{M})} \rho^{(k,q)}(x, y, \mathcal{M}),$$

where $\rho^{(k,q)}(x, y, \mathcal{M}) := ||x - y||^q/2$ if $x$ and $y$ are mutual $k$-nearest neighbors, i.e., $x \in V_k(y, \mathcal{M} \cup \{x\})$ and $y \in V_k(x, \mathcal{M} \cup \{x\})$, and otherwise $\rho^{(k,q)}(x, y, \mathcal{M}) := ||x - y||^q$. The total weight of the undirected $k$-nearest neighbors graph on $\mathcal{M}$ with $q$th power-weighted edges is $\sum_{x \in \mathcal{M}} \xi^{(k,q)}(x, \mathcal{M})$. We study the re-scaled version $\sum_{x \in \mathcal{M}} \xi^{(k,q)}_{sM}(x, \mathcal{M})$, where $\xi^{(k,q)}_{sM}$ is defined in terms of $\xi^{(k,q)}$ as at (2.5). More generally, given $k_i \in \mathbb{N}$ and $q_i \in [0, \infty)$, $i \in \{1, \ldots, m\}$, we consider the measures

$$\mu^{(i,k_i,q_i)}_{sM} := \sum_{x \in P_s \cap A_i} \xi^{(k_i,q_i)}_{sM}(x, P_s) \delta_x.$$

Theorem 3.1. The measures $(\mu^{(1,k_1,q_1)}_{sM})_{s \geq 1}, \ldots, (\mu^{(m,k_m,q_m)}_{sM})_{s \geq 1}$ satisfy the conclusions of Theorems 2.1 and 2.2.

Remarks. (i) It is beyond the scope of this paper to give general conditions insuring that the matrix $\Sigma$ is positive definite. However, if $f_1 \equiv 1, \ldots, f_m \equiv 1$, $q_1 = \ldots = q_m = 1$, and if $A_1, \ldots, A_m$ are disjoint and satisfy the regularity condition of Theorem 6.1 of [24], then $\Sigma$ is positive definite, as seen by combining Remark (ii) following Proposition 2.5 with Theorem 6.1 of [24]. Technically speaking, this last theorem is stated for the case $A_i = W$, but it is straightforward to show that it also holds for the regular subsets of $W$. Moreover, the results of [24] may be extended to treat $q \geq 0$, yielding positive definiteness of $\Sigma$ in this case as well.

(ii) If $A_i = W$ and $f_i \equiv 1$, then $(\mu^{(i,k_i,q_i)}_{sM}, f_i)$ is simply the total edge length of the $k_i$-nearest neighbors graph on $P_s$ with $q_i$-th power-weighted edges. In this way we deduce from Theorem 3.1 multivariate rates of normal convergence for $m$-vectors of total edge lengths of nearest neighbors graphs. The rates improve upon those which one can deduce from the main result of [23], which considers only the distance at (2.20); see, in particular, Theorem 5.1 of [23] for $d = 1$ and compare with Remark (iv) following Theorem 2.2.

Proof. We deduce this from Theorems 2.1 and 2.2. The scores $\xi^{(k,q)}$, $k \in \mathbb{N}$, $q \in [0, \infty)$, are translation invariant and thus satisfy (2.6). As shown in the proof of Theorem 3.1 of [17], the scores $(\xi^{(k,q_1)}_{sM})_{s \geq 1}, \ldots, (\xi^{(k_m,q_m)}_{sM})_{s \geq 1}$ have thrice the distance from the given point to its $k$th nearest neighbor as a monotone radius of stabilization $R_s$, they are exponentially stabilizing as at (2.10) and (2.11), and they also satisfy the moment conditions (2.12) and (2.13). Since the distance from $x$ to its $k$th nearest neighbor is determined by the points in a ball around $x$ whose radius is the distance from $x$ to its $k$th nearest neighbor, the radius of stabilization $R_s$ is intrinsically stabilizing as at (2.9).

b. Entropy vector. Given $\mathcal{M} \in \mathbb{N}$, the directed $k$-nearest neighbors graph on $\mathcal{M}$, denoted $NG^d_k(\mathcal{M})$, is the directed graph with vertex set $\mathcal{M}$ obtained by including a directed edge
from each point to its \( k \)-nearest neighbors. The total edge length of the graph \( NG_k(M) \) endowed with \( q \)th power-weighted edges is

\[
L^{(k,q)}(M) := L^{(q)}_{NG_k}(M) := \sum_{x \in M} \tilde{\xi}^{(k,q)}(x, M),
\]

where \( \tilde{\xi}^{(k,q)}(x, M) := \sum_{y \in V(k,x,M)} ||x - y||^q \).

For this application we put \( k = 1 \) and we assume that \( g \) is a probability density, i.e.,

\[
\int_W g(x) \, dx = 1.
\]

Then given \( \rho \in (0, \infty), \rho \neq 1 \), the Rényi \( \rho \)-entropy of \( g \) is

\[
H_\rho(g) := (1 - \rho)^{-1} \log \int_{\mathbb{R}^d} g(x)^\rho \, dx.
\]

We refer to [19] for a discussion of the large number of applications of the Rényi \( \rho \)-entropy.

If \( g \) is continuous and bounded away from zero and infinity on \( W \), then \( g \) is a probability density, i.e.,

\[
\int_W g(x) \, dx = 1.
\]

Then given \( \rho \in (0, \infty), \rho \neq 1 \), the Rényi \( \rho \)-entropy of \( g \) is

\[
H_\rho(g) := (1 - \rho)^{-1} \log \int_{\mathbb{R}^d} g(x)^\rho \, dx.
\]

If \( A_1 = \ldots = A_m = W \) and \( f_1 \equiv 1, \ldots, f_m \equiv 1 \), \( (g_{s_i}^{(1,q_i)}, f_1), \ldots, (g_{s_i}^{(m,q_m)}, f_m) \) reduces to a \( \rho \)-entropy vector. The following result in particular establishes a rate of multivariate normal convergence for entropy vectors. The proof is similar to that of Theorem 3.1.

**Theorem 3.2.** The entropy measures \( \{g_{s_i}^{(1,q_i)}\}_{s \geq 1}, \ldots, \{g_{s_i}^{(m,q_m)}\}_{s \geq 1} \) satisfy the conclusions of Theorems 2.1 and 2.2.

**Remark.** If \( f_1 \equiv 1, \ldots, f_m \equiv 1, q_1 = \ldots = q_m = 1 \), and if \( A_1, \ldots, A_m \) are disjoint and satisfy the regularity condition of Theorem 6.1 of [24], then \( \Sigma \) is positive definite, as seen by combining Remark (ii) following Proposition 2.5 with Theorem 6.1 of [24]. Strictly speaking this last theorem treats the case that \( A_i = W \), but the methods easily extend to cover the case that \( A_i \) are regular subsets of \( W \). Also, Theorem 6.1 of [24] examines the case of undirected near-neighbor graphs as well, as noted in the penultimate sentence on page 1022 of [24].

c. Degree count vector. As shown in [37, Lemma 8.4], for all \( d, k \in \mathbb{N} \) there exists a minimal integral constant \( C_{\text{deg}}(k, d) \in (0, \infty) \) such that the degree of every node in \( NG_k(P_{sg}) \) is a.s.

bounded by \( C_{\text{deg}}(k, d) \). For all \( j \in \{1, \ldots, C_{\text{deg}}(k, d)\} \) define

\[
\xi^{(k,j)}(x, P_{sg}) := 1\{\text{degree of } x \text{ in } NG_k(P_{sg} \cup \{x\}) \text{ equals } j\}.
\]

For \( j_1, \ldots, j_m \in \{1, \ldots, C_{\text{deg}}(k, d)\} \) we consider the induced measures

\[
\mu^{(i,k,j_i)}_s := \sum_{x \in P_{sg} \cap A_i} \xi^{(k,j_i)}(x, P_{sg}) \delta_x, \quad i \in \{1, \ldots, m\},
\]

with \( \xi^{(k,j_i)} \) defined in terms of \( \xi^{(k,j_i)} \) as at (2.5). If \( A_i = W \) and \( f_1 \equiv 1 \), then \( \langle \mu^{(i,k,j_i)}_s, f_i \rangle \) is the number of vertices in \( NG_k(P_{sg}) \) of degree \( j_i \).

**Theorem 3.3.** The measures \( \{\mu^{(i,k,j_i)}_s\}_{s \geq 1}, \ldots, (\mu^{(m,k,j_m)}_s)_{s \geq 1} \) satisfy the conclusions of Theorems 2.1 and 2.2.
**d. Multivariate statistics for equality of distributions.** Consider the nearest neighbors graph \(NG \circ \pi\) with the probabilities \(\mathcal{P}_{sg}\) taking values in the space \(\{1, 2, \ldots, \ell\}\) with the probabilities \(\pi_j, j \in \{1, \ldots, \ell\}\), and write \(\hat{x} := (x, m_x)\), which gives a marked Poisson process \(\hat{\mathcal{P}}_{sg}\). Given \(x \in W\) and a point configuration \(\mathcal{M}\) in \(\mathbb{R}^d\) we let \(\mathcal{E}(x, \mathcal{M})\) denote the collection of edges in \(NG \circ (\mathcal{M} \cup \{x\})\) containing \(x\). For all \(j \in \{1, \ldots, \ell\}\), define the scores

\[
\xi^{(j)}(\hat{x}, \hat{\mathcal{M}}) := \frac{1}{2} \sum_{\{x,y\} \in \mathcal{E}(x, \mathcal{M})} 1\{m_x = m_y = j\}.
\]

Given (3.1), we define \(\xi_s^{(j)}\) in terms of \(\xi^{(j)}\) as at (2.5). For \(j_1, \ldots, j_m \in \{1, \ldots, \ell\}\) we study the measures

\[
\mu^{(i,j_i)}_s := \sum_{\hat{x} \in \hat{\mathcal{P}}_{sg} \cap \hat{\Lambda}_i} \xi^{(j_i)}(\hat{x}, \hat{\mathcal{P}}_{sg}) \delta_{\hat{x}}, \quad i \in \{1, \ldots, m\}.
\]

When \(A_1 = W\) and \(f_i \equiv 1\) we have \((\mu^{(i,j_i)}_s, f_i) = \sum_{\hat{x} \in \hat{\mathcal{P}}_{sg}} \xi^{(j_i)}(\hat{x}, \hat{\mathcal{P}}_{sg}) = Y_{j_i}\). In the case that \(m = \ell, A_1 = \ldots = A_m = W, f_1 = \ldots = f_m \equiv 1,\) and \(j_i = i\), the next result provides in particular rates of multivariate normal convergence for the \(\ell\)-vector \((Y_1, \ldots, Y_\ell)\).

**Theorem 3.4.** The measures \((\mu^{(1,j_1)}_s)_{s \geq 1}, \ldots, (\mu^{(m,j_m)}_s)_{s \geq 1}\) satisfy the conclusions of Theorems 2.1 and 2.2.

**Remark.** This result adds to the paper [32] and to [6, Theorem 12.7], which both consider binomial input instead of Poisson input \(\mathcal{P}_{sg}\) and which provide rates involving extra logarithmic factors for the \(d_{convex}\)-distance (or generalizations of it). For two sample tests based on test statistics similar to \((Y_1, \ldots, Y_\ell)\) and their asymptotic analysis we refer the reader to e.g. [12, 33].

**Proof.** We deduce Theorem 3.4 from Theorems 2.1 and 2.2 with mark space \(\mathcal{M} := \{1, \ldots, \ell\}\). This goes as follows. The scores \((\xi_s^{(j_1)}_{s \geq 1}), (\xi_s^{(j_m)}_{s \geq 1})\) are scaled and as in
the proof of Theorem 3.3 one can show that they are intrinsically exponentially stabilizing. Since the degrees of nodes in \(NG_1(\mathcal{M})\) are bounded by \(C_{\text{deg}}(1, d)\), the scores obviously satisfy the moment conditions (2.12) and (2.13). Hence the conditions of Theorems 2.1 and 2.2 are all satisfied.

3.2. Multivariate statistics of random geometric graphs. We now consider multivariate statistics of the random geometric graph \(G(\mathcal{P}_{sg}, \varrho s^{-1/d})\), \(\varrho \in (0, \infty)\), as defined in Subsection 2.3 for a homogeneous Poisson process. We will also study the more general graph \(G(\mathcal{P}_{sg}, r_s)\), where \((r_s)_{s \geq 1}\) is a family of positive scalars.

For a thorough reference on random geometric graphs we refer to \([21]\), where some multivariate central limit theorems were established. In the special case that \(H_s^{(i)}, i \in \{1, \ldots, m\}\), (see (2.3)) are expressible as local U-statistics, then a version of Theorem 2.1(a) follows from Theorem 6.11 of the PhD thesis \([35]\). Theorem 7.11 of \([35]\) uses Theorem 6.11 of \([35]\) to investigate the joint behavior of the number of edges and the total edge length of random geometric graphs. The following results add to those in \([21, 31, 35]\).

a. Component count vector. By a component of \(G(\mathcal{M}, r)\) we mean a maximal connected subgraph. Given \(k \in \mathbb{N}\) and \(r \in (0, \infty)\), let \(N^k(\mathcal{M})\) be the number of components of \(G(\mathcal{M}, r)\) of size \(k\). Defining the score function

\[
\xi^{(k, r)}(x, \mathcal{M}) := \frac{1}{k} \mathbf{1}\{x \text{ belongs to component of } G(\mathcal{M} \cup \{x\}, r) \text{ of size } k\}
\]

gives \(N^k(\mathcal{M}) = \sum_{x \in \mathcal{M}} \xi^{(k, r)}(x, \mathcal{M})\). For \(k_1, \ldots, k_m \in \mathbb{N}\) let

\[
\mu_s^{(i, k_i, r_i)} := \sum_{x \in \mathcal{P}_{sg} \cap A_i} \xi^{(k_i, r_i)}(x, \mathcal{P}_{sg}) \delta_x, \quad i \in \{1, \ldots, m\},
\]

be the induced measures, with \((r_s)_{s \geq 1}\) as above.

**Theorem 3.5.** (a) When \(\sup_{s \geq 1} sr_s^d < \infty\), the measures \((\mu_s^{(1, k_1, r_1)})_{s \geq 1}, \ldots, (\mu_s^{(m, k_m, r_m)})_{s \geq 1}\) satisfy the conclusions of Theorems 2.1 and 2.2.

(b) Let \(r_s = \varrho s^{-1/d}, \varrho \in (0, \infty)\). The measures \((\mu_s^{(1, k_1, r_1)})_{s \geq 1}, \ldots, (\mu_s^{(m, k_m, r_m)})_{s \geq 1}\) satisfy the conclusions of Theorems 2.1 and 2.2.

**Remark.** When \(A_i = W\) and \(f_i \equiv 1\) we have \(\langle \mu_s^{(i, k_i, r_i)}, f_i \rangle = \sum_{x \in \mathcal{P}_{sg}} \xi^{(k_i, r_i)}(x, \mathcal{P}_{sg}) = N^{r_i}(\mathcal{P}_{sg})\). Let \(\tilde{N}^{r_i}(\mathcal{P}_{sg}) := N^{r_i}(\mathcal{P}_{sg}) - \mathbb{E} N^{r_i}(\mathcal{P}_{sg})\). For \(\lim_{s \to \infty} sr_s^d \in (0, \infty)\) Theorem 3.11 of \([21]\) establishes the normal convergence of \(s^{-1/2} \left(\tilde{N}_{r_1}^{r_1}(\mathcal{P}_{sg}), \ldots, \tilde{N}_{r_m}^{r_m}(\mathcal{P}_{sg})\right)\) but does not attempt to find rates.

**Proof.** (a) We deduce this result from Theorem 2.2. The scores \((\xi^{(k_1, r_1)})_{s \geq 1}, \ldots, (\xi^{(k_m, r_m)})_{s \geq 1}\) do not, in general, satisfy scaling as at (2.5). However, they are intrinsically exponentially stabilizing. To see this, put \(k_{\max} := \max\{k_1, \ldots, k_m\}\) and define \(R_s(x, \mathcal{M}) := k_{\max} r_s\). We note that \(R_s\) is monotone and satisfies (2.8) and (2.9). Moreover, we have

\[
\mathbb{P}(R_s(x, \mathcal{P}_{sg}) \geq u) = \begin{cases} 1 & u \leq k_{\max} r_s, \\ 0 & u > k_{\max} r_s. \end{cases}
\]

It follows that for all \(s \geq 1\) and \(u > 0\),

\[
\mathbb{P}(R_s(x, \mathcal{P}_{sg}) \geq u) \leq \exp(-su^d + s(k_{\max} r_s)^d) \leq C \exp(-su^d),
\]
where we use $\sup_{s \geq 1} \exp(k^{d} s r^{d}_{s}) \leq C$, $C \in (0, \infty)$ a constant. This proves (2.10) and similarly we obtain (2.11). The scores $(\xi^{(k_{r}, r_{s})})_{s \geq 1}, \ldots, (\xi^{(k_{m}, r_{s})})_{s \geq 1}$ satisfy the moment conditions (2.12) and (2.13). The conclusion follows from Theorem 2.2.

(b) Since $\xi^{(k, p s^{-1/d})}(x, M) = \xi^{(k, \rho)}(x, x + s^{1/d}(M - x))$, the scores $(\xi^{(k_{r}, s^{-1/d})})_{s \geq 1}, \ldots, (\xi^{(k_{m}, s^{-1/d})})_{s \geq 1}$ are scaled, i.e., satisfy (2.5) with $\xi^{(i)}$ put to be $\xi^{(k, \rho)}$ for $i \in \{1, \ldots, m\}$. Now it suffices to follow the proof of part (a) and to apply Theorems 2.1 and 2.2. \hfill \Box

**b. Degree count vector.** Fix $r > 0$. For $j \in \mathbb{N}_{0} := \mathbb{N} \cup \{0\}$ define the score function

$$
\xi^{(j, r)}(x, M) := 1\{\text{degree of } x \text{ in } G(M \cup \{x\}, r) \text{ equals } j\}.
$$

Then $D_{j}^{r}(M) := \sum_{x \in M} \xi^{(j, r)}(x, M)$ counts the number of vertices of degree $j$ in $G(M, r)$. For $j_{1}, \ldots, j_{m} \in \mathbb{N}_{0}$ consider the measures

$$
\mu_{i}^{(i, j_{r}), x, r_{s}} := \sum_{x \in P_{sg} \cap A_{i}} \xi^{(i, j_{r}, x, r_{s})}(x, P_{sg}) \delta_{x}, \quad i \in \{1, \ldots, m\},
$$

and note that when $A_{i} = W$ and $f_{i} \equiv 1$ we have $\langle \mu_{i}^{(i, j_{r}), x, r_{s}}, f_{i} \rangle = D_{j_{i}}^{r_{i}}(P_{sg})$.

**Theorem 3.6.** (a) When $\sup_{s \geq 1} sr_{s}^{d} < \infty$, the measures $(\mu_{i}^{(1, j_{1}, r_{s})})_{s \geq 1}, \ldots, (\mu_{i}^{(m, j_{m}, r_{s})})_{s \geq 1}$ satisfy the conclusions of Theorem 2.2.

(b) Let $r_{s} = gs^{-1/d}$, $g \in (0, \infty)$. The measures $(\mu_{i}^{(1, r_{s})})_{s \geq 1}, \ldots, (\mu_{i}^{(m, r_{s})})_{s \geq 1}$ satisfy the conclusions of Theorems 2.1 and 2.2.

**Proof.** (a) The scores $(\xi^{(j_{r}, r_{s})})_{s \geq 1}, \ldots, (\xi^{(j_{m}, r_{s})})_{s \geq 1}$ are intrinsically exponentially stabilizing, with radius of stabilization $R_{s}$ equal to $r_{s}$. Clearly the scores satisfy the moment conditions (2.12) and (2.13). The result follows from Theorem 2.2.

(b) When $r_{s} = gs^{-1/d}$ the scores $(\xi^{(1, r_{s})})_{s \geq 1}, \ldots, (\xi^{(m, r_{s})})_{s \geq 1}$ are scaled, i.e., satisfy (2.5) with $\xi^{(i)}$ put to be $\xi^{(i, \rho)}$. It suffices to follow the proof of part (a) and to apply Theorems 2.1 and 2.2. \hfill \Box

c. Subgraph count vector. Let $G_{1}, \ldots, G_{m}$ be finite connected graphs and let $k_{i}$ be the number of vertices of $G_{i}$, $i \in \{1, \ldots, m\}$. Given $r > 0$ put

$$
\xi^{(i, r)}(x, M) := k_{i}^{-1}(\text{number of subgraphs of } G(M \cup \{x\}, r) \text{ which are isomorphic to } G_{i} \text{ and contain } x \text{ as a vertex}).
$$

Notice that $\sum_{x \in P_{sg}} \xi^{(i, r)}(x, P_{sg})$ is the number of subgraphs of $G(P_{sg}, r)$ which are isomorphic to $G_{i}$. The measures induced by $\xi^{(i, r)}$ are $\mu_{i}^{(i, r), x, r_{s}} := \sum_{x \in P_{sg} \cap A_{i}} \xi^{(i, r), x, r_{s}}(x, P_{sg}) \delta_{x}$, where $(r_{s})_{s \geq 1}$ is as above.

**Theorem 3.7.** (a) When $\sup_{s \geq 1} sr_{s}^{d} < \infty$, the measures $(\mu_{i}^{(1, r_{s})})_{s \geq 1}, \ldots, (\mu_{i}^{(m, r_{s})})_{s \geq 1}$ satisfy the conclusions of Theorem 2.2.

(b) Let $r_{s} = gs^{-1/d}$, $g \in (0, \infty)$. The measures $(\mu_{i}^{(1, r_{s})})_{s \geq 1}, \ldots, (\mu_{i}^{(m, r_{s})})_{s \geq 1}$ satisfy the conclusions of Theorems 2.1 and 2.2.

**Remark.** Non-quantitative multivariate central limit theorems for the slightly different problem of counting induced subgraphs are given in Theorems 3.9 and 3.10 of [21].
Proof. The proof follows that of Theorem 3.5, replacing \( k_{\text{max}} \) with \( \max\{k_1, \ldots, k_m\} - 1. \)

\[ d. \text{ Volume content vector.} \text{ Let } F_k(G(P_{sg}, r)), 1 \leq k \leq d, \text{ be the collection of } k-\text{faces in the clique complex of the Gilbert graph } G(P_{sg}, r), \text{ known as the Vietoris-Rips complex. Here a } k-\text{face is a simplex generated by } k + 1 \text{ vertices forming a clique. Define for all } \alpha \in [0, \infty) \text{ the score function } \\
\zeta^{(k,r,\alpha)}(x, P_{sg}) := \frac{1}{k + 1} \sum_{F \in F_k(G(P_{sg}) \cup \{x\}; x \in F)} \text{Vol}_k(F)^\alpha. \]

Note that \( \sum_{x \in P_{sg}} \zeta^{(k,r,\alpha)}(x, P_{sg}) \) is the sum of the \( \alpha \)-th powers of the \( k \)-dimensional volume content of the \( k \)-faces. For \( k_1, \ldots, k_m \in \{1, \ldots, d\} \) and \( \alpha_1, \ldots, \alpha_m \in [0, \infty) \) we put 
\[ \mu^i_s := \frac{s^{\alpha_k/d}}{d} \sum_{x \in P_{sg} \cap A_i} \zeta^{(k_i,r_i,\alpha_i)}(x, P_{sg}) \delta_{x_i}, \ i \in \{1, \ldots, m\}. \]

When \( s \geq 1 \) \( r_s < \infty \), the scores \( (s^{\alpha_k/d} \zeta^{(k,r,\alpha)})_s \) are intrinsically exponentially stabilizing with \( R_s = r_s \) and satisfy moment conditions of all orders. The moment condition is a consequence of the bound 
\[ s^{\alpha_k/d} \zeta^{(k,r,\alpha)}(x, P_{sg}) \leq s^{\alpha_k/d} C_k r_s \left( \text{card}(P_{sg} \cap B^d(x, r_s)) \right), \]

\( C_k \) a constant, together with standard moment bounds for Poisson random variables. Thus the measures \( (\mu^{(1,k_1,r_1,\alpha_1)}_s)_s \), \( (\mu^{(m,k_m,r_m,\alpha_m)}_s)_s \) satisfy the conclusions of Theorem 2.2.

If \( r_s = g_s^{-1/d}, g \in (0, \infty) \), then the scores are scaled and the measures \( (\mu^{(1,k_1,r_1,\alpha_1)}_s)_s \), \( (\mu^{(m,k_m,r_m,\alpha_m)}_s)_s \) satisfy the conclusions of Theorems 2.1 and 2.2. This adds to work of [1], which considers rates of convergence with respect to \( d_3 \).

3.3. Index \( k \) critical points. Let \( \mathcal{M} \subset \mathbb{R}^d \) be a finite point set and \( \mathcal{Y} \subset \mathcal{M} \) a set of \( k + 1 \) points, with \( k \in \{1, \ldots, d\} \) fixed. We say that \( \mathcal{Y} \) is in general position if the points of \( \mathcal{Y} \) do not lie in a \( (k - 1) \)-dimensional affine space. Let \( c_\mathcal{Y} := C(\mathcal{Y}) \) and \( r_\mathcal{Y} := R(\mathcal{Y}) \) respectively denote the center and radius of the unique \( (k - 1) \)-dimensional sphere containing \( \mathcal{Y} \). Denote by \( B^d(c_\mathcal{Y}, r_\mathcal{Y})^o \) the open Euclidean ball with center \( c_\mathcal{Y} \) and radius \( r_\mathcal{Y} \) and denote by \( \text{conv}(\mathcal{Y}) \) the convex hull of \( \mathcal{Y} \). Following [5, Lemma 2.2.2], say that a subset \( \mathcal{Y} \subset \mathcal{M} \) of \( k + 1 \) points in general position generates an index \( k \) critical point of \( \mathcal{M} \) iff (i) \( c_\mathcal{Y} \in \text{int}(\text{conv}(\mathcal{Y})) \) and (ii) \( \mathcal{M} \cap B^d(c_\mathcal{Y}, r_\mathcal{Y})^o = \emptyset \). If conditions (i) and (ii) hold, then the critical point is \( c_\mathcal{Y} \) (see Figure 1 for some examples). Let \( N_k(\mathcal{M}) \) be the number of index \( k \) critical points of \( \mathcal{M} \).

Recall that the Boolean model with parameter \( r > 0 \) is \( \bigcup_{x \in \mathcal{M}} B^d(x, r) \), which is also called the germ-grain model with \( \mathcal{M} \) the set of germs and \( B^d(x, r), x \in \mathcal{M} \), the set of grains. The set of \( \text{local critical points of index } k \) is the intersection of all critical points of index \( k \) with \( \bigcup_{x \in \mathcal{M}} B^d(x, r) \); denote by \( N_{k,r}(\mathcal{M}) \) the number of such points. In the following, the radius \( r \) will be chosen as a function of the intensity of the underlying Poisson process. With this in mind, we let \( (r_s)_{s \geq 1} \) be a family of positive scalars.

Critical points have received a lot of attention insofar as they give information about the Euler characteristic of topological spaces via Morse theory. The paper [5] uses critical points to study the homology of the union of \( d \)-dimensional balls of radius \( r_s \) around a Poisson point sample having intensity \( s \) (the Poisson-Boolean model). The main results of [5, Section 4] develop the limit theory for \( N_{k,r}(P_{sg}) \) for values of \( r_s \) in the sub-critical, critical, and super-critical regimes. Central limit theorems are given, but without rates of convergence, even in the univariate setting. Here we establish rates of multivariate normal convergence for a vector with entries consisting of the numbers of either local or non-local index \( k \) critical
points of $\mathcal{P}_{sg}$. As a simple consequence we obtain the asymptotic normality of the number of non-local $k$ critical points in the univariate case, which is apparently new. To deduce these results from our general theorems, we proceed as follows.

Given $r \in (0, \infty]$ and $\mathcal{Y} \subseteq \mathcal{M}$ a set of cardinality $k + 1$, define

$$h_r(\mathcal{Y}, \mathcal{M}) := 1\{c_\mathcal{Y} \in \text{int}(\text{conv}(\mathcal{Y})), \mathcal{M} \cap B_d(c_\mathcal{Y}, r_\mathcal{Y})^c = \emptyset, r_\mathcal{Y} \in (0, r]\}.$$  

Thus $h_r(\mathcal{Y}, \mathcal{M}) = 1$ if and only if $\mathcal{Y}$ generates a local index $k$ critical point (when $r = \infty$ it is not a local critical point).

Define for all $k \in \mathbb{N}$ and $r \in (0, \infty]$ the scores

$$\xi^{(k,r)}(x, \mathcal{M}) := \frac{1}{k + 1} \sum_{\mathcal{M}_0 \subseteq \mathcal{M}, \text{card}(\mathcal{M}_0) = k, x \notin \mathcal{M}_0} h_r(\mathcal{M}_0 \cup \{x\}, \mathcal{M}).$$

Thus $N_{k,r_s}(\mathcal{M}) = \sum_{x \in \mathcal{M}} \xi^{(k,r_s)}(x, \mathcal{M})$ (compare with first display on p. 670 of [5]).

We fix $k_1, \ldots, k_m \in \{1, \ldots, d\}$. We are interested in the number $N_{k_i,r_s}(\mathcal{P}_{sg})$ of index $k_i$ critical points for the Poisson-Boolean model $\bigcup_{x \in \mathcal{P}_{sg}} B_d(x, r_s)$, as well as the random measures

$$\mu_s^{(i,k_i,r_s)} := \sum_{x \in \mathcal{P}_{sg} \cap A_i} \xi^{(k_i,r_s)}(x, \mathcal{P}_{sg}) \delta_x \quad \text{and} \quad \mu_s^{(i,k_i,\infty)} := \sum_{x \in \mathcal{P}_{sg} \cap A_i} \xi^{(k_i,\infty)}(x, \mathcal{P}_{sg}) \delta_x$$

for $i \in \{1, \ldots, m\}$. Note that $\langle \mu_s^{(i,k_i,r_s)}, f_i \rangle = N_{k_i,r_s}(\mathcal{P}_{sg})$ for $A_i = W$ and $f_i \equiv 1$.

**Theorem 3.8.** (a) The measures $(\mu_s^{(1,k_1,\infty)})_{s \geq 1}, \ldots, (\mu_s^{(m,k_m,\infty)})_{s \geq 1}$ satisfy the conclusions of Theorems 2.1 and 2.2.

(b) When $\sup_{s \geq 1} s r_s^d < \infty$, the measures $(\mu_s^{(1,k_1,r_s)})_{s \geq 1}, \ldots, (\mu_s^{(m,k_m,r_s)})_{s \geq 1}$ satisfy the conclusions of Theorem 2.2.

(c) When $r_s = o s^{-1/d}, \theta \in (0, \infty)$, the measures $(\mu_s^{(1,k_1,r_s)})_{s \geq 1}, \ldots, (\mu_s^{(m,k_m,r_s)})_{s \geq 1}$ satisfy the conclusions of Theorems 2.1 and 2.2.

**Proof.** (a) Note that the scores $(\xi^{(k_i,\infty)}(x, \mathcal{M}) = \xi^{(k_i,\infty)}(x, x + s^{1/d}(\mathcal{M} - x)))$. The arguments on pages
part (b) and apply Theorems 2.1 and 2.2. (c) Since they also satisfy (2.12) and (2.13). The result follows from Theorem 2.2.

radius of stabilization inequality show that all moments of the event $\mathcal{M}$ for $s \geq 1$. By arguing analogously in case that a deterministic set $A$ is added to $\mathcal{P}_{s}$, we see that the scores $(\xi^{(k_{1},\infty)})_{s \geq 1}, \ldots, (\xi^{(k_{m},\infty)})_{s \geq 1}$ satisfy (2.12). Similarly they satisfy (2.13). The results follow from Theorems 2.1 and 2.2.

(b) The scores $(\xi^{(k_{i},r_{s})})_{s \geq 1}, \ldots, (\xi^{(k_{m},r_{s})})_{s \geq 1}$ are intrinsically exponentially stabilizing, with radius of stabilization $R_{s}$ equal to the non-random quantity $2r_{s}$. As in the proof of part (a), they also satisfy (2.12) and (2.13). The result follows from Theorem 2.2.

(c) Since $\xi^{(k_{i},\rho_{s}^{1/d})}(x, \mathcal{M}) = \xi^{(k_{i},\rho)}(x, x + \rho_{s}^{1/d}(\mathcal{M} - x))$ for $i \in \{1, \ldots, m\}$ and $s \geq 1$, $(\xi^{(k_{i},\rho_{s}^{1/d})})_{s \geq 1}, \ldots, (\xi^{(k_{i},\rho_{s}^{1/d})})_{s \geq 1}$ is a family of scaled scores. Now follow the proof of part (b) and apply Theorems 2.1 and 2.2.

4. Multivariate normal approximation of stabilizing Poisson functionals in metric spaces. In this section we establish a multivariate version of the normal approximation results of [17] in the case of Poisson input. The underlying framework is more general than what we need for the proofs of our main results. Let $(\mathbb{X}, \mathcal{F})$ be a measurable space with a $\sigma$-finite measure $\lambda$ and a measurable semi-metric $d : \mathbb{X} \times \mathbb{X} \to \mathbb{R}$. Throughout this section let $B(x, r) := \{y \in \mathbb{X} : d(x, y) \leq r\}$ for $x \in \mathbb{X}$ and $r > 0$. We assume that the measure $\lambda$ and the semi-metric $d$ satisfy the relation

$$
\limsup_{\varepsilon \to 0} \frac{\lambda(B(x, r + \varepsilon)) - \lambda(B(x, r))}{\varepsilon} \leq \kappa \gamma r^{\gamma - 1}, \quad r \geq 0, x \in \mathbb{X},
$$

with some constants $\gamma, \kappa > 0$. In the case that $\mathbb{X} = \mathbb{R}^{d}$ and that $\lambda$ has a bounded density $g$ with respect to the Lebesgue measure the assumption (4.1) is satisfied with $\gamma := d$ and $\kappa := \kappa_{d}\|g\|_{\infty}$, where $\kappa_{d}$ is the volume of the $d$-dimensional unit ball in $\mathbb{R}^{d}$. Note that (4.1) implies that $\lambda$ is diffuse, i.e., $\lambda(\{x\}) = 0$ for all $x \in \mathbb{X}$.

To deal with marked Poisson processes we again consider the mark space $(\mathbb{M}, \mathcal{F}_{\mathbb{M}}, \mathbb{Q}_{\mathbb{M}})$ introduced in Section 2.1. Define $\mathbb{X} := \mathbb{X} \times \mathbb{M}$, let $\mathcal{F}$ be the product $\sigma$-field of $\mathcal{F}$ and $\mathcal{F}_{\mathbb{M}}$, and let $\Lambda$ be the product measure of $\lambda$ and $\mathbb{Q}_{\mathbb{M}}$. For a point $x \in \mathbb{X}$ we often use the representation $\hat{x} = (x, m_{x})$ with $x \in \mathbb{X}$ and $m_{x} \in \mathbb{M}$. In the following we denote by $\mathcal{P}_{s}, s \geq 1$, a Poisson process with intensity measure $s\lambda$, i.e., $\mathcal{P}_{s}$ is a random element in $\mathbb{N}$, the set of all simple
locally finite point configurations on $\widehat{\mathbb{X}}$ (equipped with the smallest $\sigma$-field such that all maps $m_A : \nu \mapsto \nu(A)$, $A \in \mathcal{F}$, are measurable).

We are interested in the asymptotic behavior as $s \to \infty$ of the random variables $\bar{H}^{(1)}, \ldots, \bar{H}^{(m)}$, $m \in \mathbb{N}$, with

$$H^{(i)}_s := \sum_{x \in \mathcal{P}_s} \xi^{(i)}_s(x, \mathcal{P}_s) \quad \text{and} \quad \bar{H}^{(i)}_s := H^{(i)}_s - \mathbb{E} H^{(i)}_s$$

for $i \in \{1, \ldots, m\}$, where the measurable score functions $\xi^{(i)}_s : \widehat{\mathbb{X}} \times \mathbb{N} \to \mathbb{R}$, $s \geq 1$, $i \in \{1, \ldots, m\}$, provide the local contributions of points $\widehat{x}$ of $\mathcal{P}_s$ to the global statistic $H^{(i)}_s$.

As in (2.7) we assume for all $\widehat{x} \in \widehat{\mathbb{X}}$ and $\mathcal{M} \in \mathbb{N}$ with $\widehat{x} \notin \mathcal{M}$,

$$\xi^{(i)}_s(\widehat{x}, \mathcal{M}) = \xi^{(i)}_s(\widehat{x}, \mathcal{M} \cup \{\widehat{x}\}), \quad i \in \{1, \ldots, m\}, \quad s \geq 1.$$

To study the asymptotic behavior of $\bar{H}^{(1)}, \ldots, \bar{H}^{(m)}$, we introduce some properties for the score functions, which generalize those given in Subsection 2.1 for the Euclidean case.

For $s \geq 1$ we call a measurable map $R_s : \widehat{\mathbb{X}} \times \mathbb{N} \to \mathbb{R}$ a radius of stabilization of $\xi^{(1)}_s, \ldots, \xi^{(m)}_s$ if for all $i \in \{1, \ldots, m\}$, $(x, x_m) \in \widehat{\mathbb{X}}$, $\mathcal{M} \in \mathbb{N}$, and $\widehat{A} \subset \widehat{\mathbb{X}}$ with $|\widehat{A}| \leq 9$ we have

$$(4.2) \quad \xi^{(i)}_s((x, x_m), (\mathcal{M} \cup \widehat{A}) \cap B(x, R_s((x, x_m), \mathcal{M}))) = \xi^{(i)}_s((x, x_m), \mathcal{M} \cup \widehat{A}),$$

where $\widehat{B}(y, r) := B(y, r) \times \mathcal{M}$ for $y \in \mathbb{X}$ and $r > 0$.

For $x \in \mathbb{X}$ let $M_x$ be a random map distributed according to $\mathfrak{Q}_M$, which is independent from everything else. Similarly, for a finite set $\mathcal{A} \subset \mathbb{X}$ we denote by $(\mathcal{A}, M_\mathcal{A})$ the point configuration we obtain if we equip each of the points of $\mathcal{A}$ with a random map distributed according to $\mathfrak{Q}_M$ and independent from everything else. We say that the scores $(\xi^{(1)}_s)_{s \geq 1}, \ldots, (\xi^{(m)}_s)_{s \geq 1}$ are exponentially stabilizing if there exist radii of stabilization $(R_s)_{s \geq 1}$ and constants $C_{stab}, c_{stab}, \alpha_{stab} \in (0, \infty)$ such that, for $x \in \mathbb{X}$, $r \geq 0$, and $s \geq 1$,

$$(4.3) \quad \mathbb{P}(R_s((x, x_m), \mathcal{P}_s) \geq r) \leq C_{stab} \exp(-c_{stab}(s^{1/r})^{\alpha_{stab}}).$$

The scores $(\xi^{(1)}_s)_{s \geq 1}, \ldots, (\xi^{(m)}_s)_{s \geq 1}$ satisfy a $(6 + p)$th-moment condition with $p > 0$ if there is a constant $C_{mom,p} \in (0, \infty)$ such that for all $i \in \{1, \ldots, m\}$ and $\mathcal{A} \subset \mathbb{X}$ with $|\mathcal{A}| \leq 9$,

$$(4.4) \quad \sup_{s \in [1, \infty)} \sup_{x \in \mathbb{X}} \mathbb{E}[\xi^{(i)}_s((x, x_m), \mathcal{P}_s \cup (\mathcal{A}, M_\mathcal{A}))^{6+p}] \leq C_{mom,p}.$$
THEOREM 4.1. Assume that the scores $(\xi^{(1)}_s)_{s \geq 1}, \ldots, (\xi^{(m)}_s)_{s \geq 1}, m \in \mathbb{N}$, satisfy the assumptions (4.3), (4.4), and (4.5) and let $\tau > 0$. Define $\alpha := \min\{\alpha_{\text{stab}}, \alpha_K\}$ and

\begin{equation}
I_{K,s} := s \int_{\mathbb{R}} \exp \left( - \frac{\min\{c_{\text{stab}}, c_K\} \min\{p, 1\} \theta^{\alpha/\gamma} \lambda(dx)}{39 \cdot 4^\alpha + 1} \right) \lambda(dx), \quad s \geq 1.
\end{equation}

(a) There exists a constant $C_1 \in (0, \infty)$ such that for positive semi-definite $\Theta = (\theta_{ij})_{i,j=1,\ldots,m} \in \mathbb{R}^{m \times m}$ and $s \geq 1$,

\begin{align*}
d_3(s^{-\tau}(\tilde{H}^{(1)}_s, \ldots, \tilde{H}^{(m)}_s), N_\Theta) &\leq \frac{m}{2} \sum_{i,j=1}^m |\theta_{ij} - \frac{\text{Cov}(H^{(i)}_s, H^{(j)}_s)}{s^{2\tau}}| + C_1 \left( m^2 s^{-2\tau} \sqrt{I_{K,s} + m^3 s^{-3\tau} I_{K,s}} \right).
\end{align*}

(b) There exists a constant $C_2 \in (0, \infty)$ such that for positive definite $\Theta = (\theta_{ij})_{i,j=1,\ldots,m} \in \mathbb{R}^{m \times m}$ and $s \geq 1$,

\begin{align*}
d_2(s^{-\tau}(\tilde{H}^{(1)}_s, \ldots, \tilde{H}^{(m)}_s), N_\Theta) &\leq \|\Theta^{-1}\|_{\text{op}} \|\Theta\|_{\text{op}}^{1/2} \sum_{i,j=1}^m |\theta_{ij} - \frac{\text{Cov}(H^{(i)}_s, H^{(j)}_s)}{s^{2\tau}}| \\
&\quad + C_2 \left( m \|\Theta^{-1}\|_{\text{op}} \|\Theta\|_{\text{op}}^{1/2} s^{-2\tau} \sqrt{I_{K,s} + m^3 \|\Theta^{-1}\|_{\text{op}}^{3/2} \|\Theta\|_{\text{op}} s^{-3\tau} I_{K,s}} \right).
\end{align*}

(c) There exists a constant $C_3 \in (0, \infty)$ such that for positive definite $\Theta = (\theta_{ij})_{i,j=1,\ldots,m} \in \mathbb{R}^{m \times m}$ and $s \geq 1$,

\begin{align*}
d_{\text{convex}}(s^{-\tau}(\tilde{H}^{(1)}_s, \ldots, \tilde{H}^{(m)}_s), N_\Theta) &\leq C_3 m^{13/2} \max\left\{ \|\Theta^{-1}\|_{\text{op}}^{1/2}, \|\Theta^{-1}\|_{\text{op}}^{3/2} \right\} \\
&\quad \times \max\left\{ \sum_{i,j=1}^m |\theta_{ij} - \frac{\text{Cov}(H^{(i)}_s, H^{(j)}_s)}{s^{2\tau}}|, s^{-\tau} \max\left\{ s^{-2\tau} I_{K,s}, (s^{-2\tau} I_{K,s})^{1/4} \right\} \right\}.
\end{align*}

The constants $C_1, C_2, C_3$ only depend on the constants in (4.1), (4.3), (4.4), and (4.5).

Remarks. (i) To establish a multivariate central limit theorem with Theorem 4.1, one has to choose $\Theta$ and $\tau$ such that

$$\lim_{s \to \infty} \frac{\text{Cov}(H^{(i)}_s, H^{(j)}_s)}{s^{2\tau}} = \theta_{ij}$$

for all $i, j \in \{1, \ldots, m\}$. Theorem 4.1 can be seen as a multivariate version of Theorem 2.1 in [17]. In contrast to the univariate case, where one rescales by the square root of the variance, here one needs to control, additionally, the convergence of the covariances to the limiting covariances. In Section 6 we will do this, under some additional assumptions on the scores, which is an important ingredient for the proof of Theorem 2.1. Then we shall deduce our main results presented in Subsection 2.2 from Theorem 4.1, putting $\tilde{X} = \tilde{W}, \lambda = \mathbb{Q}, \gamma = d, K = \bigcup_{i=1}^n A_i$, and $\tau = 1/2$.

(ii) Due to its generality Theorem 4.1 can be applied to many other functionals and underlying spaces as well. Provided one could deal with the covariances on an individual basis, one might be able to deduce results in the spirit of Theorem 2.1. By comparing $s^{-\tau}(\tilde{H}^{(1)}_s, \ldots, \tilde{H}^{(m)}_s)$, whose covariance matrix is denoted by $\Sigma(s)$, with a Gaussian random vector $N_{\Sigma(s)}$, one can achieve a faster rate of convergence as in Theorem 2.2 since the sums involving the
covariances in Theorem 4.1 disappear. Here one only needs positive definiteness of \( \Sigma(s) \) in parts (b) and (c), but not its speed of convergence.

(iii) By comparing \( s^{-\tau}(\hat{H}^{(1)}, \ldots, \hat{H}^{(m)}) \) with \( N_{\Sigma(s)} \), we extend to the multivariate set-up the rates of univariate normal convergence for stabilizing Poisson functionals on manifolds given in Theorem 3.3 of [28]. We also give improved rates of convergence without the extraneous logarithmic factors present in dependency graph arguments there. Consequently, via Theorem 4.1, the applications in Section 3 admit extensions to the setting of manifolds, subject to the positive definiteness of \( \Sigma(s) \).

(iv) Further possible applications of Theorem 4.1 are, for example, stabilizing functionals with surface area order rescaling of the variance, such as the volume of the Poisson-Voronoi approximation and the number of maximal points of a Poisson sample, or the \( k \)-face functionals and intrinsic volumes of the convex hull of a homogeneous Poisson process in a convex body with \( C^2 \)-boundary and positive Gaussian curvature. Univariate central limit theorems for the here-mentioned functionals are derived in [17].

We prepare the proof of Theorem 4.1 by recalling some results from Section 4 of [36], some of which are based on quantitative bounds originating in [20]. Let \( \mu \) be a \( \sigma \)-finite measure on \( \mathbb{X} \) and let \( \mathcal{P} \) be a Poisson process on \( \mathbb{X} \times \mathbb{M} \) whose intensity measure is the product measure of \( \mu \) and \( \mathbb{Q}_{\mathbb{M}} \). Here, we assume that \( \mathbb{X} \) and \( (\mathbb{M}, \mathbb{Q}_{\mathbb{M}}) \) are as before, although this particular structure is not necessary for the subsequent result. We call a random variable \( F \) a Poisson functional (of \( \mathcal{P} \)) if there is a measurable map \( f : \mathbb{N} \to \mathbb{R} \) such that \( F = f(\mathcal{P}) \) a.s. The first two difference operators of \( F \) are given by

\[
D_2 F := f(\mathcal{P} \cup \{ \hat{x} \}) - f(\mathcal{P})
\]

for \( \hat{x} \in \hat{\mathbb{X}} \) and

\[
D^2_{\hat{x}_1, \hat{x}_2} F := f(\mathcal{P} \cup \{ \hat{x}_1, \hat{x}_2 \}) - f(\mathcal{P} \cup \{ \hat{x}_1 \}) - f(\mathcal{P} \cup \{ \hat{x}_2 \}) + f(\mathcal{P})
\]

for \( \hat{x}_1, \hat{x}_2 \in \hat{\mathbb{X}} \). We say that \( F \in \text{dom } D \) if \( E F^2 < \infty \) and

\[
\int_\mathbb{X} E (D_2 F)^2 (\mu \otimes \mathbb{Q}_{\mathbb{M}})(d\hat{x}) < \infty.
\]

In the following, we do not consider a single Poisson functional but a vector \( F := (F_1, \ldots, F_m) \), \( m \in \mathbb{N} \), of Poisson functionals \( F_1, \ldots, F_m \in \text{dom } D \) with \( E F_i = 0 \), \( i \in \{1, \ldots, m\} \). Recall that \( M_x \) stands for a random mark of \( x \in \mathbb{X} \) that is distributed according to \( \mathbb{Q}_{\mathbb{M}} \) and is independent from everything else. Define for all \( a, q \in (0, \infty) \),

\[
\Gamma_1(a, q) := a^{\frac{q}{q+1}} \left( \sum_{i=1}^m \int_\mathbb{X} \left( \int_\mathbb{X} \mathbb{P}(D^2_{(x_1, M_x), (x_2, M_x)} F_i \neq 0) \frac{\mu(dx_2)}{16+4q} \mu(dx_1) \right)^2 \mu(dx_1) \right)^{1/2}
\]

\[
\Gamma_2(a, q) := a^{\frac{q}{q+1}} \sum_{i=1}^m \int_\mathbb{X} \mathbb{P}(D_{(x, M_x)} F_i \neq 0) \frac{\mu(dx)}{16+4q} \mu(dx)
\]

\[
\Gamma_3(a, q) := a^{\frac{q}{q+1}} \left( \sum_{i=1}^m 9 \int_{\mathbb{X}^2} \mathbb{P}(D^2_{(x_1, M_x), (x_2, M_x)} F_i \neq 0) \frac{\mu(dx_1, x_2)}{4+q^2} \mu(dx_1) \right) ^{1/2} + \int_\mathbb{X} \mathbb{P}(D_{(x, M_x)} F_i \neq 0) \frac{\mu(dx)}{16+4q} \mu(dx)
\]

\[
\Gamma_4(a, q) := a^{\frac{q}{q+1}} \left( 62 \int_\mathbb{X} \left( \int_\mathbb{X} \mathbb{P}(D^2_{(x_1, M_x), (x_2, M_x)} F_i \neq 0) \frac{\mu(dx_2)}{24+6q} \mu(dx_1) \right)^2 \mu(dx_1) \right)^{1/3}
\]
\[ \Gamma_5(a, q) := a^{3/m} \left( 49 \int_X \left( \int_X \mathbb{P}(D^2_{(x_1, M_1), (x_2, M_2)} F \neq 0) \frac{4+q}{2+q} \mu(dx_2) \right)^2 \mu(dx_1) \right)^{1/4}, \]

where \( D^2 F = (D^2 F_1, \ldots, D^2 F_m) \) and 0 denotes the origin in \( \mathbb{R}^m \). The following bounds for the multivariate normal approximation of Poisson functionals are taken from [36, Theorem 4.2].

**Theorem 4.2.** Let \( F = (F_1, \ldots, F_m), m \in \mathbb{N}, \) be a vector of Poisson functionals \( F_1, \ldots, F_m \in \text{dom } D \) with \( \mathbb{E} F_i = 0, \) \( i \in \{1, \ldots, m\}, \) and assume that there exist constants \( a, q \in (0, \infty) \) such that

\[ \mathbb{E} |D_{(x, M)} F_i|^{4+q} \leq a, \quad \mu\text{-a.e. } x \in X, \]

and

\[ \mathbb{E} |D^2_{(x, M_1), (x_2, M_2)} F_i|^{4+q} \leq a, \quad \mu^2\text{-a.e. } (x_1, x_2) \in X^2, \]

for all \( i \in \{1, \ldots, m\} \).

(a) For positive semi-definite \( \Theta = (\theta_{ij})_{i,j \in \{1, \ldots, m\}} \in \mathbb{R}^{m \times m}, \)

\[ d_3(F, N_\Theta) \leq \frac{m}{2} \sum_{i,j=1}^m |\theta_{ij} - \text{Cov}(F_i, F_j)| + \frac{3m^{3/2}}{2} \Gamma_1(a, q) + \frac{m^2}{4} \Gamma_2(a, q). \]

(b) For positive definite \( \Theta = (\theta_{ij})_{i,j \in \{1, \ldots, m\}} \in \mathbb{R}^{m \times m}, \)

\[ d_2(F, N_\Theta) \leq \|\Theta^{-1}\|_{op} \|\Theta\|_{op}^{1/2} \sum_{i,j=1}^m |\theta_{ij} - \text{Cov}(F_i, F_j)| + 3\|\Theta^{-1}\|_{op} \|\Theta\|_{op}^{1/2} \sqrt{m} \Gamma_1(a, q) \]

\[ + \frac{\sqrt{2\pi}}{8} \|\Theta^{-1}\|_{op}^{3/2} \|\Theta\|_{op} m^2 \Gamma_2(a, q). \]

(c) Let \( \Theta = (\theta_{ij})_{i,j \in \{1, \ldots, m\}} \in \mathbb{R}^{m \times m} \) be positive definite and assume that \( q > 2. \) Then,

\[ d_{convex}(F, N_\Theta) \leq 941m^5 \max \{\|\Theta^{-1}\|_{op}^{1/2}, \|\Theta^{-1}\|_{op}^{3/2}\} \]

\[ \times \max \left\{ \sum_{i,j=1}^m |\theta_{ij} - \text{Cov}(F_i, F_j)|, \sqrt{m} \Gamma_1(a, q), \Gamma_2(a, q), \right. \]

\[ \sqrt{m} \Gamma_3(a, q), m^{5/6} \Gamma_4(a, q), m^{3/4} \Gamma_5(a, q) \right\}. \]

We are now ready to prove the main result of this section.

**Proof of Theorem 4.1.** Without loss of generality we may assume that \( C_{stab} = C_K = C, \ c_{stab} = c_K = c, \ \alpha_{stab} = \alpha_K = \alpha, \) and \( p \in (0, 1]. \) Our aim is to apply Theorem 4.2 with \( q := 2 + p/2. \)

It can be shown as in [17, Lemma 5.5] that there exists a constant \( \tilde{C}_{mom} \in (0, \infty) \) such that, for \( i \in \{1, \ldots, m\}, \)

\[ \mathbb{E} |D_{(x, M)} H^{(i)}_x|^{6+p/2} \leq \tilde{C}_{mom}^{6+p/2}, \quad x \in X, \]

and

\[ \mathbb{E} |D^2_{(x_1, M_1), (x_2, M_2)} H^{(i)}_x|^{6+p/2} \leq \tilde{C}_{mom}^{6+p/2}, \quad x_1, x_2 \in X. \]
In [17] this is basically shown for the $(4 + p/2)$th-moments. Since we assume here a $(6 + p)$th-moment condition on the scores in (4.4) (compared to a $(4 + p)$th-moment condition in [17]) and add up to nine additional points in (4.2), (4.4), and (4.5) (compared to up to seven points in [17]), the same arguments as in [17] can be employed here for the $(6 + p/2)$th-moments of the first two difference operators.

For $u, v \geq 0$ we put

$$I_{K,s}(u, v) := s \int_{\mathcal{X}} \exp(-vs^{u}/\gamma d(x, K)^{u}) \lambda(dx), \quad s \geq 1.$$  

It follows from [17, Lemma 5.10], where we put $\beta = p/78, \beta = 2/13, \text{ and } \beta = 2/7$, respectively, that there exist constants $\bar{C}_1, \bar{C}_2, \bar{C}_3 \in (0, \infty)$ such that, for $i \in \{1, \ldots, m\}$,

$$s^3 \int_{\mathcal{X}} \left( \int_{\mathcal{X}} \mathbb{P}(D^2_{(x,M_s),(y,M_s)} H_s^{(i)} \neq 0)^{p/78} \lambda(dy) \right)^2 \lambda(dx) \leq \bar{C}_1 I_{K,s}(\alpha, cp/(39 \cdot 4^{\alpha+1})),$$

$$s^2 \int_{\mathcal{X}^2} \mathbb{P}(D^2_{(x_1,M_s),(x_2,M_s)} H_s^{(i)} \neq 0)^{2/13} \lambda^2(dx_1, x_2) \leq \bar{C}_2 I_{K,s}(\alpha, c/(26 \cdot 4^{\alpha})),$$

and

$$s \int_{\mathcal{X}} \mathbb{P}(D_{(x,M_s)} H_s^{(i)} \neq 0)^{2/7} \lambda(dx) \leq \bar{C}_3 I_{K,s}(\alpha, c/(7 \cdot 2^{\alpha})).$$

Let $H_s = (H_s^{(1)}, \ldots, H_s^{(m)})$. From the first inequality and the union bound

$$\mathbb{P}(D^2_{(x,M_s),(y,M_s)} H_s \neq 0)^{p/78} \leq \sum_{i=1}^{m} \mathbb{P}(D_{(x,M_s),(y,M_s)} H_s^{(i)} \neq 0)^{p/78}, \quad x, y \in \mathcal{X},$$

we obtain

$$s^3 \int_{\mathcal{X}} \left( \int_{\mathcal{X}} \mathbb{P}(D^2_{(x,M_s),(y,M_s)} H_s \neq 0)^{p/78} \lambda(dy) \right)^2 \lambda(dx) \leq \bar{C}_1 m^2 I_{K,s}(\alpha, cp/(39 \cdot 4^{\alpha+1})).$$

Now we apply Theorem 4.2 with $F_i := s^{-\tau} \hat{H}_s^{(i)}, i \in \{1, \ldots, m\}, \mu := s \lambda, q := 2 + p/2$, and $a := \bar{C}_m^{6+p/2} s^{-\tau(6+p/2)}$. By (4.9) and (4.10) the assumptions (4.7) and (4.8) are satisfied. For the exponents in $\Gamma_1(a, q), \ldots, \Gamma_5(a, q)$, we have the lower bounds

(4.11) \[ \min \left\{ \frac{q}{16 + 4q}, \frac{q - 2}{24 + 6q} \right\} \geq \frac{p}{78}, \quad \min \left\{ \frac{1 + q}{4 + q}, \frac{q}{4 + q} \right\} \geq \frac{2}{7}, \quad \text{and} \quad \frac{q}{8 + 2q} \geq \frac{2}{13}. \]

Recalling the definition of $I_{K,s}$ at (4.6) we have

$$I_{K,s}(\alpha, \min \{c_{stab}, c_K\} \min \{p, 1\} / (39 \cdot 4^{\alpha+1})).$$

By the monotonicity of $I_{K,s}(\cdot, \cdot)$ in the second argument, the terms on the right-hand sides of the above integral bounds involving $I_{K,s}(\cdot, \cdot)$ are dominated by $I_{K,s}$. Using (4.11) and the above integral bounds, we find that the quantities $\Gamma_i(a, q), i \in \{1, \ldots, 5\}$, of Theorem 4.2 satisfy

$$\Gamma_1(a, q) \leq \sqrt{\bar{C}_1 \bar{C}_m^{2m}s^{-2\tau} \sqrt{I_{K,s}}},$$

$$\Gamma_2(a, q) \leq \bar{C}_3 \bar{C}_m^{3m}s^{-3\tau} I_{K,s},$$

$$\Gamma_3(a, q) \leq \sqrt{9 \bar{C}_1 + \bar{C}_3 \bar{C}_m^{2m}s^{-2\tau} \sqrt{I_{K,s}}},$$

$$\Gamma_4(a, q) \leq 4 \bar{C}_1^{1/3} \bar{C}_m^{5/3} m^{2/3}s^{-5\tau/3} I_{K,s}^{1/3},$$

$$\Gamma_5(a, q) \leq 3 \bar{C}_1^{1/4} \bar{C}_m^{3/2} m^{2/3}s^{-3\tau/2} I_{K,s}^{1/4}.$$
Here, the right-hand sides are at most of the order $s^{-\tau} \max\{s^{-2\tau}I_{K,s}, (s^{-2\tau}I_{K,s})^{1/4}\}$. Now Theorem 4.2 completes the proof.

Our proof of Theorem 4.1 requires for parts (a) and (b) only that for some $q > 0$ the $(4 + q)$th-moments of the difference operators are bounded. For this it would be sufficient to have - as for the univariate case in [17] - a $(4 + p)$th-moment condition on the scores in (4.4) and to consider up to seven additional points in (4.2), (4.4), and (4.5). To simplify our presentation we decided to assume for all parts of Theorem 4.1 the same slightly stronger conditions. But we also expect that for most applications all moments will be finite and it does not matter how many additional points are considered.

5. Proofs of the main results. The following proposition, whose proof is deferred to Section 6, is a key ingredient in the proof of Theorem 2.1.

PROPOSITION 5.1. Let the assumptions of Theorem 2.1 prevail. Then there exists a constant $C_{\text{cov}} \in (0, \infty)$ such that

$$|\sigma_{ij} - \frac{\text{Cov}(\langle \mu_s^{(i)}, f_1 \rangle, \langle \mu_s^{(j)}, f_2 \rangle)}{s}| \leq C_{\text{cov}}s^{-1/d}, \quad s \geq 1,$$

for all $i, j \in \{1, \ldots, m\}$. The constant $C_{\text{cov}}$ depends on $d, W, g, m, A_1, \ldots, A_m, \|f_1\|_\infty, \ldots, \|f_m\|_\infty$, and all constants in (2.6) and (2.10)-(2.13).

PROOF OF THEOREM 2.1. We first prove (2.21). To do so, we deduce it from part (a) of Theorem 4.1. Hence, we let $X = W$, $d$ the Euclidean distance, and $\lambda$ the measure $\mathbb{Q}$ with density $g$ with respect to the Lebesgue measure. Since $g$ is bounded, the assumption (4.1) is satisfied with $\gamma = d$ as discussed after (4.1). For $i \in \{1, \ldots, m\}$ we define

$$\xi_s^{(i)}(\hat{x},\mathcal{M}) := 1\{\hat{x} \in A_i \times \mathcal{M}\} f_i(x) \xi_s^{(i)}(\hat{x},\mathcal{M}), \quad \hat{x} \in \hat{X}, \mathcal{M} \in \mathcal{N}, \quad s \geq 1.$$

Assumptions (2.10) and (2.12) imply immediately that the scores $(\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}$ satisfy (4.3) and (4.4) with $\alpha_{\text{stab}} = d$. Choosing $K = \bigcup_{j=1}^m A_j$ we find that the scores $(\xi_s^{(1)})_{s \geq 1}, \ldots, (\xi_s^{(m)})_{s \geq 1}$ satisfy (4.5) with $C_K = 1$ and arbitrary $c_K$ and $\alpha_K$. Hence, part (a) of Theorem 4.1 with $\tau = 1/2$ yields

\begin{equation}
\text{d}_3\left(s^{-1/2} \left(\langle \mu_s^{(1)}, f_1 \rangle, \ldots, \langle \mu_s^{(m)}, f_m \rangle\right), N_\Sigma\right)
\end{equation}

\begin{equation}
\leq \frac{m}{2} \sum_{i,j=1}^m |\sigma_{ij} - \frac{\text{Cov}(\langle \mu_s^{(i)}, f_1 \rangle, \langle \mu_s^{(j)}, f_2 \rangle)}{s}| + C_1(m^2 s^{-1/2} I_{K,s} + m^3 s^{-3/2} I_{K,s}), \quad s \geq 1,
\end{equation}

with a constant $C_1 \in (0, \infty)$. Proposition 5.1 implies that

\begin{equation}
\sum_{i,j=1}^m |\sigma_{ij} - \frac{\text{Cov}(\langle \mu_s^{(i)}, f_1 \rangle, \langle \mu_s^{(j)}, f_2 \rangle)}{s}| \leq C_{\text{cov}} m^2 s^{-1/d}, \quad s \geq 1.
\end{equation}

Recalling $\gamma = d$, a short computation, where one replaces $K$ by a ball containing $K$, shows that there exists a constant $\widetilde{C}_K \in (0, \infty)$ such that

\begin{equation}
I_{K,s} \leq \widetilde{C}_K s, \quad s \geq 1.
\end{equation}

Combining (5.1) with (5.2) and (5.3) completes the proof of (2.21).
Appealing to part (b) of Theorem 4.1, we prove (2.22) for the $d_2$-distance by following the proof of the $d_3$-bound in (2.21). With $\tau = 1/2$, we obtain
\[
d_2 \left( s^{-1/2} \left( (\bar{\mu}_s^{(1)}, f_i), \ldots, (\bar{\mu}_s^{(m)}, f_m) \right), N_\Sigma \right) \leq v(\Sigma) \sum_{i,j=1}^m |\sigma_{ij} - \frac{\text{Cov}(\langle \bar{\mu}_s^{(i)}, f_i \rangle, \langle \bar{\mu}_s^{(j)}, f_j \rangle)}{s}| + C_2 v(\Sigma) \left( ms^{-1} \sqrt{I_{K,s}} + m^2 s^{-3/2} I_{K,s} \right)
\]
for $s \geq 1$ with a constant $C_2 \in (0, \infty)$ and $v$ as in (2.26). Recalling (5.2) and (5.3) gives the result. The proof of (2.22) for $d_{\text{convex}}$ follows similarly from part (c) of Theorem 4.1. □

**Proof of Theorem 2.2.** Since $\Sigma$ is replaced by $\Sigma(s)$, the left-hand side of (5.2) vanishes. Now follow the argument for the proof of Theorem 2.1. □

**Proof of (2.27).** Define the interval
\[
I := \begin{cases} (\langle EY, EY + 1/2 \rangle), & (\langle EY, EY + 1/2 \rangle) \cap \mathbb{Z} = \emptyset, \\ (\mathbb{Z} - 1/2, \langle EY \rangle), & \text{otherwise}, \end{cases}
\]
so that $I \cap \mathbb{Z} = \emptyset$. This implies
\[
\mathbb{P}(\sigma^{-1}(Y - EY) \in \sigma^{-1}(I - EY)) = \mathbb{P}(Y \in I) = 0.
\]
Noticing that $\sigma^{-1}(I - EY)$ is either $(0, 1/(2\sigma))$ or $(-1/(2\sigma), 0)$ and noting that the density of $N$ is bounded from below on these intervals, we have
\[
\mathbb{P}(N \in \sigma^{-1}(I - EY)) \geq \frac{1}{2\sigma} \frac{1}{\sqrt{2\pi}} \exp(-1/(8\sigma^2)) \geq \frac{1}{2\sqrt{2\pi}} \exp(1/8\sigma).
\]
Thus, we see that
\[
\left| \mathbb{P}(\sigma^{-1}(Y - EY) \in \sigma^{-1}(I - EY)) - \mathbb{P}(N \in \sigma^{-1}(I - EY)) \right| \geq \frac{1}{2\sqrt{2\pi}} \exp(1/8\sigma).
\]
Together with
\[
\left| \mathbb{P}(\sigma^{-1}(Y - EY) \in \sigma^{-1}(I - EY)) - \mathbb{P}(N \in \sigma^{-1}(I - EY)) \right| \leq 2d_K(\sigma^{-1}(Y - EY), N)
\]
we obtain the assertion. □

**Proof of Proposition 2.3.** For $d \in \{d_3, d_2, d_{\text{convex}}\}$ it follows from the triangle inequality that
\[
d \left( s^{-1/2} \left( (\bar{\mu}_s^{(1)}, f_i), \ldots, (\bar{\mu}_s^{(m)}, f_m) \right), N_\Sigma \right) \geq d(N_\Sigma, N_{\Sigma(s)}) - d \left( s^{-1/2} \left( (\bar{\mu}_s^{(1)}, f_i), \ldots, (\bar{\mu}_s^{(m)}, f_m) \right), N_{\Sigma(s)} \right), \quad s \geq 1.
\]
Since the functions $h_{ij} : \mathbb{R}^m \ni (u_1, \ldots, u_m) \mapsto u_i u_j / 2, i,j \in \{1, \ldots, m\}$, belong to the set of test functions $\mathcal{H}(3)_m$, we have that
\[
d_3(N_\Sigma, N_{\Sigma(s)}) \geq \max_{i,j \in \{1, \ldots, m\}} |\mathbb{E} h_{ij}(N_\Sigma) - \mathbb{E} h_{ij}(N_{\Sigma(s)})| \geq \frac{1}{2} \max_{i,j \in \{1, \ldots, m\}} |\sigma_{ij} - \frac{\text{Cov}(\langle \bar{\mu}_s^{(i)}, f_i \rangle, \langle \bar{\mu}_s^{(j)}, f_j \rangle)}{s}|, \quad s \geq 1.
\]
Together with (5.4) and Theorem 2.2(a) this shows (2.28).
Next, to treat \( d_2 \) and \( d_{\text{convex}} \), we require some intermediate steps. Let \( N_1 \) and \( N_2 \) be two centered Gaussian random variables with standard deviations \( \sigma_1 \) and \( \sigma_2 \). For \( \sigma_1, \sigma_2 \neq 0 \) we have that
\[
|\mathbb{P}(N_1 \leq \sigma_1) - \mathbb{P}(N_2 \leq \sigma_1)| = |\mathbb{P}(N \leq 1) - \mathbb{P}(N \leq \sigma_1/\sigma_2)| = \varphi(y)|1 - \sigma_1/\sigma_2|
\]
with \( y \) between 1 and \( \sigma_1/\sigma_2 \), where \( N \) is a standard Gaussian random variable with density \( \varphi \). Hence, there exists a constant \( \tilde{c} \in (0, \infty) \) depending on \( \sigma_1 \) such that
\[
\sup_{u \in \mathbb{R}} |\mathbb{P}(N_1 \leq u) - \mathbb{P}(N_2 \leq u)| \geq \tilde{c}|\sigma_1^2 - \sigma_2^2|
\]
if \( \sigma_1 \) and \( \sigma_2 \) are sufficiently close. This inequality is still true for \( \sigma_1 = 0 \) or \( \sigma_2 = 0 \) provided that \( \tilde{c} \) is sufficiently small.

Choose \( h \in C^2(\mathbb{R}) \) such that \( \|h\|_{\infty}, \|h''\|_{\infty} \leq 1 \), \( h \) is decreasing on \((0, \infty)\), and \( h \) coincides with \( u \mapsto u^2 \) on some interval \((-a, a)\) so that
\[
|\mathbb{E} h(N_1) - \mathbb{E} h(N_2)| = |\mathbb{E} h(\sigma_1 N) - \mathbb{E} h(\sigma_2 N)| \geq \mathbb{E} 1_{\{\sigma_1 N, \sigma_2 N \in (-a, a)\}} N^2|\sigma_1^2 - \sigma_2^2|
\]
where we have used that \( h(\sigma_1 N) - h(\sigma_2 N) \) always has the same sign depending on the relation between \( \sigma_1 \) and \( \sigma_2 \). Thus one can find a constant \( \tilde{c} \in (0, \infty) \) only depending on \( \sigma_1 \) such that
\[
d_2(N_1, N_2) \geq \tilde{c}|\sigma_1^2 - \sigma_2^2|
\]
for \( \sigma_1 \) and \( \sigma_2 \) sufficiently close.

Let \( i, j \in \{1, \ldots, m\} \) and let \( h \in \mathcal{H}_1^{(2)} \), where \( h \) is a test function for the univariate \( d_2 \)-distance. Then a computation shows that \( \mathbb{R}^m \ni (x_1, \ldots, x_m) \mapsto \frac{1}{2} h(x_i \pm x_j) \) belongs to \( \mathcal{H}_m^{(2)} \). This observation yields
\[
d_2(N_{\Sigma}, N_{\Sigma(s)}) \geq \frac{1}{2} d_2(N_{\Sigma(i)} \pm N_{\Sigma(j)}, N_{\Sigma(s)}^{(i)} \pm N_{\Sigma(s)}^{(j)}),
\]
which also holds for the \( d_{\text{convex}} \)-distance. Thus, the above considerations show that there exist constants \( c, \varepsilon \in (0, \infty) \) only depending on \( \Sigma \) such that, for \( s \geq 1 \) with
\[
\max_{i, j \in \{1, \ldots, m\}} \left| \frac{\text{Cov}((\tilde{\mu}_s^{(i)}, f_j), (\tilde{\mu}_s^{(j)}, f_i))}{s} - \sigma_{ij} \right| \leq \varepsilon
\]
and \( d \in \{d_2, d_{\text{convex}}\} \),
\[
d(N_{\Sigma}, N_{\Sigma(s)}) \geq \frac{1}{2} \max_{i, j \in \{1, \ldots, m\}} d(N_{\Sigma(i)} \pm N_{\Sigma(j)}^{(i)}, N_{\Sigma(s)}^{(i)} \pm N_{\Sigma(s)}^{(j)})
\]
\[
\geq \frac{c}{2} \max_{i, j \in \{1, \ldots, m\}} \max \{|\text{Var}(N_{\Sigma(i)}^{(i)} + N_{\Sigma(j)}^{(j)}) - \text{Var}(N_{\Sigma(s)}^{(i)} + N_{\Sigma(s)}^{(j)})|, \}
\]
\[
|\text{Var}(N_{\Sigma(i)}^{(i)} - N_{\Sigma(j)}^{(j)}) - \text{Var}(N_{\Sigma(s)}^{(i)} - N_{\Sigma(s)}^{(j)})|\}
\]
\[
\geq \frac{c}{4} \max_{i, j \in \{1, \ldots, m\}} |(\text{Var}(N_{\Sigma(i)}^{(i)} + N_{\Sigma(j)}^{(j)}) - \text{Var}(N_{\Sigma(s)}^{(i)} - N_{\Sigma(s)}^{(j)}))
\]
\[
- (\text{Var}(N_{\Sigma(s)}^{(i)} + N_{\Sigma(s)}^{(j)}) - \text{Var}(N_{\Sigma(s)}^{(i)} - N_{\Sigma(s)}^{(j)}))|
\]
\[
= c \max_{i, j \in \{1, \ldots, m\}} \left| \frac{\text{Cov}((\tilde{\mu}_s^{(i)}, f_j), (\tilde{\mu}_s^{(j)}, f_i))}{s} - \sigma_{ij} \right|.
\]
Here the middle inequality is justified by the lower bounds (5.5) and (5.6) for \( d_{\text{convex}} \) and \( d_2 \), respectively. Combining (5.4), (5.7), and Theorem 2.2(b) completes the proof of (2.29). 
\( \square \)
Proof of Proposition 2.4. We have that

\[
V_s = \sum_{x \in \mathcal{P}_s} \xi_1(x, x + s^{1/d}(\bar{\mathcal{P}}_s - x)) \quad \text{and} \quad E_s = \sum_{x \in \mathcal{P}_s} \xi_2(x, x + s^{1/d}(\bar{\mathcal{P}}_s - x))
\]

with \(\xi_1(x, \mathcal{M}) := 1\) and \(\xi_2(x, \mathcal{M}) := \frac{1}{2} \sum_{y \in \mathcal{M}} 1\{\|x - y\| \leq \rho\}.\) Hence, \(V_s\) and \(E_s\) are stabilizing functionals of the form considered in Theorems 2.1 and 2.2. It follows from (2.15) and (2.16) together with a longer computation that the matrix \(\Sigma\) in (2.30) is the asymptotic covariance matrix of \(s^{-1/2}(V_s - \mathbb{E}V_s, E_s - \mathbb{E}E_s). \) Obviously, \(\Sigma\) is positive definite. The covariance matrix of \((V_s, E_s)\) is positive definite for all \(s \geq 1\) since \(V_s\) cannot be written as a linear transformation of \(E_s\) or vice versa. The upper bound in Proposition 2.4 follows from Theorem 2.1. For \(s \geq 1\) a computation using the multivariate Mecke formula yields

\[
\text{Cov}(V_s, E_s) = \mathbb{Cov}\left(\sum_{x \in \mathcal{P}_s} 1, \frac{1}{2} \sum_{x, y \in \mathcal{P}_s, x \neq y} 1\{\|x - y\| \leq \rho s^{-1/d}\}\right)
\]

\[= s^2 \int_{([0,1]^d)^2} 1\{\|x - y\| \leq \rho s^{-1/d}\} \, d(x, y).\]

Since

\[
\sigma_{12} = s \int_{[0,1]^d} \int_{[0,1]^d} 1\{\|x - y\| \leq \rho s^{-1/d}\} \, d(x, y),
\]

we have that

\[
\frac{\sigma_{12} - \text{Cov}(V_s, E_s)}{s} = s \int_{[0,1]^d} \int_{[0,1]^d} 1\{\|x - y\| \leq \rho s^{-1/d}\} \, d(x, y).
\]

Here, the right-hand side can be bounded below by \(c_0 s^{-1/d}\) with a constant \(c_0 \in (0, \infty)\) depending on \(\rho\) and \(d.\) The asserted lower bound follows from Proposition 2.3. \(\square\)

Proof of Proposition 2.5. By translation invariance of \((\xi^{(1)}_s)_{s \geq 1}, \ldots, (\xi^{(m)}_s)_{s \geq 1},\) we can rewrite \(\sigma_{ij}, i, j \in \{1, \ldots, m\},\) which is the limit of \(s^{-1} \text{Cov}(\langle \hat{\mu}_s^{(i)}, f_i \rangle, \langle \hat{\mu}_s^{(j)}, f_j \rangle)\) for \(s \to \infty\) (see (2.15)), as

\[
(5.8) \quad \sigma_{ij} = \int_{A_i \cap A_j} f_i(x) f_j(x) (\sigma_{ij}^{(1)}(g(x)) g(x) + \sigma_{ij}^{(2)}(g(x)) g(x)^2) \, dx
\]

with

\[
\sigma_{ij}^{(1)}(u) := \mathbb{E} \xi^{(i)}(\langle 0, M_0 \rangle, \mathcal{P}_u) \xi^{(j)}(\langle 0, M_0 \rangle, \mathcal{P}_u)
\]

\[
\sigma_{ij}^{(2)}(u) := \int_{\mathbb{R}^d} \mathbb{E} \xi^{(i)}(\langle 0, M_0 \rangle, \mathcal{P}_u) \xi^{(j)}(\langle 0, M_y \rangle, \mathcal{P}_u - y) - \mathbb{E} \xi^{(i)}(\langle 0, M_0 \rangle, \mathcal{P}_u) \mathbb{E} \xi^{(j)}(\langle 0, M_y \rangle, \mathcal{P}_u - y) \, dy
\]

for \(u > 0.\) Moreover, let \(\Sigma^{(1)}(u) := (\sigma_{ij}^{(1)}(u))_{i, j \in \{1, \ldots, m\}}\) and \(\Sigma^{(2)}(u) := (\sigma_{ij}^{(2)}(u))_{i, j \in \{1, \ldots, m\}}\) for \(u > 0.\) Hence, we see that, for any \(a = (a_1, \ldots, a_m) \in \mathbb{R}^m\) with \(a \neq 0,\)

\[
a^T \Sigma a = \int_{\mathbb{R}^d} a(x)^T (\Sigma^{(1)}(g(x)) g(x) + \Sigma^{(2)}(g(x)) g(x)^2) a(x) \, dx
\]

with \(a(x) := (a_1 1\{x \in A_1\} f_1(x), \ldots, a_m 1\{x \in A_m\} f_m(x)\). Consequently, \(\Sigma\) is positive definite if

\[
\Sigma_u := \Sigma^{(1)}(u) u + \Sigma^{(2)}(u) u^2
\]
is positive definite for all \( u > 0 \). Applying (5.8) for \( W = \mathbb{R}^d \), \( g \equiv u \) with \( u > 0 \), \( A_1 = \ldots = A_m = A \), and \( f_1 = \ldots = f_m = 1 \), we see that \( \text{Vol}(A) \Sigma_u \) is the asymptotic covariance matrix of

\[
\frac{1}{\sqrt{s}} \left( \sum_{x \in \mathcal{P}_{su} \cap \tilde{A}} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{su}), \ldots, \sum_{x \in \mathcal{P}_{su} \cap \tilde{A}} \xi_s^{(m)}(\tilde{x}, \mathcal{P}_{su}) \right)
\]

as \( s \to \infty \), which is positive definite by assumption.

6. Convergence of the covariances. This section establishes the proof of Proposition 5.1. While we have aimed for the most direct and natural approach, our methods are nonetheless rather delicate and lengthy. We believe this is unavoidable. The arguments considerably refine those employed in [3] and [22] to prove convergence of the variances to the asymptotic variance. In contrast to this paper, these works did not aim for quantitative bounds. Here we use coupling arguments, the co-area formula, and the monotonicity of \( R_s \).

Throughout we let the assumptions of Theorem 2.1 (and, hence, those of Proposition 5.1) be satisfied. We prepare the proof with some lemmas describing the average behavior of stabilizing score functions on the inputs \( \mathcal{P}_{sg} \) and \( \mathcal{P}_{sg(x)} \) for \( x \in W \). To do so, it will be convenient to couple \( \mathcal{P}_{sg} \) and \( \mathcal{P}_{sg(x)} \). Let \( \eta \) be a marked Poisson process on \( \mathbb{R}^d \times [0, \infty) \times \mathbb{M} \), where the intensity measure on \( \mathbb{R}^d \times [0, \infty) \) is the Lebesgue measure and where the intensity measure on \( \mathbb{M} \) is \( \mathcal{Q}_{2d} \). For \( (z, t, M_z) \in \eta \), \( x \in W \), and \( s \geq 1 \) let \( (z, M_z) \in \mathcal{P}_{sg} \) if \( t \leq sg(z) \) and \( z \in W \) and let \( (z, M_z) \in \mathcal{P}_{sg(x)} \) if \( t \leq sg(x) \).

Recall that \( R_s \) denotes the radius of stabilization for all \( \xi_s^{(i)} \), \( i \in \{1, \ldots, m\} \). Moreover, we use the shorthand notation \( y_s := s^{-1/d} y \) for \( y \in \mathbb{R}^d \) and \( s \geq 1 \). By \( \tilde{x} \) we abbreviate \( (x, M_x) \), where \( x \in \mathbb{R}^d \) and \( M_x \) is a random mark distributed according to \( \mathcal{Q}_{2d} \) and independent of everything else. For \( s \geq 1 \), \( x \in W \), and \( y \in \mathbb{R}^d \) such that \( x + y_s \in W \) we put

\[
\tilde{R}_s(x, \eta) := \max\{R_s(\tilde{x}, \mathcal{P}_{sg}), R_s(\tilde{x}, \mathcal{P}_{sg(x)})\}
\]

\[
\tilde{R}_s(x, y, \eta) := \max\{R_s(\tilde{x} + y_s, \mathcal{P}_{sg}), R_s(\tilde{x} + y_s, \mathcal{P}_{sg(x)}), R_s(\tilde{x} + y_s - y_s, \mathcal{P}_{sg(x)} - y_s)\}
\]

and define the events

\[
A_s^{(1)}(x, y, \eta) := \{\tilde{R}_s(x, \eta) \geq \|y_s\|/2\},
\]

\[
A_s^{(2)}(x, y, \eta) := \{\tilde{R}_s(x, y, \eta) \geq \|y_s\|/2\},
\]

and

\[
A_s(x, y, \eta) := A_s^{(1)}(x, y, \eta) \cup A_s^{(2)}(x, y, \eta).
\]

It follows from (2.9) that \( A_s^{(1)}(x, y, \eta)^c \) and \( A_s^{(2)}(x, y, \eta)^c \) are independent. By exponential stabilization (2.10) and (2.11), there are constants \( C_0, c_0 \in (0, \infty) \) such that, for all \( s \geq 1 \), \( x \in W \), and \( y \in \mathbb{R}^d \) with \( x + y_s \in W \),

\[
P(A_s(x, y, \eta)) \leq C_0 \exp(-c_0 \|y\|^d).
\]

\textbf{Lemma 6.1.} There exist constants \( C_1, c_1 \in (0, \infty) \) such that for all \( i, j \in \{1, \ldots, m\}, x \in W, y \in \mathbb{R}^d, \) and \( s \geq 1 \) with \( x + y_s \in W \), we have

\[
S := \mathbb{E} \xi_s^{(i)}(\tilde{x}, P_{sg(x)}^{x+y_s}) \xi_s^{(j)}(\tilde{x} + y_s, P_{sg(x)}^{\tilde{x}}) 1\{A_s(x, y, \eta)\} - \mathbb{E} \xi_s^{(i)}(\tilde{x}, P_{sg(x)}^{x+y_s}) \xi_s^{(j)}(\tilde{x} + y_s, P_{sg(x)}^{\tilde{x}}) 1\{A_s(x, y, \eta)\} \leq C_1 (s^{-1/d} + s^{-1/d} \|y\|^{d+1} + \exp(-c_1 s d(x, \partial W)^d)) \exp(-c_1 \|y\|^d). \]
PROOF. We use the abbreviations

\[ \xi_s^{(i,j)}(x, y, \eta) := |\xi_s^{(i)}(\tilde{x}, P_{sg}^x y_s) \xi_s^{(j)}(\tilde{x} + y_s, P_{sg}^y)| + |\xi_s^{(i)}(\tilde{x}, P_{sg}^x y_s) \xi_s^{(j)}(\tilde{x} + y_s, P_{sg}^y)| \]

and

\[ U_s(x, y, \eta) := \{ P_{sg} \cap \tilde{B}^d(x, R_s(\tilde{x}, P_{sg})) \neq P_{sg}(x) \cap \tilde{B}^d(x, R_s(\tilde{x}, P_{sg}(x))) \} \]

\[ \cup \{ P_{sg} \cap \tilde{B}^d(x + y_s, R_s(\tilde{x} + y_s, P_{sg})) \neq P_{sg}(x) \cap \tilde{B}^d(x + y_s, R_s(\tilde{x} + y_s, P_{sg}(x))) \}. \]

Given the event \( U_s(x, y, \eta)^c \) we have by the definition of the radius of stabilization in (2.8) that

\[ \xi_s^{(i,j)}(\tilde{x}, P_{sg}^x y_s) \xi_s^{(j)}(\tilde{x} + y_s, P_{sg}^y) = \xi_s^{(i)}(\tilde{x}, P_{sg}^x y_s) \xi_s^{(j)}(\tilde{x} + y_s, P_{sg}^y). \]

This leads to

\[ S \leq \mathbb{E} \mathbf{1}\{U_s(x, y, \eta)\} \xi_s^{(i,j)}(x, y, \eta) \mathbf{1}\{A_s(x, y, \eta)\}. \]

From (2.9) we deduce that, for \( M_1, M_2 \in \mathbb{N} \) and \( \tilde{z} \in \tilde{W} \),

\[ R_s(\tilde{z}, M_1) = R_s(\tilde{z}, M_2) \quad \text{if} \quad M_1 \cap \tilde{B}^d(z, R_s(\tilde{z}, M_1)) = M_2 \cap \tilde{B}^d(z, R_s(\tilde{z}, M_1)). \]

Let \( (a, b) \) denote the interval \( [\min\{a, b\}, \max\{a, b\}] \) for \( a, b \in \mathbb{R} \). We thus obtain

\[ \mathbf{1}\{P_{sg} \cap \tilde{B}^d(x, R_s(\tilde{x}, P_{sg})) \neq P_{sg}(x) \cap \tilde{B}^d(x, R_s(\tilde{x}, P_{sg}(x))) \} \leq \mathbf{1}\{\tilde{R}_s(x, \eta) \geq d(x, \partial W)\} + \sum_{(z, t, M_s) \in \eta} \mathbf{1}\{t \in s(g(z), g(x))\} \mathbf{1}\{|z - x| \leq \tilde{R}_s(x, \eta)\}. \]

Combining the previous bounds yields

\[ S \leq \mathbb{E} \{ \mathbf{1}\{\tilde{R}_s(x, \eta) \geq d(x, \partial W)\} + \{\tilde{R}_s(x, y, \eta) \geq d(x + y_s, \partial W)\} \} \]

\[ \times \xi_s^{(i,j)}(x, y, \eta) \mathbf{1}\{A_s(x, y, \eta)\} \]

\[ + \mathbb{E} \sum_{(z, t, M_s) \in \eta} \mathbf{1}\{t \in s(g(z), g(x))\} \xi_s^{(i,j)}(x, y, \eta) \mathbf{1}\{A_s(x, y, \eta)\} \]

\[ \times \{ \mathbf{1}\{|z - x| \leq \tilde{R}_s(x, \eta)\} + \mathbf{1}\{|z - x - y_s| \leq \tilde{R}_s(x, y, \eta)\}\} \]

\[ =: S_1 + S_2. \]

Using the Hölder inequality together with (2.10), (2.11), (2.12), (2.13), and (6.1), we obtain

\[ S_1 \leq 4C_{\text{mom, p}}^{2(6 + p)} C_{\text{stab}}^{1/3} C_0^{1/3} \exp(-c_0 y^d / 3) \times \left( \exp(-c_{\text{stab}} d(x, \partial W)^d / 3) + \exp(-c_{\text{stab}} d(x + y_s, \partial W)^d / 3) \right). \]
Let $\alpha \in (0, \infty)$. Using the triangle inequality and the inequality $|a - b|^d \geq |a|^d/2^{d-1} - |b|^d$ for $a, b \in \mathbb{R}$, which follows from convexity of $u \mapsto |u|^d$, we obtain

$$\exp(-\alpha s \, d(x + y_s, \partial W)^d) \leq \exp(-\alpha s \, d(x, \partial W) - \|y_s\|^d) \leq \exp(-\alpha s \, d(x, \partial W)^d/2^{d-1} + \alpha \|y\|^d).$$

Since we can choose $\alpha$ sufficiently small, this implies that there exist constants $\tilde{C}_1, \tilde{c}_1 \in (0, \infty)$ such that

$$S_1 \leq \tilde{C}_1 \exp(-\tilde{c}_1 s \, d(x, \partial W)^d) \exp(-\tilde{c}_1 \|y\|^d).$$

For $S_2$ it follows from the Mecke formula, the assumed monotonicity of the radius of stabilization, and the Hölder inequality that

$$S_2 \leq 2 \mathbb{E} \sum_{(z,t,\mathcal{L}_z) \in \mathcal{N}} 1 \{ t \in s \langle g(z), g(x) \rangle \} \xi_s^{(i,j)}(x, y, \eta) 1 \{ A_s(x, y, \eta) \}
\times 1 \{ \|z - x\| \leq \max \{ \tilde{R}_s(x, \eta), \tilde{R}_s(x, y, \eta) + \|y_s\| \} \}
= 2 \int_{\mathbb{R}^d} \int_0^\infty \int \mathbb{E} \{ t \in s \langle g(z), g(x) \rangle \} \xi_s^{(i,j)}(x, y, \eta(z,t,\mathcal{L}_z)) 1 \{ A_s(x, y, \eta(z,t,\mathcal{L}_z)) \}
\times 1 \{ \|z - x\| \leq \max \{ \tilde{R}_s(x, \eta(z,t,\mathcal{L}_z)), \tilde{R}_s(x, y, \eta(z,t,\mathcal{L}_z)) + \|y_s\| \} \}
\times \mathbb{Q}_\mathcal{N}(d \mathcal{L}_z) \, dt \, dz
\leq 2 \int_{\mathbb{R}^d} \int_0^\infty \mathbb{E} \{ t \in s \langle g(z), g(x) \rangle \} \xi_s^{(i,j)}(x, y, \eta(z,t,\mathcal{L}_z)) 1 \{ A_s(x, y, \eta) \}
\times 1 \{ \|z - x\| \leq \max \{ \tilde{R}_s(x, \eta), \tilde{R}_s(x, y, \eta) + \|y_s\| \} \}
\times \mathbb{Q}_\mathcal{N}(d \mathcal{L}_z) \, dt \, dz
\leq 2 \int_{\mathbb{R}^d} \int_0^\infty \mathbb{E} \{ t \in s \langle g(z), g(x) \rangle \} (\mathbb{E} \xi_s^{(i,j)}(x, y, \eta(z,t,\mathcal{L}_z))^3)^{1/3} \mathbb{P}(A_s(x, y, \eta))^{1/3}
\times \mathbb{P}(\|z - x\| \leq \max \{ \tilde{R}_s(x, \eta), \tilde{R}_s(x, y, \eta) + \|y_s\| \})^{1/3} \, dt \, dz.
$$

From (2.12) and (2.13) we know that

$$\mathbb{E} \xi_s^{(i,j)}(x, y, \eta) \{ \{z, t, \mathcal{L}_z\} \}^3 \leq 8 C_{\text{mom}, p}^5 (6 + p).$$

By (2.10) and (2.11) we obtain

$$\mathbb{P}(\|z - x\| \leq \max \{ \tilde{R}_s(x, \eta), \tilde{R}_s(x, y, \eta) + \|y_s\| \}) \leq \mathbb{P}(\tilde{R}_s(x, \eta) \geq \|z - x\|) + \mathbb{P}(\tilde{R}_s(x, y, \eta) \geq \|z - x\|/2) + \mathbb{E} \{ \|z - x\|/2 \leq \|y_s\| \}
\leq 5 C_{\text{stab}} \exp(-c_{\text{stab}} s \|z - x\|^d/2^d) + 1 \{ \|z - x\| \leq 2s^{-1/d}\|y\| \}
\leq 5 C_{\text{stab}} \exp(-c_{\text{stab}} s \|z - x\|^d/2^d) + 1 \{ \|z - x\| \leq 2s^{-1/d}\|y\| \}.$$
Thus, there exist constants \( \tilde{C}_2, \tilde{c}_2 \in (0, \infty) \) such that
(6.4) \[ S_2 \leq \tilde{C}_2 \exp(-\tilde{c}_2 \|y\|^{d})(1 + \|y\|^{d+1})s^{-1/d}. \]
Combining (6.3) and (6.4) completes the proof. \( \square \)

**Lemma 6.2.** There exist constants \( C_2, c_2 \in (0, \infty) \) such that for all \( i, j \in \{1, \ldots, m\}, x \in W, \) and \( s \geq 1, \)
\[
\|\mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \mathbb{E} \xi_{s}^{(j)}(\tilde{x}, \mathcal{P}_{sg}) - \mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \mathbb{E} \xi_{s}^{(j)}(\tilde{x}, \mathcal{P}_{sg}) \| \leq C_2(s^{-1/d} + \exp(-c_2 s d(x, \partial W)^d)).
\]

**Proof.** Using the abbreviation
\[
\tilde{\xi}_{s}^{(i,j)}(x, \eta) := |\xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \mathbb{E} \xi_{s}^{(j)}(\tilde{x}, \mathcal{P}_{sg})| + |\xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \mathbb{E} \xi_{s}^{(j)}(\tilde{x}, \mathcal{P}_{sg})|,
\]
we see that
\[
\|\mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \mathbb{E} \xi_{s}^{(j)}(\tilde{x}, \mathcal{P}_{sg}) - \mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \mathbb{E} \xi_{s}^{(j)}(\tilde{x}, \mathcal{P}_{sg}) \| \leq \mathbb{E} \{\mathcal{P}_{sg} \cap \tilde{B}^{d}(x, R_s(\tilde{x}, \mathcal{P}_{sg})) \neq \mathcal{P}_{sg} \cap \tilde{B}^{d}(x, R_s(\tilde{x}, \mathcal{P}_{sg}))\} \tilde{\xi}_{s}^{(i,j)}(x, \eta).
\]
Estimating the right-hand side similarly as the right-hand side of (6.2) in the proof of Lemma 6.1 gives the claimed bound. \( \square \)

**Lemma 6.3.** There exist constants \( C_3, c_3 \in (0, \infty) \) such that for all \( i \in \{1, \ldots, m\}, x \in W, y \in \mathbb{R}^d, \) and \( s \geq 1 \) with \( x + y_s \in W, \)
\[
\|\mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \{A_s^{(1)}(x, y, \eta)\} - \mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \{A_s^{(1)}(x, y, \eta)\}\| \leq C_3(s^{-1/d} + \exp(-c_3 s d(x, \partial W)^d)) \exp(-c_3 \|y\|^{d})
\]
and
\[
\|\mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \{A_s^{(1)}(x, y, \eta)^c\} - \mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \{A_s^{(1)}(x, y, \eta)^c\}\| \leq C_3(s^{-1/d} + \exp(-c_3 s d(x, \partial W)^d)).
\]

**Proof.** Putting \( \tilde{\xi}_{s}^{(i)}(x, \eta) := |\xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg})| + |\xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg})|, \) we have
\[
\|\mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \{A_s^{(1)}(x, y, \eta)\} - \mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \{A_s^{(1)}(x, y, \eta)\}\| \leq \mathbb{E} \{\mathcal{P}_{sg} \cap \tilde{B}^{d}(x, R_s(\tilde{x}, \mathcal{P}_{sg})) \neq \mathcal{P}_{sg} \cap \tilde{B}^{d}(x, R_s(\tilde{x}, \mathcal{P}_{sg}))\} \tilde{\xi}_{s}^{(i)}(x, \eta) \{A_s^{(1)}(x, y, \eta)\}
\]
and
\[
\|\mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \{A_s^{(1)}(x, y, \eta)^c\} - \mathbb{E} \xi_{s}^{(i)}(\tilde{x}, \mathcal{P}_{sg}) \{A_s^{(1)}(x, y, \eta)^c\}\| \leq \mathbb{E} \{\mathcal{P}_{sg} \cap \tilde{B}^{d}(x, R_s(\tilde{x}, \mathcal{P}_{sg})) \neq \mathcal{P}_{sg} \cap \tilde{B}^{d}(x, R_s(\tilde{x}, \mathcal{P}_{sg}))\} \tilde{\xi}_{s}^{(i)}(x, \eta).
\]
We complete the proof by bounding the right-hand sides similarly as for the right-hand side of (6.2). \( \square \)
Lemma 6.4. For any $u > 0$ there exist constants $C_4 \in (0, \infty)$ and $c_4 \in (0, u)$ such that for all $i \in \{1, \ldots, m\}$, $x \in W$, $y \in \mathbb{R}^d$, and $s \geq 1$ with $x + y_s \in W$,

$$
|E\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg}) 1\{A_s^{(2)}(x, y, \eta)\} - E\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg(x)}) 1\{A_s^{(2)}(x, y, \eta)\}| \\
\leq C_4 (s^{-1/d} + s^{-1/d}||y||^{d+1} + \exp(-c_4 s d(x, \partial W)^d)) \exp(-c_4 ||y||^d)
$$

and

$$
|E\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg}) - E\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg(x)})| \\
\leq C_4 (s^{-1/d} + s^{-1/d}||y||^{d+1} + \exp(-c_4 s d(x, \partial W)^d + 2^{d-1} c_4 ||y||^d)).
$$

Proof. Introducing the shorthand

$$
\tilde{\xi}_s^{(i)}(x, y, \eta) := |\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg})| + |\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg(x)})|,
$$

we have

$$
|E\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg}) 1\{A_s^{(2)}(x, y, \eta)\} - E\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg(x)}) 1\{A_s^{(2)}(x, y, \eta)\}| \\
\leq E 1\{\mathcal{P}_{sg} \cap \tilde{B}^d(x + y_s, R_s(x + y_s, \mathcal{P}_{sg})) \neq \mathcal{P}_{sg(x)} \cap \tilde{B}^d(x + y_s, R_s(x + y_s, \mathcal{P}_{sg(x)}))\} \\
\times \tilde{\xi}_s^{(i)}(x, y, \eta) 1\{A_s^{(2)}(x, y, \eta)\}
$$

and

$$
|E\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg}) - E\xi_s^{(i)}(x + y_s, \mathcal{P}_{sg(x)})| \\
\leq E 1\{\mathcal{P}_{sg} \cap \tilde{B}^d(x + y_s, R_s(x + y_s, \mathcal{P}_{sg})) \neq \mathcal{P}_{sg(x)} \cap \tilde{B}^d(x + y_s, R_s(x + y_s, \mathcal{P}_{sg(x)}))\} \tilde{\xi}_s^{(i)}(x, y, \eta).
$$

Once more, bounding the right-hand sides similarly as in the right-hand side of (6.2), we complete the proof. \qed

For $W = \mathbb{R}^d$ we have $d(x, \partial W) = \infty$ for all $x \in W$ so that the corresponding exponential expressions in the previous lemmas vanish.

Our final lemma is a consequence of Lemma 5.12 of [17], together with the assumptions (2.1) and (2.2). We denote by $\mathcal{H}^{d-1}$ the $(d - 1)$-dimensional Hausdorff measure.

Lemma 6.5. (a) For any measurable and bounded $A \subseteq W$ there exists a constant $C_A \in (0, \infty)$ such that

$$
\mathcal{H}^{d-1}\{x \in A : d(x, \partial W) = r\} \leq C_A (1 + r^{d-1}), \quad r > 0.
$$

(b) For any $i \in \{1, \ldots, m\}$ there exists a constant $\tilde{C}_{A_i} \in (0, \infty)$ such that

$$
\mathcal{H}^{d-1}\{x \in \mathbb{R}^d : d(x, \partial A_i) = r\} \leq \tilde{C}_{A_i} (1 + r^{d-1}), \quad r > 0.
$$

Proof of Proposition 5.1. Throughout we use the shorthand notations $g_i := f_i \cdot g$ and $g_{ij} := f_i \cdot f_j \cdot g$ for $i, j \in \{1, \ldots, m\}$. Note that $g_i \in \text{Lip}(A_i)$ and $g_{ij} \in \text{Lip}(A_i \cap A_j)$ for $i, j \in \{1, \ldots, m\}$. We use the multivariate Mecke formula to rewrite $\text{Cov}\left(\langle \hat{\mu}_s^{(i)}, f_i \rangle, \langle \hat{\mu}_s^{(j)}, f_j \rangle\right) / s$ as

$$
\text{Cov}\left(\langle \hat{\mu}_s^{(i)}, f_i \rangle, \langle \hat{\mu}_s^{(j)}, f_j \rangle\right) / s
$$
\[
\begin{align*}
&= \int_{A_i \cap A_j} \mathbb{E} \xi^{(i)}(\tilde{x}, P_{sg}) \xi^{(j)}(\tilde{x}, P_{sg}) f_i(x) f_j(x) g(x) \, dx \\
&\quad + s \int_{A_i} \int_{A_j} \big( \mathbb{E} \xi^{(i)}(\tilde{x}, P_{sg}) \xi^{(j)}(\tilde{y}, P_{sg}) - \mathbb{E} \xi^{(i)}(\tilde{x}, P_{sg}) \mathbb{E} \xi^{(j)}(\tilde{y}, P_{sg}) \big) \\
&\quad \times f_i(x) f_j(y) g(x) g(y) \, dy \, dx \\
&= \int_{A_i \cap A_j} \mathbb{E} \xi^{(i)}(\tilde{x}, P_{sg}) \xi^{(j)}(\tilde{x}, P_{sg}) g_{ij}(x) \, dx \\
&\quad + \int_{A_i} \int_{s^{1/2}(A_j-x)} \big( \mathbb{E} \xi^{(i)}(\tilde{x}, P_{sg}) \xi^{(j)}(\tilde{x} + y, P_{sg}) - \mathbb{E} \xi^{(i)}(\tilde{x}, P_{sg}) \mathbb{E} \xi^{(j)}(\tilde{x} + y, P_{sg}) \big) \\
&\quad \times g_i(x) g_j(x + y) \, dy \, dx \\
&=: J_1 + J_2.
\end{align*}
\]

We begin by comparing \(J_1\) with the first integral in (2.16). It follows from (2.5) and Lemma 6.2 that

\[
|J_1 - \int_{A_i \cap A_j} \mathbb{E} \xi^{(i)}(\tilde{x}, P_{g(x)}) \xi^{(j)}(\tilde{x}, P_{g(x)}) g_{ij}(x) \, dx|
\]

\[
= |J_1 - \int_{A_i \cap A_j} \mathbb{E} \xi^{(i)}(\tilde{x}, P_{sg(x)}) \xi^{(j)}(\tilde{x}, P_{sg(x)}) g_{ij}(x) \, dx|
\]

\[
\leq \int_{A_i \cap A_j} \mathbb{E} \xi^{(i)}(\tilde{x}, P_{sg}) \xi^{(j)}(\tilde{x}, P_{sg}) - \mathbb{E} \xi^{(i)}(\tilde{x}, P_{sg(x)}) \xi^{(j)}(\tilde{x}, P_{sg(x)}) \big) \, dx
\]

\[
\leq \sup_{x \in A_i \cap A_j} |g_{ij}(x)| \left( C_2 \text{Vol}(A_i \cap A_j) s^{-1/d} + C_2 \int_{A_i \cap A_j} \exp(-c_2 s \, d(x, \partial W)^d) \, dx \right).
\]

Noting that \(d(\cdot, \partial W)\) is a Lipschitz function whose gradient exists almost everywhere and has norm one, we apply the co-area formula (Corollary 5.2.6 of [14]) and Lemma 6.5(a) to obtain

\[
\int_{A_i \cap A_j} \exp(-c_2 s \, d(x, \partial W)^d) \, dx = \int_{0}^{\infty} \int_{\{x \in A_i \cap A_j : d(x, \partial W) = r\}} \exp(-c_2 s r^d) \, H_{d-1}(dy) \, dr
\]

\[
\leq C_{A_i \cap A_j} \int_{0}^{\infty} \exp(-c_2 s r^d) (1 + r^{d-1}) \, dr
\]

\[
= C_{A_i \cap A_j} \int_{0}^{\infty} \exp(-c_2 u^d) (1 + (u/s^{1/d})^{d-1}) s^{-1/d} \, du
\]

\[
\leq C_{A_i \cap A_j} \int_{0}^{\infty} \exp(-c_2 u^d) (1 + u^{d-1}) s^{-1/d} \, du
\]

for \(s \geq 1\). Thus, there exists a constant \(C \in (0, \infty)\) such that

\[
|J_1 - \int_{A_i \cap A_j} \mathbb{E} \xi^{(i)}(\tilde{x}, P_{g(x)}) \xi^{(j)}(\tilde{x}, P_{g(x)}) g_{ij}(x) \, dx| \leq C s^{-1/d}, \quad s \geq 1.
\]

Next we consider \(J_2\). For all \(s \geq 1\), \(x \in W\), and \(y \in \mathbb{R}^d\) with \(x + y_s \in W\), the independence of \(A^{(1)}_s(x, y, \eta)^c\) and \(A^{(2)}_s(x, y, \eta)^c\) (recall (2.9)) and the definition of the radius of stabilization in (2.8) yield that

\[
\xi^{(i)}(\tilde{x}, P_{sg+y}) 1\{A^{(1)}_s(x, y, \eta)^c\} \quad \text{and} \quad \xi^{(j)}(\tilde{x} + y_s, P_{sg}) 1\{A^{(2)}_s(x, y, \eta)^c\}
\]
are independent. This implies that

\[
\mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}^x y_s) \xi_s^{(j)}(x + y_s, P_{sg}^x) 1\{A_s(x, y, \eta)^c\}
\]

\[
= \mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}) 1\{A_s^{(1)}(x, y, \eta)^c\} \mathbb{E} \xi_s^{(j)}(x + y_s, P_{sg}) 1\{A_s^{(2)}(x, y, \eta)^c\}.
\]

By inserting indicator functions, \(J_2\) thus breaks into three integrals as follows:

\[
J_2 = \int_{A_1} \int_{s^{1/d}(A_1) - x} \mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}^x y_s) \xi_s^{(j)}(x + y_s, P_{sg}^x) 1\{A_s(x, y, \eta)\} g_i(x) g_j(x + y_s) \ dy \ dx
\]

\[
- \int_{A_1} \int_{s^{1/d}(A_1) - x} \mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}) 1\{A_s^{(1)}(x, y, \eta)\} \mathbb{E} \xi_s^{(j)}(x + y_s, P_{sg})
\]

\[
\times g_i(x) g_j(x + y_s) \ dy \ dx
\]

\[
- \int_{A_1} \int_{s^{1/d}(A_1) - x} \mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}) 1\{A_s^{(1)}(x, y, \eta)^c\} \mathbb{E} \xi_s^{(j)}(x + y_s, P_{sg}) 1\{A_s^{(2)}(x, y, \eta)^c\}
\]

\[
\times g_i(x) g_j(x + y_s) \ dy \ dx
\]

\[
= : I_1 - I_2 - I_3.
\]

Now we define

\[
I'_1 := \int_{A_1} \int_{s^{1/d}(A_1) - x} \mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}^x y_s) \xi_s^{(j)}(x + y_s, P_{sg}^x) 1\{A_s(x, y, \eta)\}
\]

\[
\times g_i(x) g_j(x + y_s) \ dy \ dx
\]

\[
I'_2 := \int_{A_1} \int_{s^{1/d}(A_1) - x} \mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}^x y_s) 1\{A_s^{(1)}(x, y, \eta)\} \mathbb{E} \xi_s^{(j)}(x + y_s, P_{sg}^x)
\]

\[
\times g_i(x) g_j(x + y_s) \ dy \ dx
\]

\[
I'_3 := \int_{A_1} \int_{s^{1/d}(A_1) - x} \mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}^x y_s) 1\{A_s^{(1)}(x, y, \eta)^c\} \mathbb{E} \xi_s^{(j)}(x + y_s, P_{sg}^x) 1\{A_s^{(2)}(x, y, \eta)^c\}
\]

\[
\times g_i(x) g_j(x + y_s) \ dy \ dx.
\]

By applying Lemma 6.1, Lemma 6.3, and Lemma 6.4 (to the differences of expectations) as well as Hölder’s inequality, (2.12), (2.13), and (6.1) (to the terms that are not differences of expectations), one sees that there exist constants \(C', c' \in (0, \infty)\) such that

\[
\max_{k \in \{1, 2, 3\}} |I_k - I'_k|
\]

\[
\leq C' \int_{A_1} \int_{\mathbb{R}^d} (s^{-1/d} + s^{-1/d} \|y\|^{d+1} + \exp(-c'sd(x, \partial W)^d)) \exp(-c'\|y\|^d) \ dy \ dx
\]

for \(s \geq 1\). A similar computation as in (6.5) yields now that the right-hand side can be bounded by a constant times \(s^{-1/d}\).

For \(U \in \mathcal{B}(\mathbb{R}^d)\) with \(U \subseteq A_1\) let

\[
I''_1(U) := \int_U \int_{s^{1/d}(A_1) - x} \mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}^x y_s) \xi_s^{(j)}(x + y_s, P_{sg}^x) 1\{A_s(x, y, \eta)\}
\]

\[
\times g_i(x) g_j(x) \ dy \ dx
\]

\[
I''_2(U) := \int_U \int_{s^{1/d}(A_1) - x} \mathbb{E} \xi_s^{(i)}(\widehat{x}, P_{sg}^x y_s) 1\{A_s^{(1)}(x, y, \eta)\}
\]

\[
\times \mathbb{E} \xi_s^{(j)}(x + y_s, P_{sg}^x) 1\{A_s^{(2)}(x, y, \eta)^c\} g_i(x) g_j(x) \ dy \ dx.
\]
\[ I''_3(U) := \int_{U} \int_{s^{1/d}(A_j - x)} \mathbb{E} \xi_s^{(i)}(\tilde{x}, \mathcal{P}_{s g(x)}) 1 \{ A_s^{(1)}(x, y, \eta) \} \times \mathbb{E} \xi_s^{(j)}(\tilde{x} + y_s - y_s, \mathcal{P}_{s g(x)} - y_s) 1 \{ A_s^{(2)}(x, y, \eta) \} g_i(x) g_j(x) \, dy \, dx. \]

Using the Lipschitz continuity of \( \xi_s^{(i)} \) and \( \xi_s^{(j)} \) with respect to translations (see (2.6)) and the Lipschitz continuity of \( g_i \) and \( g_j \) and bounding the remaining expectations with Hölder’s inequality, (2.13), and (6.1), we see that there exist constants \( C'' \), \( c'' \in (0, \infty) \) such that, for \( s \geq 1 \),

\[
\max_{k \in \{1, 2, 3\}} |I'_k - I''_k(A_i)| \leq C'' \int_{A_i} \int_{\mathbb{R}^d} \|y_j\| \exp(-c'' \|y\|^d) \, dy \, dx
\]

\[ = C'' \lambda_d(A_i) \int_{\mathbb{R}^d} \|y\| \exp(-c'' \|y\|^d) \, dy \, s^{-1/d}. \]

Bounding the integrands again by Hölder’s inequality in combination with (2.13) and (6.1), we see that there exist constants \( C''' \), \( c''' \in (0, \infty) \) such that

\[
\max_{k \in \{1, 2, 3\}} |I''_k(A_i) - I''_k(A_i \cap A_j)| = \max_{k \in \{1, 2, 3\}} \int_{A_i \cap A_j} |I''_k(A_i \cap A_j)| \leq C''' \int_{A_i \cap A_j} \int_{s^{1/d}(A_j - x)} \exp(-c''' \|y\|^d) \, dy \, dx.
\]

The integral on the right-hand side can be bounded by

\[
\int_{A_i \cap A_j} \int_{s^{1/d}(A_j - x)} \exp(-c''' \|y\|^d) \, dy \, dx
\]

\[ \leq \int_{\mathbb{R}^d} \exp(-c''' \|y\|^d / 2) \, dy \int_{A_i \cap A_j} \exp(-c''' s \, d(x, \partial A_j)^d / 2) \, dx. \]

Here the first integral is a constant and a computation similar to that in (6.5) together with Lemma 6.5(b) shows that the second integral is bounded by a constant times \( s^{-1/d} \).

Using (2.5), the double integral in (2.16) can be rewritten as

\[
T := \int_{A_i \cap A_j} \int_{\mathbb{R}^d} \{ \mathbb{E} \xi_s^{(i)}(\tilde{x}, \mathcal{P}_{s g(x)}) \xi_s^{(j)}(\tilde{x} + y - y_s, \mathcal{P}_{s g(x)} - y) - \mathbb{E} \xi_s^{(i)}(\tilde{x}, \mathcal{P}_{s g(x)}) \mathbb{E} \xi_s^{(j)}(\tilde{x} + y - y_s, \mathcal{P}_{s g(x)} - y) \} g_i(x) g_j(x) \, dy \, dx
\]

\[
= \int_{A_i \cap A_j} \int_{\mathbb{R}^d} \{ \mathbb{E} \xi_s^{(i)}(\tilde{x}, x + s^{1/d}(\mathcal{P}_{s g(x)} - x)) \xi_s^{(j)}(\tilde{x} + y_s - y_s, x + s^{1/d}(\mathcal{P}_{s g(x)} - y_s - x))
\]

\[
- \mathbb{E} \xi_s^{(i)}(\tilde{x}, x + s^{1/d}(\mathcal{P}_{s g(x)} - x)) \mathbb{E} \xi_s^{(j)}(\tilde{x} + y_s - y_s, x + s^{1/d}(\mathcal{P}_{s g(x)} - y_s - x)) \}
\times g_i(x) g_j(x) \, dy \, dx
\]

\[
= \int_{A_i \cap A_j} \int_{\mathbb{R}^d} \{ \mathbb{E} \xi_s^{(i)}(\tilde{x}, \mathcal{P}_{s g(x)}) \xi_s^{(j)}(\tilde{x} + y_s - y_s, \mathcal{P}_{s g(x)} - y_s) - \mathbb{E} \xi_s^{(i)}(\tilde{x}, \mathcal{P}_{s g(x)}) \mathbb{E} \xi_s^{(j)}(\tilde{x} + y_s - y_s, \mathcal{P}_{s g(x)} - y_s)\} g_i(x) g_j(x) \, dy \, dx.
\]

For \( s \geq 1 \), \( x \in W \), and \( y \in \mathbb{R}^d \) we define the events

\[
\tilde{A}_s^{(1)}(x, y, \eta) := \{ R_s(\tilde{x}, \mathcal{P}_{s g(x)}) \geq \|y\|/2 \},
\]

\[
\tilde{A}_s^{(2)}(x, y, \eta) := \{ R_s(\tilde{x} + y_s - y_s, \mathcal{P}_{s g(x)} - y_s) \geq \|y\|/2 \},
\]
and \( \tilde{A}_s(x, y, \eta) := \tilde{A}_s^{(1)}(x, y, \eta) \cup \tilde{A}_s^{(2)}(x, y, \eta) \). Note that

\[
\mathbb{P}(\tilde{A}_s(x, y, \eta)) \leq C_0 \exp(-c_0 \|y\|^d), \quad x, y \in \mathbb{R}^d, \quad s \geq 1,
\]

with the same constants as in (6.1). By the independence of \( \tilde{A}_s^{(1)}(x, y, \eta)^c \) and \( \tilde{A}_s^{(2)}(x, y, \eta)^c \) and the definition of \( R_s \) in (2.8), we have that

\[
1\{\tilde{A}_s^{(1)}(x, y, \eta)^c\} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \quad \text{and} \quad 1\{\tilde{A}_s^{(2)}(x, y, \eta)^c\} \xi_s^{(2)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta)
\]

are independent. This implies that

\[
\mathbb{E} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \xi_s^{(2)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \mathbb{P}(\tilde{A}_s(x, y, \eta))^c
\]

\[
= \mathbb{E} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \mathbb{P}(\tilde{A}_s^{(1)}(x, y, \eta)^c) \mathbb{E} \xi_s^{(2)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \mathbb{P}(\tilde{A}_s^{(2)}(x, y, \eta)^c).
\]

For \( s \geq 1, x \in W, \) and \( y \in \mathbb{R}^d \) such that \( x + y_s \in W \) the independence of

\[
1\{A_s^{(1)}(x, y, \eta)^c\} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \quad \text{and} \quad 1\{A_s^{(2)}(x, y, \eta)^c\} \xi_s^{(2)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta)
\]

leads to

\[
\mathbb{E} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \xi_s^{(2)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \mathbb{P}(A_s(x, y, \eta))^c
\]

\[
= \mathbb{E} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \mathbb{P}(A_s^{(1)}(x, y, \eta)^c) \mathbb{E} \xi_s^{(2)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \mathbb{P}(A_s^{(2)}(x, y, \eta)^c).
\]

Applying (6.9) if \( x + y_s \in A_j \) and (6.8) if \( x + y_s \notin A_j \), we can rewrite \( T \) as

\[
T = T_1''(A_i \cap A_j) - T_2''(A_i \cap A_j) - T_3''(A_i \cap A_j) + T_1''' - T_2''' - T_3'''
\]

with

\[
I_1''' := \int_{A_i \cap A_j} \int_{\mathbb{R}^d \setminus s^{1/d}(A_j - x)} \mathbb{E} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \mathbb{P}(A_s^{(1)}(x, y, \eta)^c) g_i(x) g_j(x) dy \, dx
\]

\[
I_2''' := \int_{A_i \cap A_j} \int_{\mathbb{R}^d \setminus s^{1/d}(A_j - x)} \mathbb{E} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \mathbb{P}(A_s^{(1)}(x, y, \eta)^c) g_i(x) g_j(x) dy \, dx
\]

\[
I_3''' := \int_{A_i \cap A_j} \int_{\mathbb{R}^d \setminus s^{1/d}(A_j - x)} \mathbb{E} \xi_s^{(1)}(\tilde{x}, \mathcal{P}_{sg(x)}^\perp)(x, y, \eta) \mathbb{P}(A_s^{(1)}(x, y, \eta)^c) g_i(x) g_j(x) dy \, dx.
\]

By the Hölder inequality, (2.13), and (6.7), we obtain

\[
\max_{k \in \{1, 2, 3\}} |I_k'''| \leq C''' \int_{A_i \cap A_j} \int_{(s^{1/d}(A_j - x))^c} \exp(-c''' \|y\|^d) dy \, dx
\]

with some constants \( C''' \in (0, \infty) \). The integral on the right-hand side is at most

\[
\int_{A_i \cap A_j} \int_{B^d(0, s^{1/d}(x, \partial A_j))^c} \exp(-c''' \|y\|^d) dy \, dx,
\]

which can be bounded by a constant times \( s^{-1/d} \) similarly as explained next to (6.6).
Because of
\[ |J_2 - T| \leq 3 \max_{k \in \{1,2,3\}} |I_k - I'_k| + 3 \max_{k \in \{1,2,3\}} |I''_k - I''_k(A_i)| \]
\[ + 3 \max_{k \in \{1,2,3\}} |I''_k(A_i) - I''_k(A_i \cap A_j)| + 3 \max_{k \in \{1,2,3\}} |I''_k| \]

combining the estimates above completes the proof of Proposition 5.1. 

\[ \square \]

**Remark.** Note that (2.15) requires weaker assumptions than Proposition 5.1. Indeed, \( g \) is only almost everywhere continuous, the test functions are only bounded, and the sets \( W \) and \( A_1, \ldots, A_m \) do not have to satisfy (2.1) and (2.2), respectively.

In the following, we sketch how one can deduce (2.15) by combining arguments from the proof of Proposition 5.1 and the proof of Theorem 2.1 in [22]. We believe that this is more transparent than only referring to [22] since there are some slight differences in the assumptions and the notations differ.

Since we have \( \lambda_d(\partial W) = 0 \) for (2.15), we can assume without loss of generality that \( W \) is open. Under the weaker assumptions of (2.15) we still obtain that the left-hand sides in the proof of Proposition 5.1 and the proof of Theorem 2.1 in [22]. We believe that this is more transparent than only referring to [22] since there are some slight differences in the assumptions and the notations differ.

We have \( \lambda_d(\partial W) = 0 \) for (2.15), we can assume without loss of generality that \( W \) is open. Under the weaker assumptions of (2.15) we still obtain that the left-hand sides in the 

\[ (6.10) \]
\[ \lim_{s \to \infty} \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg}) \xi(s) \xi(j)(\bar{x}, \mathcal{P}_{sg}) - \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg}) \mathbb{P}_{s} \xi(j)(\bar{x}, \mathcal{P}_{sg}) = 0 \]

and

\[ (6.11) \]
\[ \lim_{s \to \infty} \left( \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg} x) \xi(s) \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) - \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg}) \mathbb{P}_{s} \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) \right) = 0. \]

To obtain the second limit, one has to insert indicator functions and to use independence as in the proof of Proposition 5.1 above. This argument also implies that there exist constants \( C, c \in (0, \infty) \) such that

\[ \left| \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg} x) \xi(s) \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) - \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg}) \mathbb{P}_{s} \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) \right| g(x + s^{-1/d} y) \]
\[ \leq C \exp(-c||y||) \]

for all \( s \geq 1, x \in W, \) and \( y \in \mathbb{R}^d \) with \( x + y_s \in W \). This bound is the analog to (4.27) in [22].

Next we show that \( J_1 \) and \( J_2 \) as defined at the beginning of the proof of Proposition 5.1 converge to the desired terms in (2.16). From (6.10) and the dominated convergence theorem this follows immediately for \( J_1 \). Combining (6.11) with (2.6), we obtain that, for almost all \( x \in W \) and \( y \in \mathbb{R}^d \),

\[ \lim_{s \to \infty} \left( \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg} x) \xi(s) \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) - \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg}) \mathbb{P}_{s} \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) \right) \]
\[ - \left( \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg} x) \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) - \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg}) \mathbb{P}_{s} \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) \right) = 0, \]

which can be rewritten as

\[ \lim_{s \to \infty} g(x + y_s) \left( \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg} x) \xi(s) \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) - \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg}) \mathbb{P}_{s} \xi(j)(\bar{x} + y, \mathcal{P}_{sg}) \right) \]
\[ = g(x) \left( \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg} x) \xi(s) \xi(j)(\bar{x} + y - y, \mathcal{P}_{sg}) - \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg}) \mathbb{P}_{s} \xi(j)(\bar{x} + y - y, \mathcal{P}_{sg}) \right) \]
\[ - \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg} x) \xi(j)(\bar{x} + y - y, \mathcal{P}_{sg}) - \mathbb{P}_{s} \xi(i)(\bar{x}, \mathcal{P}_{sg} x) \mathbb{P}_{s} \xi(j)(\bar{x} + y - y, \mathcal{P}_{sg}) \right). \]
This is the counterpart to (4.26) in [22]. Now one can prove with the Lebesgue differentiation theorem as on page 1011 of [22] that $J_2 \to T$ as $s \to \infty$, where $T$ is the second term on the right-hand side of (2.16).
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