We characterize the tail behavior of the distribution of the PageRank of a uniformly chosen vertex in a directed preferential attachment graph and show that it decays as a power law with an explicit exponent that is described in terms of the model parameters. Interestingly, this power law is heavier than the tail of the limiting in-degree distribution, which goes against the commonly accepted power law hypothesis. This deviation from the power law hypothesis points at the structural differences between the inbound neighborhoods of typical vertices in a preferential attachment graph versus those in static random graph models where the power law hypothesis has been proven to hold (e.g., directed configuration models and inhomogeneous random digraphs). In addition to characterizing the PageRank distribution of a typical vertex, we also characterize the explicit growth rate of the PageRank of the oldest vertex as the network size grows.

1. Introduction. PageRank, the ranking scheme introduced by Brin and Page [37], is arguably one of the most important centrality measures for directed complex networks. Originally intended to assign a universal rank to pages in the World Wide Web, it has become a standard tool in the analysis of almost any large graph, either directed or undirected. PageRank’s appeal is due in part to its computability, which involves solving a linear system of equations that can be efficiently done in a distributed fashion even on very large graphs [40]. But more importantly, it is PageRank’s ability to identify “influential” nodes that has made it popular in a wide range of applications [24, 23, 4, 43, 16, 1, 30, 22, 25, 44]. It is this vague concept of “influence” that has been at the core of the analysis of PageRank’s qualitative behavior, whose aim is to understand the type of nodes that PageRank will tend to score highly.

Since the early 2000’s, research on the qualitative analysis of PageRank has focused on characterizing the distribution of the ranks it produces in relation to the properties of the underlying graph. The work in [38] and other papers that followed [18, 17, 9], identified a property known as the power law hypothesis, which states that in a directed network whose in-degree distribution follows a power law, the PageRank scores will also follow a power law, with the same exponent. This phenomenon, that has been empirically verified in many real-world networks, has been proven to be true for directed random graphs that are generated via either a directed configuration model [15, 36] or an inhomogeneous random digraph [32, 36], and is based on the asymptotic analysis of the local weak limit of the underlying graphs [42, 29, 35]. Both of these random graph models are static, i.e., they are meant to describe a fixed instance of a real-world graph. The two models share other important characteristics, such as their typically short distances and diameter (known as the small world phenomenon), their ability to replicate almost any given degree distribution, in particular power laws (known as the scale-free property), and their local tree-like structure [41]. In addition to establishing
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1 $X$ has a power law distribution if $P(X > x)$ decays proportionally to $x^{-\alpha}$ for some $\alpha > 0$. 
the validity of the power law hypothesis for the two models, the analysis of the PageRank distribution done in [29, 36] provides insights into the types of nodes that PageRank will tend to rank highly, which broadly classifies highly ranked nodes into two categories: 1) nodes that have an atypically large in-degree, and 2) nodes that have one inbound neighbor with an unusually large PageRank. See also the recent work [14] for a large deviations type comparison between the maximum in-degree and the maximum PageRank on the directed configuration model.

This paper further contributes to the qualitative analysis of PageRank, however, on a different kind of random graphs. A popular alternative for modeling real-world networks is to consider evolving random graphs, which not only mimic static properties such as the small-world phenomenon or the scale-free property, but also provide an explanation for how the graphs are created. Perhaps the most influential of such models is the preferential attachment graph proposed by Albert and Barabási [8]. Here we focus on a directed preferential attachment model (DPA), in which vertices are added to the graph one at a time by drawing directed edges towards $m$ vertices chosen according to a linear preference rule. This model is known to produce graphs with power law in-degrees, small diameter, small typical distances, and a local tree-like structure. The main difference compared to its static counterparts is that it also provides a time-stamp identifying when each vertex was added to the graph. Interestingly, as will be shown in the current article, this time-stamp has important consequences for the qualitative behavior of PageRank, which illustrates how different the neighborhoods of large in-degree vertices are relative to those in the static models. More precisely, our work shows that in the DPA, the PageRank distribution follows a power law, however, the index of this power law is different from that of the in-degree distribution, with the former having even heavier tails.

The expected value of PageRank on DPA graphs was first studied in [6], for the same model studied here. In addition to the expected values, the work in [6] also hints at the power law distribution of PageRank, although stops short of proving it. More recently, the work in [21] uses a general approach based on local weak convergence to establish a lower bound for the tail distribution of PageRank in terms of that of the in-degree, which combined with the known local weak convergence of the DPA gives a power law lower bound. Our first main result, which is enabled by a novel reinterpretation of the local weak limit of the DPA, shows that the limiting PageRank distribution of a typical vertex is indeed a power law with an explicit index that is different from that of the in-degree distribution. In other words, the DPA provides a counterexample to the power law hypothesis. Our second main result furnishes precise asymptotics of the PageRank of the oldest vertex in the network. The proofs of the main results involve a careful analysis of the local weak limit of the DPA, which we show can be expressed in terms of a continuous time branching process. This branching process can then be used to construct a continuous time martingale from where the properties of the PageRank distribution can be derived.

The DPA model considered here is limited in the sense that it assigns to each vertex a deterministic out-degree and it produces graphs having no directed cycles, as edges always point from younger to older vertices. A variant of our model capable of producing directed cycles and random out-degrees is the one proposed in [12], in which at each time step, either a new vertex attaches to the existing network using an edge with a random direction, or a new directed edge is added between existing vertices. The asymptotic joint in-degree and out-degree distribution of a uniformly chosen vertex in this model was recently analyzed in [13], in a unified setting that also includes more realistic versions of the model. Since we believe that our techniques can be broadly applied to other random network models whose local weak limit can be described in terms of continuous time branching processes, we expect to extend our results to other DPA models in the future.
This paper is organized as follows. In Section 2 we define the DPA and give a mathematical description of PageRank. In Section 3 we state our main results on the asymptotic behavior of PageRank and compare it to its counterparts on static random graph models. We also discuss the modeling implications of our results, which provide important insights about the local neighborhoods of high degree vertices. Section 4 summarizes known results about the local weak convergence of the DPA. Section 5 contains a new theorem unifying two different representations of the local limit, a key step for the analysis of PageRank. Finally, Sections 6 and 7 contain the proofs of our main results.

2. PageRank and the directed preferential attachment model. PageRank is a centrality measure which gives to each vertex in a graph a score based on the stationary distribution of a discrete-time Markov chain on the graph, as described below.

Let $G = G(V, E)$ denote a directed graph with set of vertices $V$ and set of edges $E$. Since the graph $G$ is allowed to have self-loops and multiple edges from one vertex to another, we use $a_{u,v}$ to denote the number of edges from vertex $u$ to vertex $v$. For each vertex $v \in V$ let $d^-_v$ and $d^+_v$ denote its in-degree and out-degree, respectively. Writing $|V|$ for the number of vertices in the graph, let $A$ denote the $|V| \times |V|$ matrix whose $(i,j)$th element is $a_{i,j}$, and let $\Delta$ be the diagonal matrix whose $i$th element is $1/d^+_i$ if $d^+_i > 0$ and 0 if $d^+_i = 0$. Let $P$ be the matrix product $\Delta A$ with the zero rows replaced with the probability vector $q = |V|^{-1}1$. Note that $P$ is a stochastic matrix (all rows sum to one). The PageRank vector $\pi = (\pi_1, \ldots, \pi_{|V|})$, with damping factor $\alpha \in (0, 1)$, is defined as the stationary distribution of the discrete-time Markov chain which, at each time, hops according to transition matrix $P$ with probability $\alpha$, and jumps to a uniformly chosen vertex in $G$ with probability $1 - \alpha$. In particular, when this Markov chain is at a vertex $v$ with $d^+_v > 0$, the hop mechanism lands it on a neighboring vertex via an incident edge chosen uniformly at random. When the chain is at a dangling node (with out-degree 0), its next move is always to a uniformly chosen vertex.

The PageRank vector $\pi$ can be computed by solving the following system of equations [33, Section 1.5]:

$$\pi = \pi(cP) + (1 - \alpha)q.$$

As the matrix $cP$ is substochastic (its rows sum to $c$), the system of equations is guaranteed to have a unique solution given by:

$$\pi = (1 - \alpha)q(I - cP)^{-1} = (1 - \alpha)q \sum_{k=0}^{\infty}(cP)^k.$$

For the purpose of analyzing the typical behavior of PageRank, it is more convenient to work with the scale-free PageRank vector $R := |V|\pi$. The object of our study is a uniformly chosen component of $R$.

We now move on to describe the random graph model that is the focus of this paper. The directed (linear) preferential attachment model $DPA(m, \beta)$ with parameters $m \in \mathbb{N}$ and $\beta \geq 0$ is a model for an evolving random directed rooted graph sequence $\{G_n\}_{n \geq 0}$ obtained by the following recipe. $G_1$ comprises one vertex $v_1$ (the root) and zero edges. $G_2$ contains two vertices $v_1$ and $v_2$ connected by $m$ edges directed from $v_2$ to $v_1$. Given we have obtained $G_{n-1}$ for $n \geq 3$, $G_n$ is constructed from $G_{n-1}$ by adding one vertex $v_n$ with $m$ outbound edges which are connected one-by-one to the existing vertices $\{v_i\}_{1 \leq i \leq n-1}$ with probability proportional to their degree: for $1 \leq k \leq m$, $1 \leq i \leq n-1$,

$$\mathbb{P}\left( k^{th} \text{ outbound edge of } v_n \text{ attached to } v_i \bigg| G_{n-1} \right) = \frac{D_i(n-1, k-1) + \beta}{\sum_{j=1}^{n-1}(D_j(n-1, k-1) + \beta)},$$

where $D_i(n-1, k-1)$ is the $i$th out-degree of vertex $v_i$ in graph $G_{n-1}$.
where \( D_j(n, k, 1) \) is the total degree (in-degree plus out-degree) of the \( j \)th vertex after \( k - 1 \) edges of \( v_n \) are attached to vertices in \( G_{n-1} \). Note that the denominator simplifies to 
\[
\sum_{j=1}^{n-1} (D_j(n, 1, k-1) + \beta) = 2m(n-2) + (k-1) + \beta(n-1).
\]

Note that the in-degree of vertices in the graph sequence may grow with time, while their out-degree is always equal to \( m \). The constant out-degree also implies that the matrix \( cP \) simplifies to \( (c/m) A \), and the scale-free PageRank vector \( R \) becomes:
\[
R = (c/m)RA + (1 - c)1 = (1 - c) \sum_{k=0}^{\infty} \left( \frac{c}{m} \right)^k 1A^k.
\]

It will also be convenient in the sequel to introduce the notation:
\[
P_{k,i}^{(n)} = (1A^k)_i \quad k \geq 1,
\]
which corresponds to the number of directed paths of length \( k \) in \( G_n \) that end at vertex \( i \).

From now on, we will also denote the PageRank vector by \( (R_1(n), \ldots, R_n(n)) \). This notation makes explicit the dependence on \( n \) of the graph sequence, which is otherwise implicit in the dimension of the adjacency matrix \( A \) and the vector \( R \). Hence, we obtain the following representation of PageRank for the DPA(\( m, \beta \)):
\[
(3.1) \quad R_i(n) = (1 - c) \left( 1 + \sum_{k=1}^{\infty} \left( \frac{c}{m} \right)^k P_{k,i}^{(n)} \right), \quad i = 1, \ldots, n.
\]

3. Main Results. Our main result, and the one that relates to the power law hypothesis, is a question about the behavior of a typical vertex, represented by a uniformly chosen vertex in \( G_n \). However, since the DPA is an evolving graph model where vertex labels tell us their age, another interesting quantity to analyze is the behavior of the oldest vertex, which is quite different from that of a typical vertex. Hence, this section is divided into two subsections, one for each of these two cases.

3.1. PageRank of a uniformly chosen vertex. Let \( V_n \) denote (the index of) a uniformly chosen vertex in \( G_n \). Denote the in-degree and PageRank of this vertex by \( D_{V_n}(n) \) and \( R_{V_n}(n) \), respectively. The following theorem shows that these quantities jointly converge in distribution as \( n \to \infty \). Moreover, it explicitly quantifies the power law tail exponents of the limiting in-degree and that of the PageRank distribution.

**Theorem 3.1.** The in-degree and PageRank of a uniformly chosen vertex in \( G_n \) jointly converge in distribution:
\[
(3.1) \quad (D_{V_n}(n), R_{V_n}(n)) \xrightarrow{d} (D^-, R) \quad \text{as } n \to \infty,
\]
where \( R, D^- \) are described in Section 4.3. Moreover, there exists \( C > 0 \) such that as \( k \to \infty \),
\[
(3.2) \quad \Pr[D^- \geq k] = Ck^{-2-\beta/m} (1 + O(k^{-1})),
\]
and positive constants \( C_1, C_2 \) such that for any \( r \geq 1 ,
\[
(3.3) \quad C_1 r^{-(2+\beta/m)/(1+(m+\beta)c/m)} \leq \Pr[R \geq r] \leq C_2 r^{-(2+\beta/m)/(1+(m+\beta)c/m)}.
\]

**Remark 3.2.** Theorem 3.1 leads to the following observations.

(i) The limiting PageRank distribution has a heavier tail than the limiting in-degree distribution. This stands in stark contrast with the commonly accepted power law hypothesis which asserts that, in graphs whose in-degree follows a power law, the tail distribution of
PageRank also follows a power law with the same exponent. A more thorough discussion on the implications of this result is included at the end of the subsection.

(ii) The asymptotic behavior of the limiting in-degree given by (3.2) shows that its tail exponent is linearly increasing in $\beta$ (keeping $m, c$ fixed) and thus the tails become lighter as $\beta$ grows. This can be intuitively understood by noting that increasing $\beta$ makes the attachment mechanism ‘approach’ uniform attachment (each new vertex attaches to a pre-existing vertex uniformly at random) where the limiting degree distribution has exponential tails [28, Theorem 1.1].

However, the tail exponent of the limiting PageRank distribution in (3.3) satisfies:

$$\lim_{\beta \to \infty} \frac{2 + \beta/m}{1 + (m + \beta)c/m} = \frac{1}{c},$$

which shows that PageRank remains a power law as $\beta$ increases, with a tail exponent uniformly bounded above and below by positive numbers. In fact, this suggests the surprising phenomenon that the limiting PageRank distribution in the uniform attachment model has a power law tail with exponent $1/c$, although the limiting in-degree distribution has exponential tails. Although we do not prove it in this paper, we believe this is true. In the tree case ($m = 1$), this can be shown directly using the methods developed in the current paper. The non-tree case requires a description of the local weak limit in the uniform attachment setting, and will be included in future work involving a more general class of dynamic random graphs.

(iii) As $c \downarrow 0$ (keeping $m, \beta$ fixed), the tail exponent of the limiting PageRank distribution approaches that of the limiting in-degree distribution. This can be intuitively understood from the representation of PageRank in (2.1) by noting that as $c \downarrow 0$ the main contribution to the PageRank of any vertex comes from its number of inbound neighbors, which is precisely the in-degree of this vertex.

(iv) As $m \to \infty$ (keeping $\beta, c$ fixed), the tail exponent of the limiting in-degree distribution approaches 2 (which also corresponds to the $\beta = 0$ case). However, the exponent for the limiting PageRank distribution approaches $2/(1 + c)$.

The power law hypothesis. Although numerous studies [38, 18, 17, 9] have empirically verified the validity of the power law hypothesis on real-world scale-free graphs, Theorem 3.1 provides a counterexample, since although it establishes the power law behavior of both the limiting PageRank distribution and that of the limiting in-degree, the two tail exponents are different.

To shed some light into the implications of our results, it may be helpful to explain in more detail what the existing theorems for static random graphs say. First, both the directed configuration model and the inhomogeneous random digraph, converge locally in the large graph limit to a (possibly infinite) marked Galton-Watson process. This implies that the limiting PageRank distribution can be characterized through a branching distributional fixed-point equation. In the case of the directed configuration model with in-degree distributed according to $D$ in Theorem 3.1 and out-degree equal to $m$ for all nodes, Theorem 6.4 in [15] characterizes the limiting PageRank distribution as the endogenous solution to:

$$\mathcal{R} \overset{d}{=} \sum_{i=1}^{D^-} \frac{c}{m} \mathcal{R}_i + 1 - c,$$

where the $\{\mathcal{R}_i\}$ are i.i.d. copies of $\mathcal{R}$, independent of $D^-$. In other words, the PageRanks of the inbound neighbors of the randomly chosen vertex are asymptotically i.i.d. and independent of its in-degree, which leads to the heavy-tailed asymptotic

$$\mathbb{P}[\mathcal{R} > x] \sim \mathbb{P}[D^- > (c\mathbb{E}[\mathcal{R}]/m)x] + \mathbb{P}\left[\max_{1 \leq i \leq D^-} \mathcal{R}_i > (m/c)x\right].$$
The second equivalence is [29, Theorem 5.1] while the first is a consequence of the proof of the same theorem\(^2\). On the other hand, the DPA converges in the local weak sense to a continuous-time branching process stopped at a finite random time, that is, a finite tree. Moreover, the time-stamps imply that the PageRanks of the inbound neighbors of a randomly chosen vertex are no longer i.i.d., nor are they independent of its in-degree. In other words, the distributional fixed-point equation (3.4) does not hold, and the asymptotic behavior of the random variable \(\sum_{i=1}^{D^-} (c/m) R_i + 1 - c\) is more complex (see also [21, Remarks 6.7 and 6.11]). The heavier tails of \(R_i\), relative to those of \(D^-\), are consistent with the observation that “old” vertices in the DPA (strongly correlated with having large in-degrees) tend to have inbound neighbors that are also “old”, hence compounding the effect of their large in-degrees.

In other words, the tail behavior of PageRank on the DPA, as stated by Theorem 3.1, reflects the different structure of local neighborhoods in the DPA compared to local neighborhoods in either a directed configuration model or an inhomogeneous random digraph. In the former, large degree vertices tend to be close to each other, while in the latter, they are more evenly spread out. Moreover, PageRank can be used to statistically distinguish the DPA from either of the two static models for which the power law hypothesis has been shown to hold.

3.2. \textit{PageRank asymptotics for the oldest vertex.} The next theorem quantifies the asymptotic behavior of the PageRank of the oldest vertex in the DPA(1, \(\beta\)) model, which corresponds to the root of a branching process (in the \(m = 1\) case, the network \(G_n\) is a tree for all \(n \in \mathbb{N}\)). As our theorem shows, the behavior of the oldest vertex is quite different from that of a typical vertex.

\begin{theorem}
\label{thm:root-asymptotics}
The PageRank \(R_1(n)\) of the root in \(G_n\) for the DPA(1, \(\beta\)) model satisfies
\begin{equation}
\tag{3.5}
n^{-(1+(1+\beta)c)/(2+\beta)} R_1(n) \xrightarrow{a.s.} W, \quad n \to \infty,
\end{equation}
for some positive, almost surely finite random variable \(W\).
\end{theorem}

\begin{remark}
Theorem 3.3 leads to the following natural questions. Although we do not explore these in the current paper, we will will address them in future research.

(i) \textit{Root PageRank asymptotics for \(m \geq 2\).} The proof of Theorem 3.3 relies on an embedding of the discrete tree network in a continuous time branching process (see Lemma 7.1). Although such an embedding does not directly extend to the non-tree case, there is a natural way of obtaining DPA\((m, \beta)\) from DPA\((1, \beta)\) by collapsing a tree network (equivalently, the associated continuous time branching process) [20]. Broadly speaking, this procedure gives a DPA\((m, \beta)\) network of size \(n\) from a DPA\((1, \beta)\) tree of size \(nm\) by collapsing \(m\) successive vertices, in their arrival order, along with their incident edges. However, vertices at different distances from the root in the tree can be collapsed into the same vertex in the DPA\((m, \beta)\) network, which makes the analysis of PageRank hard to transfer from the tree to the non-tree case. Hence, this case remains an open problem.

(ii) \textit{Maximal PageRank.} We believe the asymptotic growth rate of the root PageRank is of the same order as that of the maximal PageRank of the network. This belief stems from the phenomenon of \textit{persistence} of the maximal degree vertex: almost surely, there exists a random \(n_0\) such that the maximal degree vertex in \(G_{n_0}\) continues to be the maximal degree vertex in \(G_n\) for all \(n \geq n_0\) [19, 7]. In other words, we conjecture that the maximal PageRank also exhibits persistence, which would imply that Theorem 3.3 gives its asymptotic behavior.

\(^2\)If \(g(x) \sim f(x)\) as \(x \to \infty\) if \(\lim_{x \to \infty} f(x)/g(x) = 1\).
4. PageRank and Local Weak Convergence. The recent work in [21] shows that the PageRank \( R_{V,G}(n) \) of a uniformly chosen vertex in \( G_n \) converges in distribution to a random limit \( \mathcal{R} \) that is explicitly characterized by the local weak limit of \( G_n \) as \( n \to \infty \). We will now describe this connection, which will establish (3.1).

4.1. Local weak convergence for directed graphs. Local weak limits characterize the asymptotic behavior of neighborhoods of a uniformly chosen vertex in a graph sequence as the size of the graph goes to infinity. This concept was first introduced in [2, 3, 10] for undirected graphs. We now sketch an extension of this concept to directed graphs as laid out in [21].

Let \( \mathcal{G} \) denote the space of directed, marked, rooted graphs [21, Definition 3.8]. Elements of this space comprise directed graphs \( G \) with a distinguished vertex \( \emptyset \) called the root. Moreover, each vertex carries an integer value called the mark which is at most the out-degree of the vertex\(^3\). There is a natural concept of isomorphism \( \cong \) between two elements of \( \mathcal{G} \) [21, Definition 3.9]: two such elements are isomorphic if there exists a bijection between the vertex sets which maps root to root and preserves the directed adjacency structure and marks of the vertices. We will denote by \( \mathcal{G}_* \), the quotient space of \( \mathcal{G} \) with respect to the equivalence given by isomorphisms. We will denote a generic element of \( \mathcal{G}_* \) by \((G, \emptyset, M(G))\), where \( M(G) \) denotes the set of marks on vertices of \( G \).

**Notation:** We will label the vertices of trees and individuals in branching processes by \( I := \bigcup_{k=0}^{\infty} \mathbb{N}^k \), with the convention \( \mathbb{N}^0 := \{0\} \). In addition, for \( i = (i_1, \ldots, i_k) \), we denote by \((i, j) = (i_1, \ldots, i_k, j)\) the index concatenation operation, and \(|i| = k\) the length of the label, or equivalently, the generation to which the individual in the branching process belongs to. For simplicity, for labels of length one (equiv. individuals in the first generation), we omit the parenthesis and simply write \( i \in \mathbb{N} \). Furthermore, for a vector \( i \) of length \(|i| = k\), we use the notation \( i[m] = (i_1, \ldots, i_m) \) for \( 0 \leq m \leq k \) to denote its truncation to length \( m \), with the convention \( i[0] = \emptyset \). For continuous time branching processes, the birth time of an individual \( i \in \mathbb{N}^\infty \) will be denoted by \( \sigma_i \). For \( i \in \mathbb{N} \), we will denote by \( e^{(i)} \) the \( i\)-th coordinate unit vector in \( \mathbb{R}^\infty \). For \( n \in \mathbb{N} \) and any \( n \times n \) matrix \( A \), \( e^A \) will denote the usual matrix exponential.

For any \( k \in \mathbb{N} \cup \{0\} \), the \( k\)-neighborhood of the root \( \emptyset \) in \((G, \emptyset, M(G))\), denoted by \( U_{\leq k}(\emptyset) \), is obtained by progressively exploring vertices using incoming edges in the opposite direction, starting from the root, up till graph distance \( k \) from the root and revealing the marks and connectivity structure of the explored vertices [21, Definition 3.10]. Note that \( U_{\leq k}(\emptyset) \) thus constructed is a marked directed subgraph of \((G, \emptyset, M(G))\). This leads to a natural distance on the space \( \mathcal{G}_* \); for two elements \((G, \emptyset, M(G)), (G', \emptyset', M(G'))\) in \( \mathcal{G}_* \), define \( d_{loc}((G, \emptyset, M(G)), (G', \emptyset', M(G'))) := 1/(\kappa + 1) \), where \( \kappa := \inf\{k \geq 1 : U_{\leq k}(\emptyset) \not\cong U_{\leq k}(\emptyset')\} \). Unlike for undirected graphs, this distance is not a metric on \( \mathcal{G}_* \), but a pseudonorm, as the distance between two distinct elements in \( \mathcal{G}_* \) can be zero. This is because, in the directed setting, edges are explored only in one direction, leaving parts of the graph unexplored [21, Figure 4]. Thus, two rooted marked directed graphs can have identical explorable root neighborhoods without being isomorphic. However, if \( d_{loc}((G, \emptyset, M(G)), (G', \emptyset', M(G'))) = 0 \), it can be shown that the incoming neighborhoods for the root (the possibly infinite subgraph that can be explored starting from the root) in the two graphs are isomorphic. Namely, denoting the respective incoming neighborhoods by \( U_{\infty}(\emptyset) \) and \( U_{\infty}(\emptyset') \), we have \( U_{\infty}(\emptyset) \cong U_{\infty}(\emptyset') \). This leads to an equivalence relation on \( \mathcal{G}_* \). Denoting by \( \mathcal{G}_*/d_{loc} \) the quotient space of \( \mathcal{G}_* \) under this equivalence relation, it follows that \((\mathcal{G}_*, d_{loc})\) is a Polish space.

\(^3\)For the DPA models considered in this paper, all marks can be taken to be \( m \) as each vertex (other than the root) has the same out-degree. However, we will work in the marked setting to apply some results of [21] without modification.
Now, we have all the tools to describe the concept of local weak convergence in the directed graph setting. For a sequence \( \{(G_n, M(G_n))\}_{n \in \mathbb{N}} \) of marked, directed random graphs, define

\[
P_n := \frac{1}{|V(G_n)|} \sum_{v \in V(G_n)} \delta(g,v,M(G_n))
\]

as the empirical measure corresponding to selecting the root in \((G_n, M(G_n))\) uniformly at random in \(V(G_n)\).

**Definition 4.1** (Local weak convergence for directed graphs). Consider a sequence \( \{(G_n, M(G_n))\}_{n \in \mathbb{N}} \) of marked, directed random graphs. We say \((G_n, M(G_n))\) converges in probability in the local weak sense to a random element \(G^* \in \mathcal{G}_*\) with law \(P^*\) if for any bounded continuous function \(f : \mathcal{G}_* \to \mathbb{R}\),

\[
\mathbb{E}_{P_n}(f) \xrightarrow{P} \mathbb{E}_{P^*}(f),
\]

where \(\mathbb{E}_{P_n}\) and \(\mathbb{E}_{P^*}\) respectively denote expectation taken with respect to the laws \(P_n\) and \(P^*\).

4.2. **Local weak limits of DPA(m, \beta).** We will now describe local weak limits of directed linear preferential attachment graphs. The limiting graphs in the cases \(m = 1\) and \(m \geq 2\) have both been described before in [39] and [11], respectively, but the descriptions are very different. A key technical contribution of this article is a unified description in terms of continuous time branching processes that is valid for \(m \geq 1\). In this subsection, we offer the existing descriptions of the limiting graphs for the two cases \(m = 1\) and \(m \geq 2\). The new unified description is given in Section 5.

1. Local limit for \(m = 1\) case. A few definitions are in order.

**Definition 4.2** (\(\beta\)-Yule Process). Fix \(\beta \geq 0\). A \(\beta\)-Yule process is a pure birth process \(\{Y_\beta(t) : t \geq 0\}\) with \(Y_\beta(0) = 0\) and which satisfies, for any \(t \geq 0\),

\[
\mathbb{P}[Y_\beta(t+dt) - Y_\beta(t) = 1|F(t)] := (Y_\beta(t) + 1 + \beta)dt + o(dt)
\]

and

\[
\mathbb{P}[Y_\beta(t+dt) - Y_\beta(t) \geq 2|F(t)] := o(dt),
\]

where \(\{F(t) : t \geq 0\}\) is the natural filtration of the process.

**Definition 4.3** (Continuous time branching process (CTBP)). Fix \(\sigma_0 \geq 0\). Let \(\xi_x(t) : t \in [x, \infty), x \in [\sigma_0, \infty)\), be a collection of independent point processes indexed by the real numbers in \([\sigma_0, \infty)\). A continuous time branching process (CTBP) with root \(\emptyset\) born at time \(\sigma_0\), denoted by \(\{\mathcal{B}_{\sigma_0}(t) : t \geq \sigma_0\}\), is a branching process which originates from a single individual \(\emptyset \in \mathcal{I}\) which gives birth to new individuals indexed by \(\{i : i \in \mathbb{N}\}\) at times prescribed by the point process \(\xi_{\sigma_0}(\cdot)\). Moreover, any individual \(i \in \mathcal{I}\) born into the population at time \(\sigma_1\) produces offspring \(\{(i, j) : j \in \mathbb{N}\}\) independently at times given by \(\xi_{\sigma_1}(\cdot)\). The associated directed rooted tree \(\mathcal{T}(\mathcal{B}_{\sigma_0}(t))\) for the CTBP observed till time \(t\) is constructed by placing an edge between each individual and its parent which is directed towards the parent. The total number of individuals in the CTBP at time \(t\) will be denoted by \(|\mathcal{B}_{\sigma_0}(t)|\).

We now describe the local weak limit for DPA(1, \(\beta\)) for fixed \(\beta \geq 0\) (all vertex marks are equal to 1). In this case, the local weak limit of \(\mathcal{G}_n\) as \(n \to \infty\) is described in terms of a CTBP with root \(\emptyset\) born at time 0 where each individual \(i \in \mathcal{I}\) reproduces according to the point process \(\xi_{\sigma_1}(t) = Y_1(t - \sigma_1), t \geq \sigma_1\), where \(\{Y_1(\cdot) : i \in \mathcal{I}\}\) is an i.i.d. collection of \(\beta\)-Yule processes. We denote this CTBP by \(\{\mathcal{B}^{(\beta)}(t) : t \geq 0\}\). It was shown in [39] (see
Theorem 1 and Section 4.2 there) that the local weak limit of \( \mathcal{G}_n \) as \( n \to \infty \) is given by 
\[
\mathcal{G}^* (1) := \mathbb{T} \left( B^{(\beta)} (\tau) \right),
\]
where \( \tau \) is an \( \text{Exp}(2 + \beta) \) random variable that is independent of 
\( B^{(\beta)} (\cdot) \).

II) Local limit for \( m \geq 2 \) case. We now describe a random tree, called the Pólya point graph, that arises as the local weak limit of \( \text{DPA}(m, \beta) \) in the \( m \geq 2 \) case (all vertex marks are equal to \( m \)). This graph was defined in [11] (see also [21, Definition 6.9]).

**Definition 4.4 (Pólya point graph).** Fix \( m \geq 2 \). Let \( \{ \gamma_x : x \in (0, \infty) \} \) be a collection of i.i.d. \( \text{Gamma}(m + \beta, 1) \) random variables indexed by the positive real numbers. Set \( \chi := (m + \beta)/(2m + \beta) \) and \( \psi := (1 - \chi)/\chi \). The Pólya point graph \( \mathcal{G}^*(m) \) is defined as the rooted random tree defined as follows:

(i) The root \( \emptyset \) is assigned a birth time \( \sigma_\emptyset := U^\chi \), where \( U \sim \text{Uniform}(0, 1) \). The root reproduces according to the Poisson point process with intensity 
\[
\rho_{\sigma_\emptyset} (v) := \gamma_{\sigma_\emptyset} \frac{\psi^v \psi^{v-1}}{\sigma_\emptyset^v}, \quad v \in [\sigma_\emptyset, 1].
\]

Denote the offsprings by \( \{ i : 1 \leq i \leq N_\emptyset \} \), where \( N_\emptyset \) is the total number of births in \( [\sigma_\emptyset, 1] \). Each offspring is attached to the root by an edge directed towards the root.

(ii) Each individual \( i \in I \) with \( \sigma_i \leq 1 \) reproduces independently according to the Poisson point process
\[
\rho_{\sigma_i} (v) := \gamma_{\sigma_i} \frac{\psi^v \psi^{v-1}}{\sigma_i^v}, \quad v \in [\sigma_i, 1].
\]

Its offsprings are denoted by \( \{ (i, j) : 1 \leq j \leq N_i \} \), where \( N_i \) is the total number of births in \( [\sigma_i, 1] \). A directed edge pointing towards \( i \) is placed between \( i \) and each of its offsprings.

**Remark 4.5.** Note that the Pólya point graph \( \mathcal{G}^*(m) \) is obtained as \( \mathbb{T} \left( B^{\text{pol}}_{\sigma_\emptyset} (1) \right) \), where \( \sigma_\emptyset \sim U^\chi \) for a \( \text{Uniform}(0, 1) \) random variable \( U \) and, conditional on \( \sigma_\emptyset = z \), \( \{ B^{\text{pol}}_x (t) : t \geq z \} \) is a CTBP with associated reproduction point process for each \( x \in [z, \infty) \) given by a Poisson point process \( \{ \xi_x^{\text{pol}} (t) : t \in [z, \infty) \} \) with (random) intensity 
\[
\rho_x (v) := \gamma_x \frac{\psi^v \psi^{v-1}}{\sigma_x^v}, \quad v \in [x, \infty).
\]

**4.3. Limiting joint distribution of PageRank and in-degree of a uniformly chosen vertex.** The representation (2.1) shows that the dependence of the PageRank of a vertex on the graph structure outside a neighborhood of the vertex ‘diminishes exponentially’ with the size of the neighborhood. From this, it is plausible that the distributional limit of the PageRank \( R_{V_n} (n) \) of a uniformly chosen vertex indexed \( V_n \) in \( \mathcal{G}_n \) can be described in terms of statistics on the graph that appears as the local weak limit of \( \mathcal{G}_n \) as \( n \to \infty \). Indeed, such a heuristic was formally justified in [21] for any collection of random graphs that converge in the local weak sense [21, Theorem 2.1]. We take this approach for the directed preferential attachment model and slightly extend the result of [21] to describe the joint limiting in-degree and PageRank of a uniformly chosen vertex.

It is easy to see that \( \mathcal{G}^*(m) \) is almost surely finite for each \( m \geq 1 \). Define the random variable
\[
(4.1) \quad \mathcal{R} := (1 - c) \left( 1 + \sum_{k=1}^{\infty} \left( \frac{c}{m} \right)^k \mathcal{P}^*_k \right)
\]
where \( \mathcal{P}^*_k \) denotes the number of directed paths of length \( k \) in \( \mathcal{G}^*(m) \) that end at the root. Also, denote by \( \mathcal{D}^- \) the in-degree of the root in \( \mathcal{G}^*(m) \). For notational convenience, we suppress the dependence of \( \mathcal{R}, \mathcal{D}^- \) on \( m \).
The following convergence assertion is a straightforward extension of [21, Theorem 2.1]. Recall that $D^{-}_{v_{n}}(n)$ and $R_{v_{n}}(n)$ denote, respectively, the in-degree and the PageRank of a uniformly chosen vertex indexed $V_{n}$ in $G_{n}$.  

**THEOREM 4.6.** Fix $m \in \mathbb{N}$. Then for any $r > 0$ and $k \in \mathbb{N} \cup \{0\}$, we have  

\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(D^{-}_{i}(n) \geq k, R_{i}(n) > r) \xrightarrow{P} \mathbb{P}(D^{-} \geq k, R > r)
\]

as $n \to \infty$. In particular, (3.1) holds.

**PROOF.** For completeness, we sketch the proof outline. Recall that $\mathbb{G}_{\ast}$ denotes the (quotient) space of directed, marked, rooted graphs equipped with a natural metric of directed local weak convergence and $(G, \emptyset, M(G))$ denotes a generic element of $\mathbb{G}_{\ast}$. For $k \in \mathbb{N}$, define the $k$-truncated PageRank of vertex $v$ in $(G, \emptyset, M(G))$ by  

\[
R^{(k)}_{v}(G, \emptyset, M(G)) := (1 - c) \left(1 + \sum_{j=1}^{k} \left(\frac{c}{m}\right)^{j} P_{j,v}^{*}\right)
\]

where $P_{j,v}^{*}$ denotes the number of directed paths of length $j$ in $(G, \emptyset, M(G))$ ending in the vertex $v$. Also, denote by $D^{-}_{v}(G, \emptyset, M(G))$ the in-degree of vertex $v$ in $(G, \emptyset, M(G))$. For a vertex $v_{i}, 1 \leq i \leq n, \text{ in } G_{n}$, we will denote its $k$-truncated PageRank in $G_{n}$ by $R^{(k)}_{i}(n)$. For any $n \geq 1$, we will consider $G_{n}$ as a marked tree where all vertices are given the same mark $m$.  

For any $k \in \mathbb{N}, l \in \mathbb{N} \cup \{0\}, r > 0$, the function $\Psi_{l,r,k} : \mathbb{G}_{\ast} \to \{0, 1\}$ given by  

\[
\Psi_{l,r,k}(G, \emptyset, M(G)) := \mathbb{I} \left( D^{-}_{0}(G, \emptyset, M(G)) \geq l, R^{(k)}_{0}(G, \emptyset, M(G)) > r \right)
\]

is bounded and continuous with respect to the metric topology of $\mathbb{G}_{\ast}$. Hence, as $G_{n}$ converges to $G^{\ast}(m)$ (with all vertices given the same mark $m$) in probability in the local weak sense [21, Definition 3.6 (2) and Theorem 2.4 (3)], for every fixed $k \in \mathbb{N},$  

\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(D^{-}_{i}(n) \geq l, R^{(k)}_{i}(n) > r) \xrightarrow{P} \mathbb{P} \left[ D^{-} \geq l, R^{(k)} > r \right],
\]

where $R^{(k)} := (1 - c) \left(1 + \sum_{j=1}^{k} \left(\frac{c}{m}\right)^{j} P_{j}^{*}\right)$ is the $k$-truncated analogue of the random variable defined in (4.1). Write  

\[
R(n; l, r, k) := \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(D^{-}_{i}(n) \geq l, R^{(k)}_{i}(n) > r), \text{ and}
\]

\[
R(n; l, r) := \frac{1}{n} \sum_{i=1}^{n} \mathbb{I}(D^{-}_{i}(n) \geq l, R_{i}(n) > r).
\]

Using the triangle inequality and Markov’s inequality, for any $\epsilon > 0$,  

\[
\epsilon \mathbb{P} \left[ \left| R(n; l, r) - \mathbb{P}(D^{-} \geq l, R > r) \right| > \epsilon \right] \leq \mathbb{E} \left( R(n; l, r) - R(n; l, r, k) \right) + \mathbb{E} \left( \left| R(n; l, r, k) - \mathbb{P}(D^{-} \geq l, R^{(k)} > r) \right| \right) + \mathbb{P} \left[ D^{-} \geq l, R^{(k)} > r \right] - \mathbb{P} \left[ D^{-} \geq l, R > r \right].
\]
Fix any $\delta > 0$. By [21, Lemma 4.1], there exists $k_1 \in \mathbb{N}$ such that the first term in the above bound is bounded above by $\delta \epsilon / 3$ for all $k \geq k_1$ and $n \in \mathbb{N}$. By [21, Proposition 4.3], there exists $k_2 \in \mathbb{N}$ such that the last term above is bounded above by $\delta \epsilon / 3$. Fixing any $k \geq \max\{k_1, k_2\}$, we conclude from (4.3) and the bounded convergence theorem that there exists $n_0 = n_0(k)$ such that for all $n \geq n_0$, the second term above is bounded above by $\delta \epsilon / 3$. As $\epsilon > 0, \delta > 0$ are arbitrary, this proves (4.2).

Finally, (3.1) follows from (4.2) by taking expectations with respect to the law of $G_n$ of the quantity on the left hand side of (4.2) and using the bounded convergence theorem.

Thus, quantifying the tail behavior of $D^-$ and $R$ provides information on the tail behavior of the in-degree and PageRank of a uniformly chosen vertex in $G_n$ for large $n$. This is the main objective of this article.

5. A unified description of $G^*(m)$ for all $m \geq 1$. Section 4 shows that the description of the local limit $G^*(m)$ of the directed linear preferential attachment graph for $m \geq 2$ is starkly different from the $m = 1$ case. However, we will see that the CTBP description of $G^*(1)$ in terms of Yule processes is far more convenient for analyzing the distributional properties of PageRank, since one can use the explicit generators of Yule processes to build continuous time martingales. In particular, the convergence properties and moments of these martingales will turn out to be crucial tools for proving Theorems 3.1 and 3.3. Hence, it will be convenient to first obtain a new description of the Pólya point graph $G^*(m)$ for $m \geq 2$ in terms of Yule processes, which will enable a unified analysis of PageRank for all $m \geq 1$.

**Theorem 5.1.** Fix $m \geq 1$. Consider the CTBP \( \{B^{(m-1+\beta)}(t) : t \geq 0\} \) with root at $\emptyset$ where each individual $i \in I$ reproduces independently according to $\xi_i(\sigma_i(t) = Y_i(t - \sigma_i), t \geq 0, i \in I)$ is an i.i.d. collection of $\{m - 1 + \beta\}$ Yule Processes. Then

$$G^*(m) \overset{d}{=} \mathbb{T}(B^{(m-1+\beta)}(\tau))$$

where $\tau$ is an $\text{Exp}(2 + \beta/m)$ random variable that is independent of $B^{(m-1+\beta)}(\cdot)$.

**Proof.** For $m = 1$, the theorem follows directly from [39, Theorem 1]. For $m \geq 2$, the theorem follows from Proposition 5.3 below.

We will define and use the following notion of *time-change* of a CTBP to prove the above theorem.

**Definition 5.2.** [Time-changed CTBP] Consider two CTBPs $\{B_{\sigma_0}(t) : t \geq \sigma_0\}$ and $\{\tilde{B}_{\tilde{\sigma}_0}(t) : t \geq \tilde{\sigma}_0\}$ (possibly defined on different probability spaces) with roots $\emptyset, \emptyset$ respectively, and associated reproduction point processes $\{\xi_x(t) : t \in [x, \infty)\}$, $x \in [\sigma_0, \infty)$, and $\{\tilde{\xi}_y(t) : t \in [y, \infty)\}, y \in [\tilde{\sigma}_0, \infty)$. For $i \in I$, denote the birth times of $i$ in $B_{\sigma_0}(-)$ and $\tilde{B}_{\tilde{\sigma}_0}(-)$ by $\sigma_i$ and $\tilde{\sigma}_i$ respectively. For $T, \tilde{T} > 0$, we say $\{B_{\sigma_0}(s) = \sigma_0, l \leq T\}$ is a *time-change* of $\{\tilde{B}_{\tilde{\sigma}_0}(s) : \tilde{\sigma}_0 \leq \tilde{\sigma}_0 \leq T\}$ if there exists a coupling $(B_{\sigma_0}, \tilde{B}_{\tilde{\sigma}_0})$ of the above CTBP such that for any $i \in I$ with $\sigma_i \in [\sigma_0, T]$, (i) $\tilde{\sigma}_i \in [\tilde{\sigma}_0, \tilde{T}]$ and (ii) $\tilde{\xi}_{\tilde{\sigma}_i}(T) = \tilde{\xi}_{\tilde{\sigma}_i}(\tilde{T})$.

Note that (i) and (ii) make the time-change a symmetric relation. To see this, suppose $\{B_{\sigma_0}(s) = \sigma_0, l \leq T\}$ is a time-change of $\{\tilde{B}_{\tilde{\sigma}_0}(s) : \tilde{\sigma}_0 \leq \tilde{\sigma}_0 \leq \tilde{T}\}$, and consider the above coupling satisfying (i) and (ii). Suppose there exists $i \in I \setminus \{\emptyset\}$ such that $\sigma_i \in [\sigma_0, T]$ but $\sigma_i \notin [\tilde{\sigma}_0, \tilde{T}]$. Assume without loss of generality that $i$ is the minimal such element in $I$. Write $i = (j, k)$ for some $j \in I$ and $k \in \mathbb{N}$. Then, the minimality of $i$ implies that $\sigma_j \in [\sigma_0, T]$ and $\tilde{\sigma}_j \in [\tilde{\sigma}_0, \tilde{T}]$. Thus, if $\tilde{\sigma}_1 \in [\tilde{\sigma}_0, \tilde{T}]$ but $\sigma_1 \notin [\sigma_0, T]$, then $\xi_{\sigma_1}(T) < \tilde{\xi}_{\tilde{\sigma}_1}(\tilde{T})$, which is a
Of contradiction to (ii). From this, we can deduce that \( \{ \tilde{\mathcal{B}}_{\sigma_0}(s) : \sigma_0 \leq s \leq \tilde{T} \} \) is a time-change of \( \{ \mathcal{B}_{\sigma_0}(s) : \sigma_0 \leq s \leq T \} \).

In particular, under the time-change assertion, \( T(\mathcal{B}_{\sigma_0}(T)) \overset{d}{=} T(\tilde{\mathcal{B}}_{\sigma_0}(\tilde{T})) \).

By Remark 4.5, Theorem 5.1 immediately follows from the following proposition.

**Proposition 5.3.** Fix \( m \geq 1 \). For \( z > 0 \), let \( \{ \mathcal{B}_{\sigma_0}^{\text{pol}}(t) : t \geq z \} \) be the CTBP from Remark 4.5 and let \( \{ \mathcal{B}^{(m-1+\beta)}(t) : t \geq 0 \} \) be the CTBP from Theorem 5.1. Then, there exists a coupling \( (\sigma_0, \tau) \), where \( \sigma_0 \sim \text{Unif}(0,1) \) random variable \( U \) and \( \tau \sim \text{Exp}(2 + \beta/m) \) such that, conditionally on \( (\sigma_0, \tau) \), \( \{ \mathcal{B}_{\sigma_0}^{\text{pol}}(s) : \sigma_0 \leq s \leq 1 \} \) is a time-change of \( \{ \mathcal{B}^{(m-1+\beta)}(s) : 0 \leq s \leq \tau \} \).

The following lemma provides the key technical ingredient in proving Proposition 5.3.

**Lemma 5.4.** Let \( \{ T_i \}_{i \in \mathbb{N}} \) denote the arrival times of a Poisson point process on \( \mathbb{R}_+ \) with unit intensity. Let \( \gamma \sim \text{Gamma}(m + \beta, 1) \). Then the point process on \( \mathbb{R}_+ \) with arrival times given by

\[
S_i := \log \left(1 + \frac{T_i}{\gamma}\right), \quad i \in \mathbb{N},
\]

is a \( (m - 1 + \beta) \)-Yule process.

To prove the lemma, we need the following fact that is easy to check.

**Lemma 5.5.** Let \( E \sim \text{Exp}(1) \). For any \( a, b, c > 0 \),

\[
\mathbb{E} \left( \mathbb{I}(E > ab) e^{-(a+E)c} \right) = \frac{e^{-a(c(1+b)+b)}}{c+1}.
\]

**Proof of Lemma 5.4.** It suffices to show that for any \( k \geq 2 \),

\[
(S_1, S_2 - S_1, \ldots, S_k - S_{k-1}) \sim \bigotimes_{i=1}^{k} \text{Exp}(i + m - 1 + \beta),
\]

where \( \bigotimes \) denotes the product of independent random variables. To show this, write \( T_0 = 0, T_i = \sum_{s=1}^{i} E_s \), where \( \{ E_i : i \in \mathbb{N} \} \) are i.i.d. \( \text{Exp}(1) \) random variables. Observe that for any \( t_1, \ldots, t_k \in \mathbb{R}_+ \),

\[
\Pr \left[ S_1 > t_1, S_2 - S_1 > t_2, \ldots, S_k - S_{k-1} > t_k \right] = \Pr \left[ \frac{E_1}{\gamma} > e^{t_1} - 1, \frac{E_2}{\gamma + T_1} > e^{t_2} - 1, \ldots, \frac{E_k}{\gamma + T_{k-1}} > e^{t_k} - 1 \right].
\]

We will now show that the following identity, denoted \( I_j \), holds for any \( 1 \leq j \leq k - 1 \):

\[
\Pr \left[ \frac{E_1}{\gamma} > e^{t_1} - 1, \frac{E_2}{\gamma + T_1} > e^{t_2} - 1, \ldots, \frac{E_k}{\gamma + T_{k-1}} > e^{t_k} - 1 \right] = \exp \left\{ -\sum_{\ell=0}^{j-1} (j - \ell - 1) t_{k-\ell} \right\} \mathbb{E} \left( \prod_{i=1}^{j} \frac{E_i}{\gamma + T_{i-1}} > e^{t_{i-1}} - 1, \ldots, \frac{E_k-j}{\gamma + T_{j-1}} > e^{t_{k-j}} - 1 \right) \times \exp \left\{ -\left( \gamma + T_{k-j} \right) \left( e^{\sum_{\ell=0}^{j-1} t_{k-\ell} - 1} \right) \right\}.
\]
Our proof proceeds by induction in $j$.

For $j = 1$, taking expectation over $E_k$ in the right hand side of (5.2) conditional on $(\gamma, E_1, \ldots, E_{k-1})$ yields

$$
\mathbb{P} \left[ \frac{E_1}{\gamma} > e^{t_1} - 1, \frac{E_2}{\gamma + T_1} > e^{t_2} - 1, \ldots, \frac{E_k}{\gamma + T_{k-1}} > e^{t_k} - 1 \right]
= \mathbb{E} \left( \mathbb{I} \left( \frac{E_1}{\gamma} > e^{t_1} - 1, \ldots, \frac{E_{k-1}}{\gamma + T_{k-2}} > e^{t_{k-1}} - 1 \right) e^{-[(\gamma + T_{k-1})(e^{t_k} - 1)]} \right)
$$

establishing $I_1$. Suppose $k \geq 3$ and $I_j$ holds for some $1 \leq j \leq k - 2$. Observe that

$$
(5.4)
\mathbb{E} \left( \mathbb{I} \left( \frac{E_1}{\gamma} > e^{t_1} - 1, \ldots, \frac{E_{k-j}}{\gamma + T_{k-j-1}} > e^{t_{k-j}} - 1 \right) \exp \left\{ - (\gamma + T_{k-j}) (e^{\sum_{\ell=0}^{j-1} t_{k-\ell}} - 1) \right\} \right)
= \mathbb{E} \left( \mathbb{I} \left( \frac{E_1}{\gamma} > e^{t_1} - 1, \ldots, \frac{E_{k-j-1}}{\gamma + T_{k-j-2}} > e^{t_{k-j-1}} - 1 \right) \times \mathbb{E} \left( \mathbb{I} \left( \frac{E_{k-j}}{\gamma + T_{k-j-1}} > e^{t_{k-j}} - 1 \right) \exp \left\{ - (\gamma + T_{k-j}) (e^{\sum_{\ell=0}^{j-1} t_{k-\ell}} - 1) \right\} \left| \gamma, E_1, \ldots, E_{k-j-1} \right. \right) \right)
$$

Applying Lemma 5.5 with $E_{k-j}$ in place of $E$, $a = \gamma + T_{k-j-1}$, $b = e^{t_{k-j}} - 1$ and $c = e^{\sum_{\ell=0}^{j-1} t_{k-\ell}} - 1$, we obtain

$$
(5.5)
\mathbb{E} \left( \mathbb{I} \left( \frac{E_{k-j}}{\gamma + T_{k-j-1}} > e^{t_{k-j}} - 1 \right) \exp \left\{ - (\gamma + T_{k-j}) (e^{\sum_{\ell=0}^{j-1} t_{k-\ell}} - 1) \right\} \left| \gamma, E_1, \ldots, E_{k-j-1} \right. \right)
= \exp \left\{ - \sum_{\ell=0}^{j-1} t_{k-\ell} \right\} \exp \left\{ - (\gamma + T_{k-j-1}) (e^{\sum_{\ell=0}^{j-1} t_{k-\ell}} - 1) \right\}.
$$

Using (5.5) in (5.4) gives

$$
(5.6)
\mathbb{E} \left( \mathbb{I} \left( \frac{E_1}{\gamma} > e^{t_1} - 1, \ldots, \frac{E_{k-j}}{\gamma + T_{k-j-1}} > e^{t_{k-j}} - 1 \right) \exp \left\{ - (\gamma + T_{k-j}) (e^{\sum_{\ell=0}^{j-1} t_{k-\ell}} - 1) \right\} \right)
= \exp \left\{ - \sum_{\ell=0}^{j-1} t_{k-\ell} \right\} \mathbb{E} \left( \mathbb{I} \left( \frac{E_1}{\gamma} > e^{t_1} - 1, \ldots, \frac{E_{k-j-1}}{\gamma + T_{k-j-2}} > e^{t_{k-j-1}} - 1 \right) \times \exp \left\{ - (\gamma + T_{k-j-1}) (e^{\sum_{\ell=0}^{j-1} t_{k-\ell}} - 1) \right\} \right).
$$

As $I_j$ holds, using (5.6) in (5.3) gives,

$$
\mathbb{P} \left[ \frac{E_1}{\gamma} > e^{t_1} - 1, \frac{E_2}{\gamma + T_1} > e^{t_2} - 1, \ldots, \frac{E_k}{\gamma + T_{k-1}} > e^{t_k} - 1 \right]
= \exp \left\{ - \sum_{\ell=0}^{j-1} (j - \ell - 1)t_{k-\ell} \right\} \exp \left\{ - \sum_{\ell=0}^{j-1} t_{k-\ell} \right\}
\times \mathbb{E} \left( \mathbb{I} \left( \frac{E_1}{\gamma} > e^{t_1} - 1, \ldots, \frac{E_{k-j-1}}{\gamma + T_{k-j-2}} > e^{t_{k-j-1}} - 1 \right) \right).
$$
Thus, from (5.2), we conclude (5.1) which proves the lemma.

Using this in (5.7), we have
\[
\Pr \left[ \frac{E_1}{\gamma} > e^{t_1} - 1, \frac{E_2}{\gamma + T_1} > e^{t_2} - 1, \ldots, \frac{E_k}{\gamma + T_{k-1}} > e^{t_k} - 1 \right]
\]
\[
= \exp \left\{ - \sum_{\ell=0}^{j} (j - \ell) t_{k-\ell} \right\} \times \mathbb{E} \left( \prod_{i=1}^{j} \left( \frac{E_1}{\gamma} > e^{t_i} - 1 \right) \right) \exp \left\{ -(\gamma + E_1) \left( e^{\sum_{i=0}^{j} t_{k-\ell} - 1} \right) \right\}
\]
\[
= \exp \left\{ - \sum_{\ell=0}^{j} (j - \ell) t_{k-\ell} \right\} \times \mathbb{E} \left( \exp \left\{ -\gamma \left( e^{\sum_{i=0}^{j} t_{k-\ell} - 1} \right) \right\} \right)
\]
\[
= \exp \left\{ - \sum_{\ell=0}^{j} (j - \ell) t_{k-\ell} \right\} \times \mathbb{E} \left( \exp \left\{ -\gamma \left( e^{\sum_{i=0}^{j} t_{k-\ell} - 1} \right) \right\} \right)
\]
where the second equality follows from Lemma 5.5 with $E_1$ in place of $E_i$, $a = \gamma$, $b = e^{t_1} - 1$ and $c = e^{\sum_{i=0}^{j} t_{k-\ell} - 1}$. As $\gamma \sim \text{Gamma}(m + \beta, 1)$, the explicit form of the moment generating function for Gamma distributions gives
\[
\mathbb{E} \left( \exp \left\{ -\gamma \left( e^{\sum_{i=0}^{j} t_{k-\ell} - 1} \right) \right\} \right) = e^{- (m + \beta) \sum_{i=0}^{j} t_{k-\ell}}.
\]
Using this in (5.7), we have
\[
\Pr \left[ \frac{E_1}{\gamma} > e^{t_1} - 1, \frac{E_2}{\gamma + T_1} > e^{t_2} - 1, \ldots, \frac{E_k}{\gamma + T_{k-1}} > e^{t_k} - 1 \right] = \exp \left\{ - \sum_{i=1}^{k} (i + m - 1 + \beta) t_{i} \right\}.
\]
Thus, from (5.2), we conclude (5.1) which proves the lemma. \qed

We are now ready to prove Proposition 5.3.

**Proof of Proposition 5.3.** Define the function $\tau : (0, 1) \rightarrow \mathbb{R}^+$ by $\tau(z) := \frac{m}{m + \beta} \log \left( \frac{1}{z} \right)$. Sample $\sigma_0 \sim U_X$ for a Uniform$(0, 1)$ random variable $U$ and set $\tau := \tau(\sigma_0)$. Then, it follows that $\tau \sim \text{Exp}(2 + \beta/m)$. This gives a coupling $(\sigma_0, \tau)$ required by the proposition. To prove the proposition, it suffices to show that, for any $z > 0$, $\{B^{\text{pol}}_z(s) : z \leq s \leq 1\}$ is a time-change of $\{B^{(m-1+\beta)}(s) : 0 \leq s \leq \tau(z)\}$.

Fix $z > 0$. Recall the CTBP $\{B^{\text{pol}}_z(t) : t \geq z\}$ with associated reproduction point process for each $x \in [z, \infty)$ given by the Poisson point process $\{\xi^{\text{pol}}_z(t) : t \in [x, \infty)\}$ with (random) intensity $\rho_x(v) := \gamma_x \frac{\psi v^{\alpha - 1}}{x^\alpha}$, $v \in [x, \infty)$. For $i \in I$, denote the birth time of individual $i$ into $B^{\text{pol}}_z(\cdot)$ by $\sigma_i$. For $0 \leq y < \infty$, define the point process
\[
\tilde{\xi}_y(s) := \xi^{\text{pol}}_{z e^{(1+\beta/m)s}}(z e^{(1+\beta/m)s}), \ s \geq y.
\]
Consider the CTBP $\{\tilde{B}(t) : t \geq 0\}$ obtained from the reproduction point processes defined in (5.8). We suppress the dependence of the CTBP on $z$ for notational convenience. Denote the birth time of individual $i \in I$ into this CTBP by $\tilde{\sigma}_i$.

To show the time-change assertion, it suffices to show the following:

(I) For each $i \in I$, $Y_i(t) := \tilde{\xi}_i(t + \tilde{\sigma}_i), t \geq 0$, is a $(m - 1 + \beta)$-Yule process; and

(II) for any $i \in I$ such that $\sigma_1 \in [z, 1], \tilde{\sigma}_i \in [0, \tau(z)]$ and $\tilde{\xi}_i(\tau(z)) = \xi_{\sigma_1}(1)$.

To prove (I), note that for any $i \in I$, writing $w := z e^{(1+\beta/m)\tilde{\sigma}_i}$ gives,

$$(5.9) \quad Y_i(t) := \tilde{\xi}_i(t + \tilde{\sigma}_i) = \xi_{\tilde{\xi}_i(1+\beta/m)\tilde{\sigma}_i}(z e^{(1+\beta/m)(t+\tilde{\sigma}_i)}) = \xi_{\tilde{\xi}_i(1+\beta/m)\tilde{\sigma}_i}(w e^{(1+\beta/m)t}).$$

As $\xi_{\tilde{\xi}_i(\cdot)}$ is a Poisson point process with intensity given by $\rho_w(v) := \gamma_w \psi w^{v-1} / \psi v$, $v \in [w, \infty)$, we can write it in terms of a Poisson point process $N(\cdot)$ on $\mathbb{R}_+$ of unit intensity (independent of $\gamma_w$) in the form

$$\xi_{\tilde{\xi}_i}(t) = N\left(\gamma_w \left[(t/w)^{1/w} - 1\right]\right), \quad t \geq w.$$  

Thus, the arrival times $\{S'_i\}_{i \in \mathbb{N}}$ of $\xi_w(\cdot)$ can be expressed in terms of arrival times $\{T_i\}_{i \in \mathbb{N}}$ of $N(\cdot)$ as

$$S'_i = w \left(1 + \frac{T_i}{\gamma_w}\right)^{1/w}, \quad i \in \mathbb{N}.$$  

By (5.9), the arrival times $\{S_i\}_{i \in \mathbb{N}}$ of $Y_i(\cdot)$ can be expressed as

$$S_i = \frac{m}{m + \beta} \log \left(\frac{S'_i}{w}\right) = \log \left(1 + \frac{T_i}{\gamma_w}\right), \quad i \in \mathbb{N}.$$  

Thus, by Lemma 5.4, $Y_i(\cdot)$ is a $(m - 1 + \beta)$-Yule process, proving (I).

To show (II), we will establish the following:

$$(5.10) \quad \bar{\sigma}_i = \frac{m}{m + \beta} \log \left(\frac{\sigma_1}{z}\right) \text{ for every } i \in I.$$

We will prove (5.10) by induction on the length of $i$. Clearly, (5.10) is true for $i = \emptyset$. Suppose (5.10) is true for all $i \in N^j$ for some $j \geq 0$. Take any $i \in N^{j+1}$. Then there is $i' \in N^j$ and $\ell \in \mathbb{N}$ such that $i = (i', \ell)$. Note that, by induction hypothesis, $z e^{(1+\beta/m)\sigma_{i'}} = \sigma_{i'}$. Thus,

$$\tilde{\xi}_{i'}(s) := \xi_{z e^{(1+\beta/m)\sigma_{i'}}}(z e^{(1+\beta/m)s}) = \xi_{\sigma_{i'}}(z e^{(1+\beta/m)s}), \quad s \geq \bar{\sigma}_{i'}.$$  

Hence,

$$\sigma_{i} = \sigma_{(i', \ell)} = z e^{(1+\beta/m)\sigma_{(i', \ell)}} = z e^{(1+\beta/m)\tilde{\sigma}_{i}}$$

proving (5.10) for all $i \in N^{j+1}$. By induction (5.10) holds for all $i \in I$. By (5.10), for any $i \in I$,

$$\sigma_1 \in [z, 1] \text{ if and only if } \tilde{\sigma}_i \in [0, \tau(z)],$$

and, recalling $\tau(z) = \frac{m}{m + \beta} \log \left(\frac{1}{z}\right)$,

$$(5.11) \quad \tilde{\xi}_{i}(\tau(z)) = \xi_{z e^{(1+\beta/m)\tilde{\sigma}_i}}(z e^{(1+\beta/m)\tau(z)}) = \xi_{\tilde{\sigma}_i}(z e^{(1+\beta/m)\tau(z)}) = \xi_{\sigma_1}(1).$$

(II) follows from (5.11) and (5.12). This completes the proof of the proposition. \qed
6. Proofs: Power law exponent of PageRank. In this section, we will prove Theorem 3.1.

We will work with fixed $m, \beta$ and abbreviate $B^{(m-1+\beta)}(\cdot)$ as $B(\cdot)$. We will also write $G(t) := T(B(t)), t \geq 0$. For $i \geq 1, t \geq 0$, let $P_i(t)$ denote the number of (directed) paths in $G(t)$ of length $i$ that end at the root. By (4.1) and Theorem 5.1, note that

$$\mathcal{R} \overset{d}{=} (1 - c) \left( 1 + \sum_{k=1}^{\infty} \left( \frac{e}{m} \right)^k \mathcal{P}_k(\tau) \right), \quad \tau \sim \text{Exp}(2 + \beta/m).$$

Thus, distributional analysis of $\mathcal{R}$ reduces to that of the right hand side of equation (6.1).

Observe that $\mathcal{P}(t) := (P_1(t), P_2(t), \ldots)^T, t \geq 0$, is a $\mathbb{N}^\infty$-valued Markov process whose generator is given by

$$\mathcal{L}f(p) := (f(p + e^{(1)}) - f(p))(p_1 + m + \beta)$$

$$+ \sum_{i=2}^{\infty} (f(p + e^{(i)}) - f(p))(p_i + (m + \beta)p_{i-1}), \quad \mathbf{p} = (p_1, p_2, \ldots) \in \mathbb{N}^\infty,$$

for any function $f : \mathbb{N}^\infty \to \mathbb{R}$ for which the right hand side above is well-defined, and $e^{(i)}$ denotes the vector with a one in the $i$th coordinate and zeros elsewhere. Thus, writing $\mathcal{L}\mathcal{P}(\cdot) := (\mathcal{L}P_1(\cdot), \mathcal{L}P_2(\cdot), \ldots)^T$, we get the following representation:

$$\mathcal{L}\mathcal{P}(t) = A\mathcal{P}(t) + (m + \beta)e^{(1)}, \quad t \geq 0,$$

where $A$ is the infinite Jordan-block-type matrix given by $A_{ii} = 1$ for $i \geq 1$, $A_{i(i-1)} = m + \beta$ for $i \geq 2$ and $A_{ij} = 0$ otherwise. Note that the representation is always well-defined as for any $t \geq 0$, there exists $i = i(t) \in \mathbb{N}$ such that $P_i(t) = 0$ for all $i > i(t)$.

For $n \in \mathbb{N}$, write the $n \times n$ principal sub-matrix of $A$ as $A_n$, and let $\mathcal{P}_n(\cdot) := (P_1(\cdot), \ldots, P_n(\cdot))^T$. The Jordan-block-type form of $A_n$ implies for any $t \in \mathbb{R}$ [45, Chapter 2, Theorem 1.4],

$$(e^{A_n t})_{ij} = \begin{cases} \frac{(m+\beta)^{-1} t^{i-j}}{(i-j)!} e^t & \text{if } i \geq j, \\ 0 & \text{if } i < j. \end{cases}$$

Define the $\mathbb{R}^n$-valued process

$$M_n(t) := e^{-A_n t} \mathcal{P}_n(t) - (m + \beta) \int_0^t e^{-A_n s} e_n^{(1)} ds, \quad t \geq 0.$$

For $1 \leq i \leq n$, we will write $M_i(\cdot)$ for the $i$-th co-ordinate of $M_n(\cdot)$. Note that due to the lower triangular form of $A_n$, $M_i(\cdot)$ does not depend on $n$.

**Lemma 6.1.** For any $n \in \mathbb{N}$, $M_n(\cdot)$ is a martingale with respect to the natural filtration generated by $\mathcal{P}(\cdot)$.

**Proof.** Fix $n \in \mathbb{N}$. For any $t \geq 0$,

$$\mathbb{E}(\|M_n(t)\|_1) \leq \mathbb{E} \left( \sum_{i=1}^{n} \left| \sum_{j=1}^{n} (e^{-A_n t})_{ij} P_j(t) \right| \right) + (m + \beta) \int_0^t 1 e^{-A_n s} e_n^{(1)} ds$$

$$\leq (m + \beta)^{n-1} \mathbb{E}(|\mathcal{B}(t)|) + (m + \beta) \int_0^t 1 e^{-A_n s} e_n^{(1)} ds$$
where \(|B(t)| = 1 + \sum_{i=1}^{\infty} P_i(t)\) denotes the total number of individuals in the CTBP \(B(\cdot)\) at time \(t\), and \(1 := (1, 1, \ldots, 1)\). As \(m + 1 + \beta\) is the Malthusian rate for the CTBP \(B(\cdot)\) (see [39, Section 4.2]), by [34, Proposition 2.2],

\[
\sup_{t \geq 0} e^{-(m+1+\beta)t} E(|B(t)|) < \infty.
\]

Hence, from the above bound, \(E(||M_n(t)||_1) < \infty\) for all \(t \geq 0\).

Thus, to show that \(M_n(\cdot)\) is a martingale, it remains to show that

\[
\mathcal{L}M_n(t) := (\mathcal{L}M_1(t), \ldots, \mathcal{L}M_n(t))^T = 0 \quad \text{for all} \quad t \geq 0,
\]

where \(\mathcal{L}M_i(t) := \frac{d}{ds}E(M_i(s))|_{s=t}, 1 \leq i \leq n\). This follows from the calculation

\[
\mathcal{L}M_n(t) = -A_n e^{-A_n t} P_n(t) + e^{-A_n t} \mathcal{L}P_n(t) - (m + \beta) e^{-A_n t} e_n^{(1)}
\]

\[
= -A_n e^{-A_n t} P_n(t) + e^{-A_n t} (A_n P_n(t) + (m + \beta) e_n^{(1)}) - (m + \beta) e^{-A_n t} e_n^{(1)} = 0.
\]

This proves the lemma. \(\square\)

For \(t \in \mathbb{R}\), define the exponential \(e^{A t}\) of the infinite matrix \(A\) by requiring the \(n \times n\) principal sub-matrix of \(e^{A t}\) to equal \(e^{A_n t}\) for any \(n \times n\). Again, the lower triangular form of \(A_n\), and hence \(e^{A_n t}\), implies that \(e^{A t}\) is well-defined. Define the \(\mathbb{R}^{\infty}\)-valued process

\[
M(t) := e^{-At} P(t) - (m + \beta) \int_0^t e^{-A s} e_n^{(1)} ds =: e^{-At} P(t) - \phi(t), \quad t \geq 0.
\]

By Lemma 6.1, the co-ordinate processes of \(M(\cdot)\) are martingales. Define

\[
P^*(t) := \sum_{k=1}^{\infty} \left( \frac{c}{m} \right)^k P_k(t), \quad t \geq 0.
\]

This can be thought of as the ‘continuous time PageRank’ as \(P^*(\tau) = (1 - c)^{-1} R - 1\) for an independently sampled \(\tau \sim \text{Exp}(2 + \beta/m)\). By (6.4), defining the vector \(v := ((c/m), (c/m)^2, \ldots)\),

\[
P^*(t) = v \left[ e^{At} (M(t) + \phi(t)) \right], \quad t \geq 0.
\]

Note that for any \(i \in \mathbb{N}, t \in \mathbb{R}\),

\[
(v e^{At})_i = \sum_{j=i}^{\infty} \left( \frac{c}{m} \right)^j (e^{At})_{ji} = \sum_{j=i}^{\infty} \left( \frac{c}{m} \right)^j \frac{(m + \beta)^j i^j}{j!} e^t = \left( \frac{c}{m} \right)^i e^t \sum_{j=0}^{\infty} \left( \frac{c}{m} \right)^j \frac{(m + \beta)^j i^j}{j!} = \left( \frac{c}{m} \right)^i e^{(1 + (m + \beta) c/m)t}.
\]

Hence, by (6.6), writing \(\phi(\cdot) := (\phi_1(\cdot), \phi_2(\cdot), \ldots)^T\), and \(\theta := 1 + (m + \beta)c/m\),

\[
P^*(t) = \left[ v e^{At} \right] (M(t) + \phi(t)) = e^{(1 + (m + \beta)c/m)t} \sum_{i=1}^{\infty} \left( \frac{c}{m} \right)^i (M_i(t) + \phi_i(t)),
\]

\[
= e^{\theta t} \left( \sum_{i=1}^{\infty} \left( \frac{c}{m} \right)^i M_i(t) + \sum_{i=1}^{\infty} \left( \frac{c}{m} \right)^i \phi_i(t) \right) =: e^{\theta t} (P^*(t) + \phi^*(t)) \quad t \geq 0.
\]
To justify the first and third equalities above, we will verify that the sums $\sum_{i=1}^{\infty} \left( \frac{c}{m} \right)^i |M_i(t)|$ and $\sum_{i=1}^{\infty} \left( \frac{c}{m} \right)^i |\phi_i(t)|$ are almost surely finite. This is done as follows. Note that, writing $\mathbf{M}(\cdot) := (|M_1(\cdot)|, |M_2(\cdot)|, \ldots)^T$,

$$\mathbf{M}(t) \leq e^{At} \mathbf{P}(t) + (m + \beta) \int_0^t e^{A_s} \mathbf{e}(1) \, ds.$$  

Thus, using (6.7),

$$\sum_{i=1}^{\infty} \left( \frac{c}{m} \right)^i |M_i(t)| \leq e^{at} \sum_{i=1}^{\infty} \left( \frac{c}{m} \right)^i \mathbf{P}_i(t) + (m + \beta) \left( \frac{c}{m} \right) \int_0^t e^{\theta s} \, ds$$

(6.9)

$$\leq e^{at} \left( \frac{c}{m} \right) |\mathbf{B}(t)| + (m + \beta) \left( \frac{c}{m} \right) \int_0^t e^{\theta s} \, ds.$$  

As $\sup_{t \geq 0} e^{-(m+1+\beta)t} \mathbb{E}(|\mathbf{B}(t)|) < \infty$, the above sum has finite expected value, and hence, is almost surely finite. Similarly,

$$\sum_{i=1}^{\infty} \left( \frac{c}{m} \right)^i |\phi_i(t)| \leq (m + \beta) \left( \frac{c}{m} \right) \int_0^t e^{\theta s} \, ds.$$  

The above bounds validate (6.8) and also show that $M^*(\cdot)$ and $\phi^*(\cdot)$ are almost surely well-defined and finite-valued.

The following lemma is a crucial technical ingredient in proving Theorem 3.1.

**Lemma 6.2.** $M^*(\cdot)$ is a martingale with respect to the natural filtration generated by $\mathbf{P}(\cdot)$. Moreover, for any $k \in \mathbb{N},$

$$\sup_{t \geq 0} \mathbb{E} \left( |M^*(t)|^k \right) \leq 2^k \left[ \left( \frac{(m + \beta)c}{\theta m} \right)^k + \left( \frac{m + \beta + \theta}{\theta} \right)^k 2^{(k+1)(k+2)/2} \right].$$  

**Proof.** By Lemma 6.1, $M_n^*(\cdot) := \sum_{i=1}^{n} \left( \frac{c}{m} \right)^i M_i(\cdot)$ is a martingale for each $n \in \mathbb{N}$. Moreover, the steps leading to (6.9) also give for each $t \geq 0$, $\lim_{n \to \infty} \mathbb{E} (|M^*(t) - M_n^*(t)|) = 0$. This implies that $M^*(\cdot)$ is a martingale.

To prove (6.11), note that

$$\phi^*(t) = (m + \beta) \int_0^t \left[ e^{A_s} \mathbf{e}(1) \right] ds = (m + \beta) \left( \frac{c}{m} \right) \int_0^t e^{-\theta s} \, ds \leq \frac{(m + \beta)c}{\theta m},$$

where the first equality uses (6.4) and (6.8), and the second equality follows from (6.7). In particular, the second equality shows that $\phi^*(\cdot)$ is non-negative and non-decreasing. Hence, from (6.8),

$$|M^*(t)| \leq e^{-\theta t} \mathbf{P}^*(t) + \frac{(m + \beta)c}{\theta m}.$$  

Write $U(t) := e^{-\theta t} \mathbf{P}^*(t)$, $t \geq 0$. By the above bound, to prove (6.11), it suffices to show that

$$\sup_{t \geq 0} \mathbb{E} \left( U(t)^\ell \right) \leq \left( \frac{m + \beta + \theta}{\theta} \right)^\ell 2^{(\ell+1)(\ell+2)/2} =: D_\ell, \ \ell \geq 1.$$  

We will show (6.13) by induction on $\ell$. For $\ell = 1$ and any $t \geq 0$,

$$\mathbb{E}(U(t)) = \mathbb{E}(M^*(t)) + \phi^*(t) \leq \frac{(m + \beta)c}{\theta m} \leq D_1,$$
using (6.12) and the fact that $E(M^*(t)) = M^*(0) = 0$ as $M^*(\cdot)$ is a martingale. Suppose for some $k \geq 2$, (6.13) holds for all $\ell \leq k - 1$. Let $f_k : \mathbb{N}^\infty \to \mathbb{R}$ be defined by $f_k(p) = \left(\sum_{i=1}^{\infty} (c/m)^i p_i\right)^k$. Applying the generator $\mathcal{L}$ to $f_k$ by the formula (6.2) and setting $P_0(\cdot) = 0$, we obtain

$$
\frac{d}{ds} E\left(U(s)^k\right) |_{s=t} = E\left(\Lambda(t)\right)
$$

where

$$
\Lambda(t) = -k\theta U(t)^k + e^{-\theta t} \mathcal{L} f_k(\mathcal{P}(t))
$$

$$
= -k\theta U(t)^k + e^{-\theta t} \left( (\mathcal{P}^*(t) + c/m)^k - \mathcal{P}^*(t)^k \right) (\mathcal{P}_1(t) + m + \beta)
$$

$$
+ e^{-\theta t} \sum_{j=2}^{\infty} \left( (\mathcal{P}^*(t) + c/m)^j - \mathcal{P}^*(t)^j \right) (\mathcal{P}_j(t) + (m + \beta)\mathcal{P}_{j-1}(t))
$$

$$
= -k\theta U(t)^k + e^{-\theta t} \left( (\mathcal{P}^*(t) + c/m)^k - \mathcal{P}^*(t)^k \right) (m + \beta)
$$

$$
+ e^{-\theta t} \sum_{j=1}^{\infty} \left( \sum_{i=0}^{k-1} \binom{k}{i} \mathcal{P}^*(t)^i (c/m)^j (k-i) \right) (\mathcal{P}_j(t) + (m + \beta)\mathcal{P}_{j-1}(t)).
$$

As $c \in (0, 1)$,

$$
\sum_{j=1}^{\infty} \left( \sum_{i=0}^{k-1} \binom{k}{i} \mathcal{P}^*(t)^i (c/m)^j (k-i) \right) (\mathcal{P}_j(t) + (m + \beta)\mathcal{P}_{j-1}(t))
$$

$$
\leq \sum_{i=0}^{k-1} \binom{k}{i} \mathcal{P}^*(t)^i \sum_{j=1}^{\infty} (c/m)^j \mathcal{P}_j(t) + \frac{(m + \beta)c}{m} \sum_{i=0}^{k-1} \binom{k}{i} \mathcal{P}^*(t)^i \sum_{j=1}^{\infty} (c/m)^j \mathcal{P}_{j-1}(t)
$$

$$
= \left(1 + \frac{(m + \beta)c}{m}\right) \sum_{i=0}^{k-1} \binom{k}{i} \mathcal{P}^*(t)^i + \theta \sum_{i=0}^{k-1} \binom{k}{i} \mathcal{P}^*(t)^i + 1.
$$

Using this bound in (6.15), we obtain

$$
\Lambda(t) \leq -k\theta U(t)^k + e^{-\theta t} \left( (\mathcal{P}^*(t) + c/m)^k - \mathcal{P}^*(t)^k \right) (m + \beta) + \theta e^{-\theta t} \sum_{i=0}^{k-1} \binom{k}{i} \mathcal{P}^*(t)^i + 1
$$

$$
= e^{-\theta t} \left( (\mathcal{P}^*(t) + c/m)^k - \mathcal{P}^*(t)^k \right) (m + \beta) + \theta e^{-\theta t} \sum_{i=0}^{k-2} \binom{k}{i} \mathcal{P}^*(t)^i + 1
$$

$$
= (m + \beta) e^{-\theta t} \sum_{i=0}^{k-1} \binom{k}{i} \mathcal{P}^*(t)^i (c/m)^{k-i} + \theta e^{-\theta t} \sum_{i=0}^{k-2} \binom{k}{i} \mathcal{P}^*(t)^i + 1
$$

$$
\leq (m + \beta) e^{-\theta t} \sum_{i=0}^{k-1} \binom{k}{i} \mathcal{P}^*(t)^i + \theta e^{-\theta t} \sum_{i=1}^{k-1} \binom{k}{i-1} \mathcal{P}^*(t)^i
$$

$$
\leq (m + \beta) e^{-\theta t} \sum_{i=0}^{k-1} \binom{k}{i} U(t)^i + \theta e^{-\theta t} \sum_{i=1}^{k-1} \binom{k}{i-1} U(t)^i
$$
\[
\leq (m + \beta + \theta) e^{-\theta t} \sum_{i=0}^{k-1} \binom{k+1}{i} U(t)^i.
\]

For the first equality in the above display, we have used \(\theta e^{-\theta kt} \binom{k}{k-1} P^*(t) = k \theta U(t)^k\) which cancels with the \(-k \theta U(t)^k\) appearing in the first line of the bound. In the last line, we have used the combinatorial identity \(\binom{k}{i} + \binom{k}{i-1} = \binom{k+1}{i}\) for \(1 \leq i \leq k-1\).

Now, using the above bound in (6.14), along with the fact that \(U(0) = 0\) and the induction hypothesis, we obtain for any \(t \geq 0\),
\[
\mathbb{E} \left( U(t)^k \right) \leq (m + \beta + \theta) \int_0^t e^{-\theta s} \sum_{i=0}^{k-1} \binom{k+1}{i} \mathbb{E} \left( U(s)^i \right) ds
\]
\[
\leq (m + \beta + \theta) \int_0^t e^{-\theta s} \sum_{i=0}^{k-1} \binom{k+1}{i} D_i ds
\]
\[
\leq (m + \beta + \theta) D_{k-1} \sum_{i=0}^{k-1} \binom{k+1}{i} \int_0^t e^{-\theta s} ds
\]
\[
\leq \frac{m + \beta + \theta}{\theta} D_{k-1} 2^{k+1}
\]
\[
= \frac{m + \beta + \theta}{\theta} \left( \frac{m + \beta + \theta}{\theta} \right)^{k-1} 2^{k(k+1)/2} \cdot 2^{k+1}
\]
\[
= \left( \frac{m + \beta + \theta}{\theta} \right)^k 2^{(k+1)(k+2)/2} = D_k.
\]

This proves (6.13) for all \(\ell \geq 1\), and hence (6.11). \(\square\)

**Proof of Theorem 3.1.** (3.1) is proved in Theorem 4.6. (3.2) follows from [11, Lemma 5.2] or [41, Section 8.4].

Recall that \(R = (1 - c)(P^*(\tau) + 1)\), where \(P^*(\cdot)\) is defined in (6.5) and \(\tau \sim \text{Exp}(2 + \beta/m)\) is sampled independently of the CTBP \(B^{(m-1+\beta)}(\cdot)\). Thus, it suffices to prove (3.3) with \(R\) replaced by \(P^*(\tau)\).

Write \(\alpha := 2 + \beta/m\) and recall that \(\theta = 1 + (m + \beta)c/m\). Also, from (6.8) we have that
\[
(6.16) \quad P^*(\tau) = e^{\theta \tau} (M^*(\tau) + \phi^*(\tau)).
\]

From (6.12), \(\sup_{t \geq 0} \phi^*(t) \leq (m + \beta)c/(\theta m) =: \nu\). Hence, for \(r \geq 1\),
\[
(6.17) \quad \mathbb{P} \left[ P^*(\tau) \geq r \right] \leq \mathbb{P} \left[ e^{\theta \tau} (M^*(\tau) + \nu) \geq r \right] = \int_{0}^{\infty} \mathbb{P} \left[ M^*(t) \geq re^{-\theta t} - \nu \right] e^{-\alpha t} dt.
\]

Abbreviating the bound on \(\sup_{t \geq 0} (|M^*(t)|^k)\) in (6.11) by \(H_k\), taking any integer \(L > \alpha/\theta\), for any \(r, t\) such that \(re^{-\theta t} - \nu > 0\),
\[
(6.18) \quad \mathbb{P} \left[ M^*(t) \geq re^{-\theta t} - \nu \right] \leq \frac{H_L}{(re^{-\theta t} - \nu)^L} \land 1.
\]

Note that for any \(t \leq \frac{1}{\theta} \log \left( \frac{L}{C} \right)\) with \(C := \max\{H_L^{1/L} + \nu, 2\nu\},\)
\[
\frac{H_L}{(re^{-\theta t} - \nu)^L} \leq 1 \quad \text{and} \quad re^{-\theta t} - \nu \geq re^{-\theta t}/2.
\]
Hence, using (6.18) in (6.17), for \( r \geq 1 \),
\[
\mathbb{P} \left[ \mathcal{P}^*(r) \geq r \right] \leq \int_0^{\frac{1}{\theta} \log \left( \frac{1}{r} \right)} \frac{H_L}{(re^{\theta t} - \nu)^L} \alpha e^{-\alpha t} dt + \int_{\frac{1}{\theta} \log \left( \frac{1}{r} \right)}^{\infty} \alpha e^{-\alpha t} dt
\]
\[
\leq \frac{2L H_L \alpha}{r^L} \int_0^{\frac{1}{\theta} \log \left( \frac{1}{r} \right)} e^{(\theta L - \alpha) t} dt + \int_{\frac{1}{\theta} \log \left( \frac{1}{r} \right)}^{\infty} \alpha e^{-\alpha t} dt
\]
\[
= \frac{2L H_L \alpha}{r^L (\theta L - \alpha)} \left( e^{(\theta L - \alpha) (\log \left( \frac{1}{r} \right)/\theta)} - 1 \right) + e^{-\alpha \log \left( \frac{1}{r} \right)/\theta}
\]
\[
\leq \frac{2L H_L \alpha}{r^L (\theta L - \alpha)} \left( \frac{1}{C} \right)^{(\theta L - \alpha)/\theta} + \left( \frac{r}{C} \right)^{-\alpha/\theta}
\]
\[
= \left( \frac{2L H_L \alpha}{(\theta L - \alpha)C^L} + 1 \right) \left( \frac{r}{C} \right)^{-\alpha/\theta}.
\]
This proves the upper bound in (3.3).

To prove the lower bound, note that by Lemma 6.2, \( M^*(\cdot) \) is an \( L^2 \)-bounded martingale and hence, by the martingale convergence theorem [31, Theorem 11.10],
\[
M^*(t) \overset{a.s., L^2}{\to} M^*(\infty) \quad \text{as} \quad t \to \infty
\]
for some random variable \( M^*(\infty) \) with finite second moment and zero mean. Moreover, by (6.12), \( \phi^*(\cdot) \) is non-decreasing and \( \phi^*(t) \to \nu \) as \( t \to \infty \). Hence,
\[
M^*(t) + \phi^*(t) \overset{a.s., L^2}{\to} Z := M^*(\infty) + \nu \quad \text{as} \quad t \to \infty
\]
where \( \mathbb{E}(Z) = \nu > 0 \). Hence, there exist positive \( t_0, \eta_1, \eta_2 \) such that for all \( t \geq t_0 \),
\[
\mathbb{P} \left[ M^*(t) + \phi^*(t) > \eta_1 \right] \geq \frac{1}{2} \mathbb{P} \left[ Z > \eta_1 \right] \geq \eta_2.
\]
Using this and (6.16), we obtain for \( r \geq \eta_1 e^{\beta t_0} \),
\[
\mathbb{P} \left[ \mathcal{P}^*(r) \geq r \right] \geq \int_0^{\infty} \mathbb{P} \left[ M^*(t) + \phi^*(t) \geq re^{-\beta t} \right] \alpha e^{-\alpha t} dt
\]
\[
\geq \int_0^{\infty} \mathbb{P} \left[ M^*(t) + \phi^*(t) > \eta_1 \right] \alpha e^{-\alpha t} dt
\]
\[
\geq \int_0^{\infty} \eta_2 \alpha e^{-\alpha t} dt = \eta_2 \frac{1}{\alpha} \frac{1}{\frac{1}{\theta} \log \left( \frac{1}{r} \right)} e^{-\frac{1}{\theta} \log \left( \frac{1}{r} \right)/\theta} = \eta_2 \left( \frac{r}{\eta_1} \right)^{-\alpha/\theta}.
\]
This proves the lower bound in (3.3) and completes the proof of the theorem.

7. Proofs: PageRank asymptotics for the root when \( m = 1 \). In this section, we will prove Theorem 3.3.

Recall the directed random graph process \( \{G_n : n \geq 1\} \) defined in Section 2 with \( \beta \geq 0 \) and \( m = 1 \). Also recall the CTBP \( \{B^{(\beta)}(t) : t \geq 0\} \) defined after Definition 4.3. Define the following stopping times: \( T_0 = 0 \) and for \( n \geq 1 \), \( T_n := \inf \{ t \geq 0 : |B^{(\beta)}(t)| = n \} \).

An important connection between CTBP and the discrete random tree sequence \( \{G_n\}_{n \geq 1} \) with \( m = 1 \) is given by the following result which is a consequence of properties of the exponential distribution (and is the starting point of the Athreya-Karlin embedding [5]).
LEMMA 7.1. Viewed as a sequence of growing random labelled directed rooted trees,
\[ \{ \mathcal{B}^{(\beta)}(T_n) : n \geq 0 \} \overset{d}{=} \{ G_n : n \geq 1 \}. \]

Let \( \rho(\cdot) \) denote the intensity measure of a \( \beta \)-Yule process. Define its (formal) Laplace transform \( \hat{\rho}(\lambda) \) by
\[ \hat{\rho}(\lambda) := \int_0^\infty e^{-\lambda t} \rho(t) dt = \sum_{n=1}^{\infty} \frac{n-1}{\lambda + i + \beta}. \]

Explicit computation shows that \( \hat{\rho}(\lambda) = \frac{1 + \beta}{\lambda - 1} \), \( \lambda > 1 \) (see [39, Section 4.2], but note that the formula for \( \hat{\rho} \) there is slightly different since the attachment probabilities are proportional to \( \beta \) plus the in-degree of vertices, while here they are proportional to \( \beta \) plus the total degree). Hence, the equation \( \hat{\rho}(\lambda) = 1 \) has a unique positive root given by \( \lambda^* = 2 + \beta \).

\( \lambda^* \) is called the \textit{Malthusian rate of growth} as it captures the asymptotic exponential growth rate of the branching process population size \( |\mathcal{B}^{(\beta)}(\cdot)| \) (see (7.1)). We refer the reader to [39] for a detailed treatment on the connection between random tree processes and CTBPs.

The analysis of the CTBP using Malthusian rates goes back to [34, 26, 27]. We will use the following fact [34, Theorem 5.4]:

\[ e^{-(2+\beta)t} |\mathcal{B}^{(\beta)}(t)| \overset{a.s.}{\rightarrow} \Phi \text{ as } t \to \infty \]

for some positive, almost surely finite random variable \( \Phi \).

PROOF OF THEOREM 3.3. By Lemma 7.1,
\[ \{ R_1(n) : n \geq 1 \} \overset{d}{=} \{ (1 - c)(1 + \mathcal{P}^*(T_n)) : n \geq 1 \}, \]
where \( \mathcal{P}^*(\cdot) \) is defined in (6.5). Thus, it suffices to show (3.5) with \( \mathcal{P}^*(T_n) \) in place of \( R_1(n) \).

By (6.8), recalling \( \theta = 1 + (1 + \beta)c \) when \( m = 1 \),
\[ \mathcal{P}^*(t) = e^{\theta t} (M^*(t) + \phi^*(t)) , \ t \geq 0. \]

Recall from (6.19) that
\[ M^*(t) + \phi^*(t) \overset{a.s.}{\rightarrow} Z := M^*(\infty) + \nu \text{ as } t \to \infty, \]
where \( \nu = (1 + \beta)c/\theta \) and \( Z \) is a random variable with finite second moment and \( \mathbb{E}(Z) = \nu > 0 \). By (7.1),
\[ e^{-(2+\beta)T_n} n \overset{a.s.}{\rightarrow} \Phi \text{ as } n \to \infty. \]

Hence, by (7.3) and (7.4),
\[ n^{-\theta/(2+\beta)} \mathcal{P}^*(T_n) = n^{-\theta/(2+\beta)} e^{\theta T_n} \left( e^{-\theta T_n} \mathcal{P}^*(T_n) \right) \overset{a.s.}{\rightarrow} \Phi^{-\theta/(2+\beta)} Z, \text{ as } n \to \infty. \]

This proves the theorem. \( \square \)
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