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In this paper, we study the fluctuations of the average magnetization in an Ising model on an approximately $d_N$ regular graph $G_N$ on $N$ vertices. In particular, if $G_N$ satisfies a "spectral gap" condition, we show that whenever $d_N \gg \sqrt{N}$, the fluctuations are universal and same as that of the Curie-Weiss model in the entire Ferromagnetic parameter regime. We give a counterexample to demonstrate that the condition $d_N \gg \sqrt{N}$ is tight, in the sense that the limiting distribution changes if $d_N \sim \sqrt{N}$ except in the high temperature regime. By refining our argument, we extend universality in the high temperature regime up to $d_N \gg N^{1/3}$. Our results conclude universal fluctuations of the average magnetization in Ising models on regular graphs, Erdős-Rényi graphs (directed and undirected), stochastic block models, and sparse regular graphons. In fact, our results apply to general matrices with non-negative entries, including Ising models on a Wigner matrix, and the block spin Ising model. As a by-product of our proof technique, we obtain Berry-Esseen bounds for these fluctuations, exponential concentration for the average of spins, tight error bounds for the Mean-Field approximation of the partition function, and tail bounds for various statistics of interest.
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1. Introduction

The Ising model is a discrete Markov random field which was initially introduced as a mathematical model of Ferromagnetism in Statistical Physics, and has received extensive attention in Probability (c.f. [1, 10, 14, 17, 23, 24, 31, 38, 28] and references therein) and Statistics (c.f. [5, 16, 21, 25, 33, 34, 37] and references therein). The model can be described by the following probability mass function in $\sigma := (\sigma_1, \ldots, \sigma_N) \in \{-1,1\}^N$:

$$\mathbb{P}(\sigma) := \frac{1}{Z_N(\beta, B)} \exp \left( \frac{\beta}{2} \sigma^\top A_N \sigma + B \sum_{i=1}^N \sigma_i \right).$$

Here $A_N$ is a symmetric $N \times N$ matrix with non-negative entries, and has zeroes on its diagonal, and $\beta > 0$ and $B \in \mathbb{R}$ are scalar parameters often referred to in the Statistical Physics literature as inverse temperature and external magnetic field respectively. The factor $Z_N(\beta, B)$ is the normalizing constant/partition function of the model. The most common choice of the coupling matrix $A_N$ is the adjacency matrix of a graph $G_N$ on $N$ vertices, scaled by the average degree $\bar{d}_N := \frac{1}{N} \sum_{i,j=1}^N G_N(i,j)$. Here and throughout the rest of the paper, we use the notation $G_N$ to denote both a graph and its adjacency matrix. A pivotal quantity of interest which has attracted extensive attention in the literature is the average sum of spins/magnetization density, defined by $\bar{\sigma} := \frac{\sum_{i=1}^N \sigma_i}{N}$.

The fluctuations for $\bar{\sigma}$ are mostly known for very few choices of the graph $G_N$, including the complete graph (see e.g., [14, 19, 21]), the directed Erdős-Rényi graph (see [26]), sparse Erdős-Rényi graphs (see [24]). In this paper, we focus on studying fluctuations of $\bar{\sigma}$, when $A_N$ is the scaled adjacency matrix of an approximately regular graph $G_N$. The motivation for this work is the recent paper [4], where the authors show universal asymptotics of the partition function $Z_N(\beta, B)$ on any sequence of approximately regular graphs with diverging average degree, which is governed by the Mean-Field prediction formula. In particular, it follows from [4, Theorem 2.1] that the Mean-Field prediction formula is asymptotically universal in the sense that

$$\frac{1}{N} \log Z_N(\beta, B) \xrightarrow{N \to \infty} \sup_{x \in [-1,1]} \left\{ \frac{\beta x^2}{2} + Bx - \frac{1 + x}{2} \log \frac{1 + x}{2} - \frac{1 - x}{2} \log \frac{1 - x}{2} \right\}$$
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for any sequence of approximately $d_N$ regular graphs $G_N$ with $d_N \to \infty$. A natural follow up question is to what extent this universality extends to other properties of such “Mean-Field” Ising models. In this paper we try to address this question by studying the universal behavior of the statistic $\overline{\sigma}$.

Our main results (see Theorems 1.1 — 1.4) show that $\overline{\sigma}$ exhibits universal fluctuations for a large class of “approximately regular” graphs with $d_N$ diverging “fast enough”, across all parameter regimes for $(\beta, B)$. Our proof techniques yield tight error bounds for the Mean-Field approximation of the partition function (see Theorem 1.5), exponential concentration for the average of spins (see Theorem 1.6 and Corollary 1.1) and tail bounds for various statistics of interest (see Lemmas 2.1 — 2.3). One of our main contributions is that our results hold even if the minimum and maximum eigenvalue of $A_N$ have the same magnitude asymptotically (see Remark 2.1). Our assumptions on $A_N$ are thus significantly weaker than the expander type assumptions prevalent in the literature. For ease of exposition, in Section 1.2, we outline our proof techniques in the special case where $G_N$ is regular.

1.1. Main results

We begin with a definition which partitions the parameter set $\{(\beta, B) : \beta > 0, B \in \mathbb{R}\}$ into different domains.

**Definition 1.1.** Let

$$
\Theta_{11} := \{ (\beta, 0) : 0 < \beta < 1 \}, \quad \Theta_{12} := \{ (\beta, B) : \beta > 0, B \neq 0 \},
$$

$$
\Theta_2 := \{ (\beta, 0) : \beta > 1 \}, \quad \Theta_3 := (1, 0).
$$

Finally, let $\Theta_1 := \Theta_{11} \cup \Theta_{12}$. We will refer to $\Theta_1$ as the uniqueness regime, $\Theta_2$ as the non uniqueness regime, and $\Theta_3$ as the critical point. The names of the different regimes are motivated by the next lemma, the proof of which follows from simple calculus (see for e.g. [17, Page 144, Section 1.1.3]).

**Lemma 1.1.** Consider the fixed point equation

$$
\phi(x) = 0, \text{ where } \phi(x) := x - \tanh(\beta x + B). \tag{1.2}
$$

(a) If $(\beta, B) \in \Theta_{11}$, then (1.2) has a unique solution at $t = 0$, and $\phi'(0) > 0$.

(b) If $(\beta, B) \in \Theta_{12}$, then (1.2) has a unique root $t$ with the same sign as that of $B$, and $\phi'(t) > 0$.

(c) If $(\beta, B) \in \Theta_2$, then (1.2) has two non zero roots $\pm t$ of this equation, where $t > 0$, and $\phi'(\pm t) > 0$.

(d) If $(\beta, B) \in \Theta_3$, then (1.2) has a unique solution at $t = 0$, and $\phi'(0) = 0$.

We will use $t$ as defined in the above lemma throughout the paper, noting that $t$ does depend on $(\beta, B)$. The following result summarizes the fluctuations of $\overline{\sigma}$ in the Curie-Weiss model (see [21]), which is the Ising model on the complete graph.

**Lemma 1.2.** Suppose $\sigma$ is a random vector from the Curie Weiss model $\mathbb{P}^{CW}$ with p.m.f.

$$
\mathbb{P}^{CW}(\sigma) = \frac{1}{Z_N^{CW}(\beta, B)} \exp\left( \frac{N\beta}{2}\overline{\sigma}^2 + B \sum_{i=1}^{N} \sigma_i \right). \tag{1.3}
$$

Let $Z_\tau \sim N(0, \tau)$ with $\tau := \frac{1-t^2}{1-\beta(t^2)}$ for $(\beta, B) \notin \Theta_3$, and let $W$ be a continuous random variable with density proportional to $e^{-x^4/12}$. Then the following holds:

$$
\sqrt{N} \left( \overline{\sigma} - t \right) \xrightarrow{d} Z_\tau \quad \text{if } (\beta, B) \in \Theta_1,
$$

$$
\sqrt{N} \left( \overline{\sigma} - M(\sigma) \right) \xrightarrow{d} Z_\tau \quad \text{if } (\beta, B) \in \Theta_2,
$$

$$
N^{1/4} \overline{\sigma} \xrightarrow{d} W \quad \text{if } (\beta, B) \in \Theta_3.
$$

Here $M(\sigma)$ is a random variable which equals $t$ if $\overline{\sigma} \geq 0$, and $-t$ otherwise, whenever $(\beta, B) \in \Theta_2$. 
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We will now explore to what extent the fluctuations of $\sigma$ are universal. We need the following notations to state our main results.

**Definition 1.2.**  
(i) Given two positive sequences $x_N, y_N$, we use the notation $x_N \lesssim y_N$ to denote the existence of a finite constant $C$ free of $N$, such that $x_N \leq C y_N$.

(ii) Given a symmetric matrix $A_N$, let $R_i := \sum_{j=1}^N A_N(i,j)$ denote the row sums of $A_N$, and let $(\lambda_1(A_N), \cdots, \lambda_N(A_N))$ denote its eigenvalues arranged in decreasing order. Let $\|A_N\|_F$ and $\|A_N\|_{op}$ denote the Frobenius norm and the operator norm of $A_N$ respectively.

(iii) Given two real valued random variables $X,Y$, define the Kolmogorov-Smirnov distance between $X$ and $Y$ by

$$d_{KS}(X,Y) := \sup_{x \in \mathbb{R}} |P(X \leq x) - P(Y \leq x)|.$$  

**Theorem 1.1.** Suppose that $(\beta, B) \in \Theta_1$. Assume further that the sequence of matrices $A_N$ satisfies the following two conditions:

$$\max_{1 \leq i \leq N} R_i \lesssim 1,$$

$$\lim_{N \to \infty} \lambda_1(A_N) = 1.$$  

If $\sigma$ is a random vector from the Ising model (1.1), then we have

$$d_{KS}\left(\frac{\sqrt{N}(\sigma - t)}{Z^*_N}, Z_*\right) \lesssim \frac{1}{\sqrt{N}} \left(\|A_N\|_F^2 + \sum_{i=1}^N (R_i - 1)^2 + t \sum_{i=1}^N (R_i - 1)\right),$$

where $Z_*$ is defined as in Lemma 1.2.

Note that Theorem 1.1 leaves out the parameter regime $\Theta_2 \cup \Theta_3$. The following example shows that such a universal behavior is not expected in this parameter regime, unless we assume some notion of connectivity for $A_N$.

**Example 1.1.** With $N$ even, let $A_N$ be the adjacency matrix of two disjoint complete graphs $K_{N/2}$, scaled by $N/2$. Then the following holds:

(a) If $(\beta, B) \in \Theta_2$, then $\sigma \overset{d}{\to} \frac{1}{2} \delta_0 + \frac{1}{2} (\delta_t + \delta_{-t})$.

(b) If $(\beta, B) \in \Theta_3$, then $N^{1/4} \sigma \overset{d}{\to} (W_1 + W_2)/2^{3/4}$, where $W_1, W_2$ are i.i.d. with the same distribution as that of $W$, with $W$ defined as in Lemma 1.2.

The above example shows that if we want universal fluctuations in the regimes $\Theta_2 \cup \Theta_3$, the matrix $A_N$ needs to be “connected” in some asymptotic sense. If $A_N$ is exactly the adjacency matrix of a $d_N$ regular graph $G_N$ scaled by $d_N$, then $\lambda_1(A_N) = 1$, and it is easy to check that the graph $G_N$ is connected if there is a spectral gap, i.e., $\lambda_2(A_N) < 1$. Motivated by this, we propose the following asymptotic notion of a spectral gap.

**Definition 1.3.** We say a sequence of symmetric matrices $\{A_N\}_{N \geq 1}$ with non-negative entries satisfies the spectral gap condition, if

$$\limsup_{N \to \infty} \frac{\lambda_2(A_N)}{\lambda_1(A_N)} < 1.$$  

We note that assumption (1.7) is somewhat weak in the sense that it does not imply connectivity in general. In particular this allows the existence of small disconnected subgraphs in $G_N$, as shown in the following example.

**Example 1.2.** Let $G_N$ denote a graph which is the disjoint union of a $d_N$ regular graph $G_{1,N_1}$ on $N_1$ vertices, and an arbitrary graph $G_{2,N_2}$ on $N_2$ vertices, with $N_1 + N_2 = N$ and $N_2 = o(d_N)$. Then the average degree of
the whole graph $G_N$ is $d_N = d_N(1 + o(1))$. It is easy to check that if $G_{1,N_1}$ satisfies (1.7), then $G_N$ satisfies (1.7), even though $G_N$ is disconnected.

Under the assumption of a spectral gap, our next result shows universal fluctuations in the non-uniqueness regime.

**Theorem 1.2.** Suppose that $(\beta, B) \in \Theta_2$. Assume further that the sequence of matrices $A_N$ satisfies (1.4),(1.5), and (1.7). If $\sigma$ is a random vector from the Ising model (1.1), then we have

$$d_{KS} \left( \sqrt{N}(\sigma - M(\sigma)), Z_\tau \right) \lesssim \frac{1}{\sqrt{N}} \left( \|A_N\|_F^2 + (\log N)^2 + \sum_{i=1}^{N} (R_i - 1)^2 + \sum_{i=1}^{N} (R_i - 1) \right),$$

(1.8)

where $M(\sigma)$ and $Z_\tau$ are defined as in Lemma 1.2.

To prove universal fluctuations in the critical regime, we need a stronger notion of regularity on $A_N$, i.e.,

$$\limsup_{N \to \infty} N^{1/4} \max_{1 \leq i \leq N} |R_i - 1| \lesssim 1.$$  

(1.9)

**Theorem 1.3.** Suppose that $(\beta, B) \in \Theta_3$. If $\sigma$ is a random vector from the Ising model (1.1) where $A_N$ satisfies (1.7) and (1.9). Then we have

$$d_{KS} \left( N^{1/4} \sigma, W \right) \lesssim \frac{\varepsilon_N}{\sqrt{N}} + \frac{\varepsilon_N r_N N^{1/4}}{\sqrt{N}} + \frac{(\log N)^2}{N^{1/4}} \sqrt{\sum_{i=1}^{N} (R_i - 1)^2 + N^{-1/2} \sum_{i=1}^{N} (R_i - 1)^2},$$

(1.10)

where

$$r_N := \sqrt{(\log N)^3 \max_{1 \leq i \leq N} A_N(i,j)^2 + \log N \max_{1 \leq i \leq N} |R_i - 1|},$$

$$\varepsilon_N := \|A_N\|_F^2 + \frac{1}{N} \left( \sum_{i=1}^{N} (R_i - 1) \right)^2 + \frac{1}{N} \sum_{i=1}^{N} (R_i - 1)^2 + \log N,$$

and $W$ is as in Lemma 1.2.

**Remark 1.1.** Using these results, in section 1.3 we will show that for any sequence of $d_N$ regular graphs satisfying the spectral gap condition (see (1.7)), the fluctuation of $\sigma$ is universal in $\Theta_1 \cup \Theta_2$ if $d_N \gg \sqrt{N}$, and in $\Theta_3$ if $d_N \gg \sqrt{N} \log N$. We now give an example to show that the above conditions are actually tight (up to log factor in the critical regime). The proof of this example will appear in an upcoming draft [35].

**Example 1.3.** Let $G_N$ denote the line graph of the complete graph $K_n$, so that $N = \binom{\alpha}{2} = n^2(1 + o(1))$. This is a regular graph with degree $d_N = 2(n-2) = 2\sqrt{2N(1 + o(1))}$, and its top two eigenvalues are $\lambda_1(G_N) = 2(n-2)$ and $\lambda_2(G_N) = n-2$ (see [15, Lemma 2]). It follows that $A_N = \frac{1}{\sigma_N} G_N$ does satisfy (1.7), and

$$\lim_{N \to \infty} \frac{1}{\sqrt{N}} \|A_N\|_F^2 = \sqrt{N} \max_{1 \leq i \leq N} \sum_{j=1}^{N} A_N(i,j)^2 = \frac{1}{2\sqrt{2}} \neq 0.$$  

In this case we have the following limiting distributions across different regimes:

$$\sqrt{N}(\sigma_N - t) \quad \mu \quad Z_\tau \quad \text{if } (\beta, B) \in \Theta_1,$$

$$\sqrt{N}(\sigma_N - M(\sigma)) + \text{sgn}(M(\sigma))\mu \quad W \quad \text{if } (\beta, B) \in \Theta_2,$$

$$N^{1/4} \sigma_N \quad \overline{W} \quad \text{if } (\beta, B) \in \Theta_3,$$

where $\mu := \frac{\beta t}{\sqrt{2(1 - \beta(1-t^2)) - 2(1-\beta(1-t^2))}}$ is strictly larger than 0 if $(\beta, B) \in \Theta_{12} \cup \Theta_2 \cup \Theta_3$, and $\overline{W}$ has density proportional to $\exp(-\frac{w^4}{12} - \frac{w^2}{\sqrt{2}})$. Therefore, the fluctuations do not match that of the Curie-Weiss model unless $(\beta, B) \in \Theta_{11}$. 
Note that in the above example, $\sigma$ has a different limit compared to the Curie-Weiss model in $\Theta_{12} \cup \Theta_3 \cup \Theta_5$, but continues to have universal fluctuations in the high parameter regime $\Theta_{11}$. We now state a modified theorem for the regime $\Theta_{11}$, which shows that in this regime we can do better.

**Theorem 1.4.** Suppose that $(\beta, B) \in \Theta_{11}$, and $A_N$ satisfies

$$
\lim_{N \to \infty} \max_{1 \leq i \leq N} R_i = 1. \tag{1.11}
$$

If $\sigma$ is a random vector from the Ising model (1.1), then setting $\alpha_N := \max_{1 \leq i \leq N} \sum_{j=1}^{N} A_N(i, j)^2$ we have

$$
d_{KS} \left( \sqrt{N} \sigma, Z_\tau \right) \leq \frac{1}{\sqrt{N}} + \frac{\|A_N\|_F^2 \sqrt{\alpha_N \log N}}{\sqrt{N}} + \left[ 1 + \|A_N\|_F \alpha_N \log N \right] \sqrt{\sum_{i=1}^{N} (R_i - 1)^2}, \tag{1.12}
$$

where $Z_\tau$ is defined as in Lemma 1.2.

**Remark 1.2.** It follows from the above result that in the regime $\Theta_{11}$, $\sigma$ has universal fluctuations on regular graphs of degree $d_N \gg (N \log N)^{1/3}$. We believe this is not tight, and universal fluctuations should hold on any sequence of regular graphs with $d_N \to \infty$. In [26] the authors prove such a result when $G_N$ is a non symmetric Erdős-Rényi graph in the regime $\Theta_{11}$ (details in example section below).

Note that we only expect a similar behavior as in the Curie-Weiss model, if the underlying graphs are approximately regular and have large degree. Quantifying this philosophy, the bounds in each of the theorems have two terms, the first term controls the sparsity of the underlying graph/matrix, and the second term controls the extent of regularity of the graph/matrix. Recall example 1.3, which suggests that the term controlling the sparsity is optimal. In a similar spirit, the following example suggests that the term controlling the extent of regularity is also optimal.

**Example 1.4.** (a) Assume that $\sqrt{N}$ is an integer, and let $G_N$ be the disjoint union of two complete graphs of size $N - \sqrt{N}$ and $\sqrt{N}$ respectively. Let $d_N$ denote the average degree of $G_N$ and $A_N = (d_N)^{-1} G_N$. In this case

$$
\lim_{N \to \infty} \frac{1}{\sqrt{N}} \sum_{i=1}^{N} (R_i - 1)^2 > 0,
$$

but every other term in the RHS of (1.6) converges to 0. If $\sigma$ is a random vector from the Ising model (1.1) with $B \neq 0$, then $\sqrt{N} (\sigma - t) \xrightarrow{w} \mu + Z_\tau$, where $\mu := \frac{\beta (1 - t^2)}{1 - \beta (1 - t^2)} + \tanh(B) - t \neq 0$.

(b) With $G_N = K_N$, let $A_N = \frac{1}{N - \sqrt{N}} G_N$. In this case

$$
\lim_{N \to \infty} \frac{1}{\sqrt{N}} \sum_{i=1}^{N} (R_i - 1) > 0,
$$

but every other term in the RHS of (1.6) converges to 0. If $\sigma$ is a random vector from the Ising model (1.1) with $B \neq 0$, then $\sqrt{N} (\sigma - t) \xrightarrow{w} \mu + Z_\tau$, where $\mu := \frac{\beta (1 - t^2)}{1 - \beta (1 - t^2)} \neq 0$.

The main ingredient of our proof technique is comparing the Ising model on an approximately regular graph to that of an i.i.d. model/Curie-Weiss model. As a byproduct of this approach, we also obtain quantitative bounds for the following asymptotics of the log partition function via the Mean-Field prediction formula, defined via the following lower bound (c.f. [4]):

$$
\log Z_N(\beta, B) \geq \sup_{\sigma \in [-1, 1]^N} \left\{ \frac{\beta}{2} \sigma^T A_N \sigma + B \sum_{i=1}^{N} \sigma_i - \sum_{i=1}^{N} I(\sigma_i) \right\},
$$

where $I(x) := \frac{1 + x}{2} \log \frac{1 + x}{2} + \frac{1 - x}{2} \log \frac{1 - x}{2}$ is the binary entropy function. By choosing $\sigma = t1$ with $t$ as defined in Lemma 1.1, we get the further lower bound

$$
\log Z_N(\beta, B) \geq N \left\{ \frac{\beta t^2}{2} + Bt - I(t) \right\} + \frac{\beta t^2}{2} \sum_{i=1}^{N} (R_i - 1) =: M_N(\beta, B). \tag{1.13}
$$
It follows from [4, Theorem 2.1] that \( \log Z_N(\beta, B) - \mathcal{M}_N(\beta, B) = o(N) \), as soon as \( \|A_N\|_F^2 + \sum_{i=1}^{N} (R_i - 1)^2 = o(N) \). Our next result gives a bound to the approximation error of the partition function \( Z_N(\beta, B) \) by \( \mathcal{M}_N(\beta, B) \), which we henceforth refer to as the Mean-Field prediction in this paper.

**Theorem 1.5.** Let \( A_N \) satisfy (1.4) and (1.5).

(a) If \((\beta, B) \in \Theta_1\) then we have

\[
\log Z_N(\beta, B) - \mathcal{M}_N(\beta, B) \lesssim \|A_N\|_F^2 + t^2 \sum_{i=1}^{N} (R_i - 1)^2.
\]

(b) If \((\beta, B) \in \Theta_2\), then the same conclusion as in part (a) holds under the extra assumption that \( A_N \) satisfies (1.7).

(c) If \((\beta, B) \in \Theta_3\), then under the extra assumption that \( A_N \) satisfies (1.7) we have

\[
\log Z_N(\beta, B) - \mathcal{M}_N(\beta, B) \lesssim \|A_N\|_F^2 + \frac{1}{N} \left[ \sum_{i=1}^{N} (R_i - 1)^2 \right]^2 + \frac{1}{N} \left[ \sum_{i=1}^{N} (R_i - 1) \right]^2 + \log N.
\]

**Remark 1.3.** To see how the error bounds of the above theorem compare to existing error bounds for the Mean-Field prediction formula in the literature, let us take the example where \( A_N \) is the (scaled) adjacency matrix of a \( d_N \)-regular graph \( G_N \). In this case, the above theorem gives the error bound \( O(N/d_N) \) for the Mean-Field prediction formula. This immediately improves the bounds from [4, Theorem 1.1] — \( o(N) \), [25, Theorem 1.1] — \( O(N/d_N^{3/2-\alpha(1)}) \), [20, Example 3] — \( O(N/d_N^{3/2-\alpha(1)}) \) under strong expander type conditions not needed here) and [2, Corollary 2.9 and Example 2.10] — \( O(N/\sqrt{d_N}) \).

For our next result, define an i.i.d. probability measure \( Q \) on \( \{-1, 1\}^N \) by setting

\[
Q(\sigma_1, \ldots, \sigma_N) := (\exp(-\beta t - B) + \exp(\beta t + B))^{-N} \exp \left( (\beta + B) \sum_{i=1}^{N} \sigma_i \right).
\]

(1.14)

Our next theorem shows that if an event is unlikely under the above i.i.d. measure/ the Curie Weiss model (depending on \( (\beta, B) \)), then it is also unlikely under an Ising model on an approximately regular graph with large degree.

**Theorem 1.6.** Let \( A_N \) satisfy (1.4) and (1.5). Also, let \( E_N \subset \{-1, 1\}^N \) be arbitrary.

(a) If \((\beta, B) \in \Theta_1\), then we have

\[
\log \mathbb{P}(E_N) \lesssim \log Q(E_N) + \|A_N\|_F^2 + t^2 \sum_{i=1}^{N} (R_i - 1)^2.
\]

(b) If \((\beta, B) \in \Theta_2\), then under the further assumption (1.7) we have

\[
\log \mathbb{P}(E_N) \lesssim \log \mathbb{P}_{CW}(E_N) + \|A_N\|_F^2 + \sum_{i=1}^{N} (R_i - 1)^2.
\]

(c) If \((\beta, B) \in \Theta_3\), then under the further assumption (1.7) we have

\[
\log \mathbb{P}(E_N) \lesssim \log \mathbb{P}_{CW}(E_N) + \|A_N\|_F^2 + \frac{1}{N} \left[ \sum_{i=1}^{N} (R_i - 1)^2 \right]^2 + \frac{1}{N} \left[ \sum_{i=1}^{N} (R_i - 1) \right]^2 + \log N.
\]

As an application of the above theorem, we immediately get the following exponential concentration for \( \sigma \).

**Corollary 1.1.** Suppose \( A_N \) satisfies (1.4), (1.5), and

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} (R_i - 1)^2 = 0, \quad \lim_{N \to \infty} \frac{1}{N} \|A_N\|_F^2 = 0.
\]
• If \((\beta, B) \in \Theta_1\), then for every \(\delta > 0\) we have
\[
\limsup_{n \to \infty} \frac{1}{N} \log \mathbb{P}(|\bar{\sigma} - t| > \delta) < 0.
\]
The same conclusion holds for \((\beta, B) \in \Theta_3\), under the extra assumption that \(A_N\) satisfies (1.7).
• If \((\beta, B) \in \Theta_2\), then under the extra assumption that \(A_N\) satisfies (1.7), for every \(\delta > 0\) we have
\[
\limsup_{n \to \infty} \frac{1}{N} \log \mathbb{P}(|\bar{\sigma} - M(\sigma)| > \delta) < 0,
\]
where \(M(\sigma)\) is defined as in Lemma 1.2.

Similar concentration results can be obtained for other higher order polynomials of \(\sigma\), as studied in [1, 12, 23] and the references therein. However, these papers focus exclusively on the high temperature regime \(\Theta_1\) whereas our result applies to all temperatures. The references cited above can deal with non-Ferromagnetic interactions and general external fields as well. We note in passing that it should be possible to extend our proof technique to general non constant magnetic fields.

1.2. Proof overview

For the sake of simplicity, we focus on the case where \(A_N\) is the adjacency matrix of a \(d_N\) regular graph scaled by \(d_N\). For verifying Theorem 1.1, following [14, Theorem 2.1], form an exchangeable pair \((\sigma, \sigma')\) as follows:

Let \(I\) denote a randomly sampled index from \(\{1, 2, \ldots, N\}\). Given \(I = i\), replace \(\sigma_i\) with an independent \(\pm 1\) valued random variable \(\sigma'_i\) with mean \(\mathbb{E}[\sigma_i](|\sigma, j \neq i|) = \tanh(\beta m_i(\sigma) + B)\), where \(m_i(\sigma) := \sum_{j=1}^{N} A_N(i,j)\sigma_j\). Then, setting \(\sigma' := (\sigma_1, \ldots, \sigma_{i-1}, \sigma'_i, \sigma_{i+1}, \ldots, \sigma_N)\), we have that \((\sigma, \sigma')\) is an exchangeable pair. With \(T_N := \sqrt{N}(\sigma - t)\) and \(T'_N := \sqrt{N}(\sigma' - t)\), a simple computation using a Taylor’s series expansion of \(\tanh(\beta x + B)\) around \(x = t\) gives
\[
\mathbb{E}[T_N - T'_N | \sigma] = N^{-3/2} \sum_{i=1}^{N} \left( \sigma_i - \tanh(\beta m_i(\sigma) + B) \right)
\]
\[
= N^{-3/2} \left[ \sum_{i=1}^{N} \left( \sigma_i - \tanh(\beta t + B) \right) + \sum_{i=1}^{N} (m_i(\sigma) - t) \text{sech}(\beta t + B) + O_P \left( \sum_{i=1}^{N} (m_i(\sigma) - t)^2 \right) \right],
\]
Since \(G_N\) is regular, we have \(\sum_{i=1}^{N} \sigma_i = \sum_{i=1}^{N} m_i(\sigma)\). Also \(t\) satisfies \(t = \tanh(\beta t + B)\), and so the above display gives
\[
\mathbb{E}[T_N - T'_N | \sigma] = \frac{T_N}{N} (1 - \beta(1 - t^2)) + N^{-3/2} O_P \left( \sum_{i=1}^{N} (m_i(\sigma) - t)^2 \right).
\]
(1.15)

By [14, Theorem 1.2], \(T_N\) approximately satisfies Stein’s equation if we show that the second term in the RHS above is negligible, i.e. \(S_N := \sum_{i=1}^{N} (m_i(\sigma) - t)^2 = o(\sqrt{N})\). This is the content of Lemma 2.1, which bounds the exponential moment of \(S_N\) to show that \(S_N = O_P \left( \frac{N}{d_N^2} \right)\). Thus we require \(d_N \gg \sqrt{N}\) to ensure the linear term in (1.15) dominates the error term. The main ingredient for Lemma 2.1 is a version of the Hanson-Wright inequality for \(\{-1, +1\}\) valued random variables (c.f. Lemma 4.1). Justifying the above steps gives a proof of Theorem 1.1. The proof of Theorem 1.2 follows on similar lines, after replacing \(t\) above by \(M(\sigma)\), where \(M(\sigma) = t\) if \(\sigma \geq 0\), and \(M(\sigma) = -t\) otherwise, as defined in Lemma 1.2.

The above program does not work for Theorem 1.3, which deals with the critical regime \(\Theta_2\). This is because \(\beta(1 - t^2) = 1\), and so the linear term in (1.15) vanishes. With \(T_N = N^{1/4} \bar{\sigma}\), using a Taylor’s series expansion of \(\tanh(x)\) around \(x = \bar{\sigma}(\sigma) := N^{-1} \sum_{i=1}^{N} m_i(\sigma)\) and following similar steps as the derivation of (1.15) we have
\[
\mathbb{E}[T_N - T'_N | \sigma] = N^{-7/4} \left[ \sum_{i=1}^{N} \left( \sigma_i - \tanh(\bar{\sigma}(\sigma)) \right) + \frac{\tanh''(\bar{\sigma}(\sigma))}{2} \sum_{i=1}^{N} (m_i(\sigma) - \bar{\sigma}(\sigma))^2 \right.
\]
\[
\left. + O_P \left( \sum_{i=1}^{N} \left| m_i(\sigma) - \bar{\sigma}(\sigma) \right|^3 \right) \right].
\]
(1.16)
Noting that $\mathbf{m}(\sigma) = \sigma$, the leading term in the RHS of (1.16) equals $N^{-3/4}(|\sigma - \tanh(\sigma)|) \approx \frac{1}{3N^{3/4}} \sigma^3$. From here, provided one can ignore the two error terms in (1.16), we can use [14, Theorem 1.2] to show that $T_N$ converges in distribution to the non-normal limit $W$, as desired. The main obstacle is the non trivial step of bounding the error terms in (1.16). To this effect, note that the error terms in the RHS of (1.16) can be written as a mixture of i.i.d. distributions, and then using Lemma 4.1. The more challenging task is to bound $\max_{i \in [N]} |m_i(\sigma) - \mathbf{m}(\sigma)|$, the leading term in the RHS of (1.16), which gives an approximate inequality

$$(A^2_N)(i, i) \leq \frac{2}{N}$$

for $k$ large enough. In Lemma 6.2, we show the above bound for general regular matrices with non-negative entries satisfying the spectral gap condition (1.7), but no condition on the minimum eigenvalue (i.e. no expander type condition). Of course such a result is not correct if (1.7) does not hold, as then $G_N$ can be disconnected. Plugging the bound (1.18) in (1.17) along with the estimate $\tilde{S}_N = \sum_{i=1}^{N} \tilde{m}_i(\sigma) = O_P\left(\frac{\sqrt{d_N}}{N}\right)$ gives

$$\max_{1 \leq i \leq N} \tilde{m}_i(\sigma) = O_P\left(\sqrt{\frac{d_N}{N}}\right) \leq \frac{1}{\sqrt{d_N}}.$$  

Because of standard union bounds, we incur a log factor and deduce the estimate

$$\max_{1 \leq i \leq N} |m_i(\sigma) - \mathbf{m}(\sigma)| = \max_{1 \leq i \leq N} |\tilde{m}_i(\sigma)| = O_P\left(\sqrt{\frac{\log N}{d_N}}\right).$$

Plugging this bound back into (1.16) shows that both the error terms are negligible, and hence gives an approximate Stein's equation for $W$ thereby completing the proof of Theorem 1.3.

For verifying Theorem 1.4 in the regime $\Theta_{11}$, we use a modified version of (1.15) with $T_N = \sqrt{N}\sigma$, where we expand $\tanh(\beta x)$ around $x = 0$:

$$\mathbb{E}[T_N - T_N^*|\sigma] = \frac{1}{N^{3/2}} \sum_{i=1}^{N} (\sigma_i - \tanh(\beta m_i(\sigma))) = \frac{1}{N^{3/2}} \left[ \sum_{i=1}^{N} (\sigma_i - \beta m_i(\sigma)) + O_P\left(\sum_{i=1}^{N} |m_i(\sigma)|^3\right) \right]$$

$$= \frac{(1 - \beta)T_N}{\sqrt{N}} + O_P\left(\max_{1 \leq i \leq N} |m_i(\sigma)| \sum_{i=1}^{N} m_i(\sigma)^2\right).$$
As before, to complete the proof one needs to show that the error term above is negligible. The quadratic term \( S_N = \sum_{i=1}^{N} m_i(\sigma)^2 \) is controlled using Lemma 2.1, and the max term is controlled by setting up another fixed equation (see Lemma 2.2 part (a)).

The above sketch works for exactly regular graphs. To handle approximately regular graphs/matrices, we need to bound the moments of \( c_i^T \sigma \) where \( c_i = R_i - 1 \), in the regimes \( \Theta_{11} \) and \( \Theta_3 \). This requires another recursive argument, and is carried out in Lemma 2.2 part (b) and Lemma 2.3 part (b) for regimes \( \Theta_{11} \) and \( \Theta_3 \) respectively. In fact, the proof of Lemma 2.2 applies to general vectors \( c \), and the proof of Lemma 2.3 can be modified to handle this case.

### 1.3. Examples

As mentioned before, the most common example of a coupling matrix \( A_N \) in model (1.1) is the scaled adjacency matrix \( \frac{1}{d_N} G_N \), where \( G_N \) is the adjacency matrix of a simple labelled graph on \( N \) vertices with degree vector \( (d_1, \ldots, d_N) \), and \( \bar{d}_N := \frac{1}{N} \sum_{i=1}^{N} d_i \) is the average degree of \( G_N \). The scaling discussed in the above definition ensures that the resulting Ising model has non-trivial phase transition properties (see e.g., [4, 33]). Below we consider some specific examples of graphs to illustrate our theorems.

(a) **Regular graphs**: Let \( G_N \) be a \( d_N \) regular graph. Then \( \| A_N \|_F^2 = \frac{N}{d_N} \) and \( R_i = 1 \), and so applying Theorems 1.1, 1.2, 1.3 and 1.4 give

\[
\begin{align*}
    d_{KS}(\sqrt{N}(\sigma - t), Z_r) &\lesssim \sqrt{\frac{N \log N}{d_N}} + \frac{1}{\sqrt{d_N}} & \text{if } (\beta, B) \in \Theta_{11}, \\
    d_{KS}(\sqrt{N}(\sigma - t), Z_r) &\lesssim \sqrt{\frac{N}{d_N}} & \text{if } (\beta, B) \in \Theta_{12}, \\
    d_{KS}(\sqrt{N}(\sigma - M(\sigma)), Z_r) &\lesssim \sqrt{\frac{N}{d_N}} & \text{if } (\beta, B) \in \Theta_2 \text{ and } G_N \text{ satisfies (1.7)}, \\
    d_{KS}(N^{1/4} \sigma, W) &\lesssim \left( \frac{\sqrt{N \log N}}{d_N} \right)^{3/2} + \frac{N}{d_N} + \frac{\log N}{\sqrt{d_N}} & \text{if } (\beta, B) \in \Theta_3 \text{ and } G_N \text{ satisfies (1.7)},
\end{align*}
\]

where \( Z_r \) and \( W \) are defined as in Lemma 1.2. In particular this means that \( \sigma \) has the same fluctuations as that of the Curie-Weiss model as soon as

\[
\begin{align*}
    d_N &\gg (N \log N)^{1/3} & \text{if } (\beta, B) \in \Theta_{11}, \\
    d_N &\gg \sqrt{N} & \text{if } (\beta, B) \in \Theta_{12}, \\
    d_N &\gg \sqrt{N} & \text{if } (\beta, B) \in \Theta_2 \text{ and (1.7) holds}, \\
    d_N &\gg \sqrt{N \log N} & \text{if } (\beta, B) \in \Theta_3 \text{ and (1.7) holds}.
\end{align*}
\]

Further, as already shown in Example 1.3, the requirement \( d_N \gg \sqrt{N} \) is sharp in the regimes \( \Theta_{12} \cup \Theta_2 \cup \Theta_3 \). Note that for the particular case of the Curie-Weiss model at criticality we get the convergence rate of \( N^{-1/2} \log N \), which matches the rate obtained in [14] up to the log factor. In fact, it is easy to modify our argument in the special case of the Curie-Weiss model to get rid of the log factor. We observe that for the case of random \( d_N \) regular graphs, condition (1.7) holds with high probability, as \( \lambda_2(G_N) = O_P(\sqrt{d_N}) \ll d_N \) (see [11]), and so our results apply directly to random regular graphs if \( d_N \) satisfies (1.19). We stress that our results apply to regular bipartite graphs as well, and does not need the graph to be an expander as in [10].

(b) **Erdős-Rényi graphs**: Suppose \( G_N \sim G(N, p_N) \) is the symmetric Erdős-Rényi random graph with \( 0 < p_N \leq 1 \). Define \( A_N(i, j) := \frac{1}{(N-1)p_N} G_N(i, j) \), and note that

\[
\max_{1 \leq i \leq N} |R_i - 1| = O_P\left( \sqrt{\frac{\log N}{Np_N}} \right), \quad \left| \sum_{i=1}^{N}(R_i - 1) \right| = O_P\left( \frac{1}{\sqrt{p_N}} \right), \quad \sum_{i=1}^{N}(R_i - 1)^2 = O_P\left( \frac{1}{p_N} \right).
\]

Since \( \lambda_2(G_N) = O_P(\sqrt{Np_N}) \ll Np_N \) ([22, Theorem 1.1]), (1.7) holds as well. Then our theorems conclude universal fluctuations for \( \sigma \) as soon as

\[
\begin{align*}
    p_N &\gg (\log N)^{1/3} N^{-2/3} & \text{if } (\beta, B) \in \Theta_{11}, \\
    p_N &\gg N^{-1/2} & \text{if } (\beta, B) \in \Theta_{12} \cup \Theta_2, \\
    p_N &\gg (\log N)^{4} N^{-1/2} & \text{if } (\beta, B) \in \Theta_3,
\end{align*}
\]

both in the quenched and annealed setting. We note that our results also apply to the asymmetric Erdős-Rényi random graph $\tilde{G}(N, p_N)$, under the same regime of $p_N$ as in the symmetric case. This is because an Ising model on the asymmetric Erdős-Rényi graph is equivalent to an Ising model with the symmetric coupling matrix $A_N(i, j) = \frac{\tilde{G}(i, j) + \tilde{G}(j, i)}{2(N-1)p_N}$, which is approximately regular, as

$$R_i = \sum_{j=1}^{N} A_N(i, j) = \frac{1}{2(N-1)p_N} \sum_{j=1}^{N} (\tilde{G}(i, j) + \tilde{G}(j, i)) \sim \frac{\text{Bin}(2(N-1), p_N)}{2(N-1)p_N} \approx 1,$$

where the last approximation (in the sense of (1.20)) follows by a standard application of Chernoff’s inequality. The asymmetric case was studied recently in [26], where the authors derive fluctuations as soon as $Np_N \to \infty$, but only in the sub parameter regime $\Theta_1 \cup \Theta_3$. The authors conjecture similar results for the symmetric case, which we are able to verify partially in this paper. Moreover, our theorems apply simultaneously to both the symmetric and the asymmetric cases with explicit convergence rates.

A few months after our paper was submitted, [27] was uploaded where the authors obtain fluctuations for the magnetization in the asymmetric case for the parameter regime $\Theta_2 \cup \Theta_2$ when $N^{1/3}p_N \to \infty$, in [27, Theorems 1.1 and 1.3]. In contrast, our results show universal fluctuations in the larger regime $N^{1/2}p_N \to \infty$, and apply to both the symmetric and asymmetric cases, from which the fluctuation results for the magnetization in [27] follow as corollaries. On the other hand, in [27, Theorem 1.4], the authors derive a central limit theorem for the log partition function when $N^{1/3}p_N \to \infty$, a direction which is not explored in our paper.

(c) Balanced stochastic block model: Suppose $G_N$ is a stochastic block model with 2 communities of size $N/2$ (assume $N$ is even). Let the probability of an edge within the community be $a_N$, and across communities be $b_N$. This is the well known stochastic block model, which has received considerable attention in Probability, Statistics and Machine Learning (see [18, 29, 32] and references within). If we take $A_N = \frac{2}{N(a_N+b_N)}G_N$, universal asymptotics hold for $\bar{\sigma}$ as soon as $p_N := \frac{a_N + b_N}{2}$ satisfies (1.21), and $\liminf_{N \to \infty} \frac{b_N}{a_N} > 0$ (needed to ensure (1.7)). Similar results hold when the number of communities is larger than 2.

(d) Sparse regular graphons: Suppose that $W$ be a symmetric measurable function from $[0,1]^2$ to $[0,1]$, such that $\int_{[0,1]} W(x, y) dy = a > 0$ for all $x \in [0,1]$, and $\lambda_2(W) < a$, where $\{\lambda_i(W)\}_{i \geq 1}$ are the countable set of ordered eigenvalues. Also let $(U_1, \ldots, U_N) \overset{i.i.d.}{\sim} U(0,1)$. For $\gamma \in (0,1)$, let

$$\{G_N(i, j)\}_{1 \leq i < j \leq N} \overset{i.i.d.}{\sim} \text{Bern} \left( \frac{W(U_i, U_j)}{N^\gamma} \right).$$

Such random graph models have been studied in the literature under the name $W$ random graphons (c.f. [6, 7, 8, 9, 30]). In this case for the choice $A_N = \frac{1}{Np_N}G_N$ with $p_N = aN^{-\gamma}$, universal fluctuation holds as soon as $\gamma < 1/2$. Indeed, note that $\mathbb{E}[R_i | U_1, \ldots, U_N] = (aN)^{-1} \sum_{j=1}^{N} W(U_i, U_j)$ and write

$$R_i - 1 = \left[ R_i - \frac{1}{aN} \sum_{j=1}^{N} W(U_i, U_j) \right] + \left[ \frac{1}{aN} \sum_{j=1}^{N} W(U_i, U_j) - 1 \right].$$

By using Bernstein’s inequality conditional on $(U_1, \ldots, U_N)$, the first term is $O_P((Np_N)^{-1/2})$. Similarly, by applying Bernstein’s inequality conditional on $U_i$, the second term is $O_P(N^{-1/2})$. An application of the union bound then implies that (1.20) holds. Also with $W_N$ denoting the $N \times N$ matrix with $W_N(i, j) = W(U_i, U_j)$, using [3, Corollary 3.3] we have $\|A_N - (aN)^{-1}W_N\|_{op} = O_P \left( \frac{\sqrt{\gamma}}{Np_N} \right)$. Since $W_N$ converges in cut norm to $W$, it follows using [30, Section 11.6] that

$$\lim_{N \to \infty} \lambda_2(A_N) = a^{-1} \lambda_2(W_N) = a^{-1} \lambda_2(W) < 1$$

and so $A_N$ satisfies (1.7). By our results, universal fluctuations hold for $\bar{\sigma}$ as soon as (1.19) holds.

(e) Block spin Ising model: Suppose that $N$ is even, and

$$A_N(i, j) = a_N \text{ if } i, j \leq N/2 \text{ or } i, j > N/2,$$

$$= b_N \text{ if } i \leq N/2, j > N/2, \text{ or } i > N/2, j \leq N/2.$$
$A_N$ can be thought of as the expectation of a stochastic block model with 2 communities. In the particular case $a_N = \frac{d}{N}, b_N = \frac{d}{N}$, this model has been studied in [5, 31] under the name block spin Ising model. Again in this case universal asymptotics holds for $\sigma$ as soon as $d_N := \frac{N(a_N + b_N)}{2}$ satisfies (1.19), and $\liminf N \to \infty \frac{b_N}{a_N} > 0$. This in particular matches the results obtained from [31, Theorems 1.2, 1.4] which studies the sub parameter regime $\Theta_{11} \cup \Theta_3$. Our results apply to the whole parameter regime of $(\beta, B)$ and a wide regime of scalings of $(a_N, b_N)$, providing explicit convergence rates. Similar extension holds when the matrix $A_N$ has more than 2 groups as well.

(f) **Wigner matrices:** To demonstrate that our techniques apply to examples well beyond scaled adjacency matrices, let $A_N$ be a Wigner matrix with its entries $\{A_N(i, j), 1 \leq i < j \leq N\}$ i.i.d. from a distribution $F$ scaled by $N\mu$, where $F$ is a distribution on non-negative reals with finite exponential moment and mean $\mu > 0$. In this case we have

$$\max_{1 \leq i \leq N} |R_i - 1| = O_P\left(\sqrt{\frac{\log N}{N}}\right), \quad \left| \sum_{i=1}^N (R_i - 1) \right| = O_P(1), \quad \sum_{i=1}^N (R_i - 1)^2 = O_P(1).$$

Also [3, Corollary 3.5] shows that $\|A_N - \frac{1}{N}11^\top\|_{op} = N^{-1/2}$, and so (1.7) holds. Thus our theorems apply giving universal fluctuations for $\sigma$.

2. Main technical lemmas

In this section, we state our main technical lemmas which could be of independent interest. Our first result in this section is an exponential moment control lemma in all parameter regimes, which is one of the main estimates of this paper, and is itself new. The proof of this is deferred to Section 4.

**Lemma 2.1.** Suppose $\sigma$ is an observation from (1.1), with $A_N$ satisfying (1.4) and (1.5).

(a) If $(\beta, B) \in \Theta_1$, then there exists a fixed positive number $\delta > 0$ such that

$$\log \mathbb{E} \left[ \exp \left( \delta \frac{1}{2} \sum_{i=1}^N (m_i(\sigma) - t)^2 \right) \right] \lesssim \|A_N\|_F^2 + \frac{1}{N} \left[ \sum_{i=1}^N (R_i - 1)^2 \right]^2 + \frac{1}{N} \left[ \sum_{i=1}^N (R_i - 1) \right]^2 + \log N,$$

where $\overline{m}(\sigma) := N^{-1} \sum_{i=1}^N m_i(\sigma)$.

(b) If $(\beta, B) \in \Theta_2$, then the conclusion of part (a) holds under the additional assumption that $A_N$ satisfies (1.7).

(c) If $(\beta, B) \in \Theta_3$, then under the additional assumption that $A_N$ satisfies (1.7) there exists a fixed positive number $\delta > 0$ such that

$$\log \mathbb{E} \left[ \exp \left( \delta \frac{1}{2} \sum_{i=1}^N (m_i(\sigma) - \overline{m}(\sigma))^2 \right) \right] \lesssim \|A_N\|_F^2 + \frac{1}{N} \left[ \sum_{i=1}^N (R_i - 1)^2 \right]^2 + \frac{1}{N} \left[ \sum_{i=1}^N (R_i - 1) \right]^2 + \log N,$$

Our next lemma establishes a uniform control on the $m_i(\sigma)$’s and a second moment bound on a linear statistic of interest, when $(\beta, B) \in \Theta_{11}$. The proof of this lemma is deferred to Section 5.

**Lemma 2.2.** Assume that $\sigma$ is an observation from (1.1) with $(\beta, B) \in \Theta_{11}$, and $A_N$ satisfies (1.11). Setting $\alpha_N = \max_{1 \leq i \leq N} \sum_{j=1}^N A_N(i, j)^2$ as in Theorem 1.4, the following conclusions hold:

(a) $\log \mathbb{P} \left( \max_{1 \leq i \leq N} \left| m_i(\sigma) \right| \geq \lambda \sqrt{\alpha_N \log N} \right) \lesssim -\lambda^2$, for any $\lambda > 0$.

(b) $\mathbb{E} \left[ \sum_{i=1}^N (R_i - 1)^2 \right] \lesssim \left( \sum_{i=1}^N (R_i - 1)^2 \right) \left[ 1 + \|A_N\|_F^2 \alpha_N^2 (\log N)^2 \right]$.

Our final lemma yields uniform control on $\max_{1 \leq i \leq N} \left| m_i(\sigma) - \overline{m}(\sigma) \right|$ and moment bounds on linear statistics of interest, when $(\beta, B) \in \Theta_3$. Its proof has been deferred to Section 5.

**Lemma 2.3.** Suppose $\sigma$ is an observation from (1.1) with $(\beta, B) \in \Theta_3$, such that $A_N$ satisfies (1.9) and (1.7). Suppose further that the RHS of (1.10) is bounded. Then the following conclusions hold:
(a) $\log \mathbb{P} \left( \max_{1 \leq i \leq N} |m_i(\sigma) - \bar{m}(\sigma)| \geq \lambda \sqrt{\alpha N (\log N)^3} + \log N \max_{1 \leq i \leq N} |R_i - 1| \right) \lesssim -\lambda^2$, for any $\lambda > 0$.

(b) $E \left[ \sum_{i=1}^{N} (R_i - 1) \sigma_i \right]^2 \lesssim \left( \sum_{i=1}^{N} (R_i - 1)^2 + N^{-1/2} \left( \sum_{i=1}^{N} (R_i - 1) \right)^2 \right) (\log N)^4$.

(c) $N^{3/2} E[\sigma^6] \lesssim 1$.

Remark 2.1 (On the minimum eigenvalue of $A_N$). Note that our results work even when $\lambda_N(A_N) \to -1$, as opposed to stronger spectral gap assumptions such as $\max_{2 \leq i \leq N} |\lambda_i(A_N)| \to 0$. This has been achieved by a new matrix theoretic estimate (see Lemma 6.2) which shows that under (1.7), $A_N$ can have at most one eigenvalue “close” to $-1$ (see Remark 6.1 for connections to graph theory).

3. Proof of main results

We first state a lemma which will be needed in all parameter regimes.

Lemma 3.1. Suppose $\sigma$ is an observation from (1.1) for some $A_N$ satisfying (1.4), and $\beta > 0, B \in \mathbb{R}$.

(a) Recalling that $m_i(\sigma) = \sum_{j=1}^{N} A_N(i, j) \sigma_j$, we have

$$E \left[ \sum_{i=1}^{N} (\sigma_i - \tanh(\beta m_i(\sigma) + B)) \tanh(\beta m_i(\sigma) + B) \right]^2 \lesssim N.$$ 

(b) For any $c = (c_1, \cdots, c_n) \in \mathbb{R}^n$ we have

$$\log \mathbb{P} \left( \left| \sum_{i=1}^{N} c_i (\sigma_i - \tanh(\beta m_i(\sigma) + B)) \right| > t \right) \lesssim -t^2/||c||^2.$$ 

Here, part (a) follows by invoking [13, Lemma 3.2] and (b) can be obtained by making minor adjustments in the proof of [34, Lemma 1].

3.1. Proof of Theorems 1.1 and 1.2

In this section, we will prove Theorems 1.1 and 1.2 using Theorem 1.6, Lemmas 2.1, 3.1 and Proposition 6.1. The statement of Proposition 6.1 is deferred to Section 6.3 as its scope is limited to the Curie-Weiss model introduced in (1.3).

Without loss of generality we may assume that the RHS of (1.6) and (1.8) are bounded by 1, because otherwise the bound is trivial. Recall the definition of $M(\sigma)$ for $(\beta, B) \in \Theta_2$ from Lemma 1.2 and set $M(\sigma) = t$ for $(\beta, B) \in \Theta_1$. We have not made the dependence of $M(\sigma)$ on $(\beta, B)$ explicit for notational simplicity. From Section 1.2, recall that $T_N = \sqrt{N(\sigma - M(\sigma))}$ and $T'_N = \sqrt{N(\sigma' - M(\sigma'))}$ where $\sigma$ is an observation from the Ising model (1.1), and $\sigma'$ is generated as follows: Let $I$ denote a randomly sampled index from $\{1, 2, \ldots, N\}$. Given $I = i$, replace $\sigma_i$ with an independent $\pm 1$ valued random variable $\sigma'_i$ with mean $\tanh(\beta m_i(\sigma) + B) = E[\sigma_i | (\sigma_j, j \neq i)]$, and let $\sigma' := (\sigma_1, \cdots, \sigma_{i-1}, \sigma'_i, \sigma_{i+1}, \cdots, \sigma_N)$.

With this setup, a direct computation gives

$$E[T_N - T'_N | T_N] = \frac{1}{N^{3/2}} \sum_{i=1}^{N} E[\sigma_i - \tanh(\beta m_i(\sigma) + B) | T_N] - \sqrt{N} E[M(\sigma) - M(\sigma') | T_N],$$

(3.1)

where the second term in the RHS above can be expanded as

$$\sum_{i=1}^{N} \tanh(\beta m_i(\sigma) + B) = N \tanh(\beta M(\sigma) + B) + \beta (1 - t^2) \sum_{i=1}^{N} (m_i(\sigma) - M(\sigma)) + \sum_{i=1}^{N} \xi_i (m_i - M(\sigma))^2$$

$$= N M(\sigma) + \beta (1 - t^2) \sum_{i=1}^{N} (\sigma_i - M(\sigma)) + \beta (1 - t^2) M(\sigma) \sum_{i=1}^{N} (R_i - 1)$$
We will now estimate each term in the RHS of (3.6). Proceeding to control the direct application of [14, Theorem 1.2], for \((\beta,B)\) above. However, we choose to present it in this form so as to emphasize that (3.6) does not follow from a slight variant of [14, Theorem 1.2] (see Section 6.4) and (3.4), we then have

\[
\tanh(x) \leq |x|, \quad \text{for random variables } (\xi_i)_{1 \leq i \leq N} \text{ satisfying } \max_{1 \leq i \leq N} |\xi_i| \lesssim 1, \text{ where the second line uses the identity } M(\sigma) = \tanh(\beta M(\sigma) + B). \text{ Setting } \tilde{h}_i = \beta(1 - t^2)(R_i - 1) \text{ and plugging (3.2) into (3.1) we get}
\]

\[
\mathbb{E}[|T_N - T_N'| | T_N] = \frac{T_N}{N} (1 - \beta(1 - t^2)) - \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[\xi_i(m_i(\sigma) - M(\sigma))^2 | T_N] - \frac{1}{N} \sum_{i=1}^{N} h_i(\sigma_i - M(\sigma)) | T_N \bigg] = - \sqrt{N} \mathbb{E}[M(\sigma) - M(\sigma') | T_N] - N^{-3/2} \beta(1 - t^2) M(\sigma) \sum_{i=1}^{N} (R_i - 1). \tag{3.3}
\]

Next, we observe that

\[
\limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}(\frac{|T_N - T_N'|}{\sqrt{N}} \geq \frac{3}{\sqrt{N}}) \leq \limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}(\frac{\sqrt{N} |M(\sigma) - M(\sigma')|}{\sqrt{N}} \geq \frac{1}{\sqrt{N}}) \leq \limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}(M(\sigma) \neq M(\sigma')) < 0, \tag{3.4}
\]

where the last inequality for \((\beta,B) \in \Theta_2\) follows on using part (b) of Theorem 1.6 with \(E_N := \{\sum_{i=1}^{N} \sigma_i \in \{-2,-1,0,1,2\}\} \) along with part (c) of Proposition 6.1 to note that

\[
\limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}(M(\sigma) \neq M(\sigma')) \leq \limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}_{GW}(E_N) < 0. \tag{3.5}
\]

From (3.3), we choose \(g(x) = x(1 - \beta(1 - t^2))/N\). With this choice, observe that \(G(x) := \int_{-1}^{1} g(y) \, dy = (1 - \beta(1 - t^2))x^2/2N\). We now set \(c_0 := N/(1 - t^2)\) and \(c_1 := (2\pi)^{-1/2}\), and note the existence of positive constants \(c_2\) and \(c_3\) free of \(N\) such that assumptions (H1) and (H3) from [14, Page 465] are all satisfied. By a slight variant of [14, Theorem 1.2] (see Section 6.4) and (3.4), we then have

\[
d_{KS}(T_N, Z_\tau) \lesssim \mathbb{E} \left[1 - \frac{N}{2(1 - t^2)} \mathbb{E} \left[\frac{|T_N - T_N'|}{\sqrt{N}}\right] \right] + \frac{c_1 \max(c_3,1)}{\sqrt{N}} \mathbb{E}[|T_N|] + \frac{c_1}{\sqrt{N}} \mathbb{E} \left[\sum_{a=1}^{3} |H_a(T_N)|\right] + \exp(-c_2N). \tag{3.6}
\]

As we will see later in the proof, the \(\exp(-c_2N)\) term is of a smaller order than the other terms in the RHS above. However, we choose to present it in this form so as to emphasize that (3.6) does not follow from a direct application of [14, Theorem 1.2], for \((\beta,B) \in \Theta_2\).

We will now estimate each term in the RHS of (3.6). Proceeding to control \(\mathbb{E}[H_1(T_N)]\) we have

\[
N \sqrt{N} |H_1(T_N)| = \mathbb{E} \left(\sum_{i=1}^{N} (\xi_i(m_i(\sigma) - M(\sigma))^2 | T_N \right) \lesssim \mathbb{E} \left(\sum_{i=1}^{N} (m_i(\sigma) - M(\sigma))^2 | T_N \right), \tag{3.7}
\]

and so

\[
N \sqrt{N} \mathbb{E}[H_1(T_N)] \lesssim \mathbb{E} \left(\sum_{i=1}^{N} (m_i(\sigma) - M(\sigma))^2 \right) \leq \eta_N \tag{3.8}
\]

using Lemma 2.1, with \(\eta_N := ||A_N||^2 + t^2 \sum_{i=1}^{N} (R_i - 1)^2\). Next, we have

\[
N \sqrt{N} |H_2(T_N)| \leq \left| \mathbb{E} \left(\sum_{i=1}^{N} h_i(\sigma_i - \tan(\beta m_i(\sigma) + B) | T_N \right) \right| + \left| \mathbb{E} \left(\sum_{i=1}^{N} h_i\left(\tanh(\beta m_i(\sigma) + B) - \tan(\beta M(\sigma) + B) \right) | T_N \right) \right| \tag{3.9}
\]
and so
\[ N \sqrt{N} \mathbb{E} |H_2(T_N)| \lesssim \sqrt{\sum_{i=1}^n h_i^2 + \sum_{i=1}^N \mathbb{E} \sum_{i=1}^N (m_i(\sigma) - M(\sigma))^2} \]
\[ \lesssim \sqrt{\sum_{i=1}^N (R_i - 1)^2 (1 + \sqrt{\eta_N}) \lesssim \eta_N + \sum_{i=1}^N (R_i - 1)^2}, \tag{3.10} \]
where the penultimate line uses part (b) of Lemma 3.1, and the last line again uses (3.8). Also observe that,
\[ N \sqrt{N} |H_3(T_N)| \lesssim N^2 \mathbb{E} \left[ |M(\sigma) - M(\sigma')| T_N \right] + t \sqrt{\sum_{i=1}^N (R_i - 1)}, \tag{3.11} \]
where the first term has an expectation which is exponentially small in \( N \) using (3.5). Finally we have
\[ \mathbb{E} \left[ 1 - \frac{N}{2(1 - t^2)} (T_N - T_N')^2 \right] \lesssim \mathbb{E} \left[ 1 - \frac{(\sigma_i - \sigma'_i)^2}{2(1 - t^2)} \right] + N^2 \mathbb{E} \left[ |M(\sigma) - M(\sigma')| \right]. \]
The second term on the RHS above is exponentially small, by (3.5). For the first term on the RHS, note that:
\[ \mathbb{E} [1 - (\sigma_i - \sigma'_i)^2/2(1 - t^2)] = \frac{1}{N(1 - t^2)} \mathbb{E} [\sigma_i \sigma'_i] - t^2 \lesssim N^{-1} \mathbb{E} [\sigma_i \tanh(\beta m_i(\sigma) + B) - t^2]. \]
As a result we have
\[ \mathbb{E} [1 - (\sigma_i - \sigma'_i)^2/2(1 - t^2)] \lesssim \frac{1}{\sqrt{N}} + \frac{1}{\sqrt{N}} \mathbb{E} (m_i(\sigma) - M(\sigma))^2 \lesssim \frac{1 + \sqrt{\eta_N}}{\sqrt{N}}, \tag{3.12} \]
where we have used (3.8), and part (a) of Lemma 3.1. We now claim that
\[ \mathbb{E} T_N^2 \lesssim 1. \tag{3.13} \]
Given this claim, combining the estimates from (3.6), (3.4), (3.8), (3.10), (3.11), and (3.12) we get
\[ d_{KS}(T_N, Z_{\tau}) \lesssim \frac{1}{\sqrt{N}} + \frac{\eta_N}{\sqrt{N}} + \frac{1}{\sqrt{N}} \sum_{i=1}^N (R_i - 1)^2 + \frac{t}{\sqrt{N}} \sum_{i=1}^N (R_i - 1), \]
where \( Z_{\tau} \) is defined as in Lemma 1.2. The desired bound follows on noting that \( \eta_N \gtrsim \|A_N\|_F^2 \gtrsim 1. \)

It thus suffices to prove (3.13). To this effect, using (3.3) we get:
\[ \left| \mathbb{E} [T_N - T_N' \mid T_N] - \frac{T_N}{N} (1 - \beta(1 - t^2)) \right| \lesssim \sum_{a=1}^{3} |H_a(T_N)|. \]

By multiplying both sides of the above display by \( N T_N \) and taking expectation gives
\[ \mathbb{E} [T_N^2] \lesssim \mathbb{E} \left[ N (T_N - T_N') T_N \right] + \mathbb{E} \left[ N |T_N| \left( \sum_{a=1}^{3} |H_a(T_N)| \right) \right], \]
where we have used the fact that \( \beta(1 - t^2) < 1 \). This follows from Lemma 1.1, parts (b) and (c), on noting that \( \phi'(t) = 1 - \beta(1 - t^2) \) where \( \phi(\cdot) \) is defined as in Lemma 1.1. By the exchangeability of \( T_N \) and \( T_N' \) we have
\[ \mathbb{E} [N (T_N - T_N') T_N] = \mathbb{E} [N (T_N' - T_N) T_N'] = \frac{1}{2} \mathbb{E} [N (T_N - T_N')^2] \lesssim 1. \]
Also, from (3.7), (3.9) and (3.11) we have

\[ \frac{N}{\sqrt{N}} \sum_{a=1}^{3} \mathbb{E}[H_a(T_N)]^2 \lesssim \frac{\eta_N + \sum_{i=1}^{N}(R_i - 1)^2}{\sqrt{N}} \lesssim 1, \]

where the last bound uses the fact that the RHS of (1.6) and (1.8) are bounded. Using Chebyshev’s inequality then gives

\[ \mathbb{E}(T_N^2) \lesssim 1 + \sqrt{\mathbb{E}(T_N^2)} \sqrt{\sum_{a=1}^{N} \mathbb{E}(NH_a(T_N))^2} \lesssim 1 + \sqrt{\mathbb{E}(T_N^2)} \]

which implies \( \mathbb{E}(T_N^2) \lesssim 1 \). This verifies (3.13), and hence completes the proof of the theorem.

### 3.2. Proof of Theorem 1.4

We will now prove Theorem 1.4 using Lemmas 2.1 and 2.2 whose proofs have been deferred to Section 5.

**Proof.** Without loss of generality we can assume that the RHS of (1.12) is bounded as before. As in the proof of the previous theorems, it suffices to bound the RHS of (3.6), but with \( t = M(\sigma) = 0 \) which implies \( H_3(T_N) = 0 \). To begin, use (3.12) to get

\[ \frac{1}{\sqrt{N}} \mathbb{E} \left[ \mathbb{E} \left[ 1 - \frac{N}{2} (T_N - T_N')^2 \big| T_N \right] \right] \lesssim \frac{\|A_N\|_F^2}{N} + \frac{1}{\sqrt{N}}, \quad (3.14) \]

using (2.1), which allows us to replace \( \eta_N \) in the previous proof by \( \|A_N\|_F^2 \). Proceeding to bound \( \mathbb{E}[H_1(T_N)] \), use the first equality of (3.7) along with Cauchy-Schwarz inequality to note that

\[ N \sqrt{N} \mathbb{E}[H_1(T_N)] \lesssim \mathbb{E} \max_{1 \leq i \leq N} |m_i(\sigma)| \sum_{i=1}^{N} m_i(\sigma)^2 \leq \sqrt{\mathbb{E} \max_{1 \leq i \leq N} m_i(\sigma)^2} \sqrt{\mathbb{E} \left( \sum_{i=1}^{N} m_i(\sigma)^2 \right)^2} \lesssim \|A_N\|_F^2 \sqrt{\alpha_N \log N}, \]

where the last inequality uses part (a) of Lemma 2.2. Finally, for \( \mathbb{E}[H_2(T_N)] \) we have

\[ N \sqrt{N} \mathbb{E}[H_2(T_N)] \leq \mathbb{E} \left[ \sum_{i=1}^{N} (R_i - 1)\sigma_i \right] \lesssim \sqrt{\left( \sum_{i=1}^{N} (R_i - 1)^2 \right) \left[ 1 + \|A_N\| \alpha_N \log N \right]}, \]

where we use part (b) of Lemma 2.2. Plugging in the above bounds in (3.6), we have

\[ d_{KS}(T_N, Z_{\tau}) \lesssim \frac{1 + \mathbb{E}(T_N^2)}{\sqrt{N}} + \frac{\|A_N\|_F^2 \sqrt{\alpha_N \log N}}{\sqrt{N}} + \left[ 1 + \|A_N\| \alpha_N \log N \right] \sqrt{\frac{\sum_{i=1}^{N} (R_i - 1)^2}{N}}, \]

with \( Z_{\tau} \) defined as in Lemma 1.2. The claimed bound follows immediately, if we can verify (3.13). But the proof of this is the same as in the previous theorem, and so we are done. \( \square \)

### 3.3. Proof of Theorem 1.3

In this section, we will use Lemmas 2.1 and 2.3 to prove Theorem 1.3. The proofs of the aforementioned lemmas are presented in Section 5.

**Proof.** With \( (\sigma, \sigma') \) the usual exchangeable pair, setting \( T_N := N^{1/4} \overline{\sigma} \) and \( T_N := N^{1/4} \overline{\sigma}' \) we have

\[ \mathbb{E}[T_N - T_N' | \sigma] = N^{-3/4} (\overline{\sigma} - \tanh(\overline{\sigma})) + N^{-3/4} (\tanh(\overline{\sigma}) - \tanh(\overline{m}(\sigma))) + N^{-7/4} \sum_{i=1}^{N} (\tanh(m_i(\sigma)) - \tanh(\overline{m}(\sigma))). \]

Using Taylor’s expansion, this gives

\[ \|\mathbb{E}[T_N - T_N' | \sigma] - N^{-3/4} (\overline{\sigma} - \tanh(\overline{\sigma}))\| \]
\[
\lesssim N^{-3/4} |\bar{\sigma} - \bar{m}(\sigma)| + N^{-7/4} |\bar{\sigma}| \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^2 + N^{-7/4} \left| \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^3 \right|, \tag{3.16}
\]

and so we have \( \mathbb{E}[T_N - T_N'|T_N] = g(T_N) + H(T_N) \) where \( g(x) = N^{-3/2}x^3/3 \), and \( H(T_N) \) satisfies

\[
\mathbb{E}[|H(T_N)|] \lesssim N^{-2} \mathbb{E}[|T_N|^5] + N^{-3/4} \mathbb{E}[|\bar{\sigma} - \bar{m}(\sigma)|] + N^{-2} \mathbb{E} \left[ T_N \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^2 \right] 
+ N^{-7/4} \mathbb{E} \left[ \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^3 \right].
\]

Invoking [14, Theorem 1.2] with \( G(x) := \int_0^x g(t) \, dt = N^{-3/2}x^4/12 \) we have

\[
d_{KS}(T_N, W) \lesssim \mathbb{E} \left[ 1 - \frac{N^{3/2}}{2} \mathbb{E} \left[ (T_N - T_N')^2 |T_N \right] \right] + N^{3/2} \mathbb{E}[|H(T_N)|] + N^{-3/4} \mathbb{E}|T_N|^3. \tag{3.17}
\]

By part (c) of Lemma 2.3 we have \( \mathbb{E}[|T_N|^5] \lesssim 1 \). Set

\[
\delta_N := \sum_{i=1}^{N} (R_i - 1)^2 + N^{-1/2} \left[ \sum_{i=1}^{N} (R_i - 1) \right]^2,
\]

and use part (b) of Lemma 2.3 and the Cauchy-Schwarz inequality to get

\[
\mathbb{E}[|\bar{\sigma} - \bar{m}(\sigma)|] \lesssim \sqrt{\mathbb{E}(\bar{\sigma} - \bar{m}(\sigma))^2} \lesssim N^{-1} (\log N)^2 \sqrt{\delta_N}.
\]

Similarly, by the Cauchy-Schwarz inequality and part (c) of Lemmas 2.1 along with part (a) of Lemma 2.3, we get:

\[
\mathbb{E} \left[ |T_N| \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^2 \right] \leq \sqrt{\mathbb{E}(T_N)^2} \sqrt{\mathbb{E} \left( \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^2 \right)^2} \lesssim \varepsilon_N,
\]

\[
\mathbb{E} \left[ \sum_{i=1}^{N} |m_i(\sigma) - \bar{m}(\sigma)|^3 \right] \leq \sqrt{\mathbb{E} \max_{1 \leq i \leq N} (m_i(\sigma) - \bar{m}(\sigma))^2} \sqrt{\mathbb{E} \left( \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^2 \right)^2} \lesssim r_N \varepsilon_N,
\]

where \( \varepsilon_N \) is as in the statement of Theorem 1.3. Combining the above observations, we get

\[
N^{3/2} \mathbb{E}[|H(T_N)|] \lesssim N^{-1/2} + N^{-1/4} (\log N)^2 \sqrt{\delta_N} + N^{-1/4} r_N \varepsilon_N. \tag{3.18}
\]

Finally, we have

\[
\mathbb{E} \left[ 1 - \frac{N^{3/2}}{2} \mathbb{E} \left[ (T_N - T_N')^2 |T_N \right] \right] \lesssim \frac{1}{N} \mathbb{E} \left[ \sum_{i=1}^{N} \sigma_i \tanh m_i(\sigma) \right]
\lesssim \frac{1}{N} \mathbb{E} \left[ \sum_{i=1}^{N} (\sigma_i - \tanh m_i(\sigma)) \tanh m_i(\sigma) \right] + \frac{1}{N} \mathbb{E} \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^2 + \mathbb{E} \sigma^2
\lesssim \frac{1}{\sqrt{N}} + \frac{\varepsilon_N}{N} + \frac{1}{\sqrt{N}}, \tag{3.19}
\]

where the last inequality follows from part (a) of Lemma 3.1, part (c) of Lemma 2.1, and part (c) of Lemma 2.3. Combining (3.18) and (3.19) along with (3.17) gives

\[
d_{KS}(T_N, W) \lesssim \frac{1}{\sqrt{N}} + \frac{\sqrt{\delta_N} (\log N)^2}{N^{1/4}} + \frac{r_N \varepsilon_N}{N^{1/4}},
\]

as desired, with \( W \) defined as in Lemma 1.2. \( \square \)
4. Proofs of Theorems 1.5, 1.6 and Lemma 2.1

We will need the following proposition which expresses the Curie-Weiss model as a mixture of i.i.d. random variables, first shown in [33, Lemma 3].

**Proposition 4.1.** Let \( \sigma \) be an observation from the Curie-Weiss model in (1.3). Given \( \sigma \), let \( W_N \) be a Gaussian random variable with mean \( \sigma \) and variance \((N\beta)^{-1}\). Then the following conclusions hold:

(a) Given \( W_N \), the random variables \((\sigma_1, \sigma_2, \ldots, \sigma_N)\) are i.i.d. with mean \( \bar{W}_N := \tanh(\beta W_N + B) \).

(b) The marginal density of \( W_N \) is proportional to \( \exp(-N f(w)) \), where \( f(w) = \frac{\beta w^2}{2} - \log \cosh(\beta w + B) \).

We state two more lemmas necessary for proving the results of this section, the proofs of which we defer to Section 6. The first lemma is a version of the Hanson-Wright inequality, which controls exponential moment of quadratic forms of binary random variables.

**Lemma 4.1.** Suppose \( X_1, X_2, \ldots, X_N, N \geq 1 \) are i.i.d. \( \pm 1 \) valued random variables such that \( \mathbb{E}[X_1] = \mu \) where \( \mu \in (-1, 1) \). Define \( s_\mu := 2\mu/(\log(1 + \mu) - \log(1 - \mu)) \) with \( s_0 \) being 1. Also assume that \( D_N \) is a \( N \times N \) symmetric matrix such that \( s_\mu \lim_{N \to \infty} \lambda_1(D_N) < 1 \). Then, given any vector \( c^T := (c_1, c_2, \ldots, c_N) \), we get:

\[
\log \left( \mathbb{E} \left[ \exp \left( \frac{1}{2} \sum_{i,j=1}^{N} D_N(i,j) \bar{X}_i \bar{X}_j + \sum_{i=1}^{N} c_i \bar{X}_i \right) \right] \right) \leq \text{Tr}^+(D_N) + \|D_N\|_F^2 + \sum_{i=1}^{N} c_i^2
\]

where \( \bar{X}_i = X_i - \mu \) for \( 1 \leq i \leq N \), and \( \text{Tr}^+(D_N) = \sum_{i=1}^{N} \max(D_N(i,i), 0) \).

The second lemma gives a quantitative estimate which allows us to neglect the region where \( \bar{W}_N \) is not close to \( t \).

**Lemma 4.2.** Suppose (1.4), (1.5) and (1.7) holds, and further assume that \( \|A_N\|_F^2 = o(N) \), \( \sum_{i=1}^{N}(R_i - 1) = o(N) \). Also, let \( V_N \) be any random variable such that \( V_N \leq cN \) for some fixed \( c > 0 \), and \( \varepsilon > 0 \) be fixed. Recalling \( A_N := A_N - 11^T/N \), for any \((\beta, B) \in \Theta_2 \cup \Theta_3\) there exists \( \delta = \delta(\varepsilon, c, \beta) > 0 \) such that,

\[
\limsup_{N \to \infty} \frac{1}{N} \log \mathbb{E}^{\mathbb{C}_{W}} \left[ \exp \left( \delta V_N + \frac{\beta}{2} \sigma^T A_N \sigma \right) 1(|\bar{W}_N - M(\sigma)| \geq \varepsilon) \right] < 0.
\]

Additionally the proofs of Theorems 1.5, 1.6, and Lemma 2.1, require Proposition 6.1 which is stated in Section 6.3.

**Proof of Theorem 1.5.** (a) To begin, note that

\[
\frac{\beta}{2} \sigma^T A_N \sigma + B \sum_{i=1}^{N} \sigma_i = \frac{\beta}{2} (\sigma - t)^T A_N(\sigma - t) + \sum_{i=1}^{N} (\beta t R_i + B) \sigma_i - (\beta t^2 / 2) 1^T A_N 1.
\]

Recall that \( M_N(\beta, B) = N \left\{ \frac{\beta^2}{2} + Bt - I(t) \right\} + \frac{\beta^2}{2} \sum_{i=1}^{N} (R_i - 1) \) as in (1.13). The above display then gives

\[
\frac{Z_N(\beta, B)}{\exp(M_N(\beta, B))} = \mathbb{E}^{\mathbb{Q}} \exp \left( \frac{\beta}{2} \sum_{i,j=1}^{N} (\sigma_i - t) A_N(i,j)(\sigma_j - t) + \beta \sum_{i=1}^{N} (R_i - 1)(\sigma_i - t) \right)
\]

where \( \mathbb{Q} \) is the measure induced by \( N \) independent \( \pm 1 \) valued random variables with mean \( t \) (as defined in (1.14)). In this case with \( D_N = \beta A_N \) we have

\[
s_i \limsup_{N \to \infty} \lambda_1(D_N) = \beta s_i \limsup_{N \to \infty} \lambda_1(A_N) \leq \beta s_i = \frac{\beta t}{\beta t + B} < 1,
\]

for \((\beta, B) \in \Theta_{12}\). If \((\beta, B) \in \Theta_{11}\), then we have \( t = 0 \), and \( s_0 = 1 \), and so with \( D_N = \beta A_N \) as before, we have \( s_i \limsup_{N \to \infty} \lambda_1(D_N) = \beta < 1 \). Thus in both cases Lemma 4.1 is applicable with
Define $D_N = \beta A_N$, $c_i = \beta t(R_i - 1)$, which using (4.2) gives
\[
\mathbb{E}_Q \exp \left( \frac{\beta}{2} \sum_{i,j=1}^{N} (\sigma_i - t)(A_N(i,j)(\sigma_j - t) + \beta t \sum_{i=1}^{N} (R_i - 1)(\sigma_i - t) \right) \lesssim \|A_N\|_F^2 + t^2 \sum_{i=1}^{N} (R_i - 1)^2. \tag{4.3}
\]

The conclusion of part (a) follows from this combined with (4.2).

(b) Define
\[
Y_N := (\sigma - \bar{W}_N)^\top A_N (\sigma - \bar{W}_N) + 2\bar{W}_N \sum_{i=1}^{N} (R_i - 1)(\sigma_i - \bar{W}_N) + (\bar{W}_N^2 - t^2) \sum_{i=1}^{N} (R_i - 1),
\tag{4.4}
\]
and note that $\sigma^\top A_N \sigma = Y_N + t^2 \sum_{i=1}^{N} (R_i - 1)$. Using this, with $J_{N,\epsilon} := \{ |t| - \epsilon \leq |\bar{W}_N| \leq |t| + \epsilon \}$ for some $\epsilon > 0$, by a similar calculation as in part (a) we have:
\[
\frac{Z_N(\beta, B)}{Z_N^{\text{CW}}(\beta, B)} = \mathbb{E}^{\text{CW}} \exp \left( \frac{\beta}{2} \sigma^\top A_N \sigma \right)
= \mathbb{E}^{\text{CW}} \left[ \exp \left( \frac{\beta}{2} \sigma^\top A_N \sigma \right) \mathbb{I}(J_{N,\epsilon}) \right] + \mathbb{E}^{\text{CW}} \left( e^{\frac{\beta}{2} Y_N} \mathbb{I}(J_{N,\epsilon}) \right). \tag{4.5}
\]

The first term in the right hand side of (4.5) is $o(1)$ by invoking Lemma 4.2 with $\delta = 0$. For the second term, by Proposition 4.1, the inner (conditional) expectation is taken with respect to i.i.d. $\pm 1$ valued random variables with mean $\bar{W}_N$. In this regime $\beta s_t = \beta t/\bar{W}_N$. But since $\limsup_{N \to \infty} \lambda_1(A_N) < 1$ by (1.7), on the set $J_{N,\epsilon}$ we have
\[
\limsup_{N \to \infty} s_{\bar{W}_N} \lambda_1(\beta A_N) \leq \limsup_{N \to \infty} \sup_{\mu \in J_{N,\epsilon}} s_\mu \lambda_1(\beta A_N) < 1
\]
for $\epsilon$ small enough. Therefore, Lemma 4.1 is applicable with $D_N = \beta A_N$ and $c_i = 2\bar{W}_N(R_i - 1)$ to give
\[
\log \mathbb{E}^{\text{CW}} \left( e^{\frac{\beta}{2} Y_N} \mathbb{I}(J_{N,\epsilon}) |\bar{W}_N \right) \leq C \left\{ \|A_N\|_F^2 + \sum_{i=1}^{N} (R_i - 1)^2 \right\} + \frac{\beta}{2} \left( \bar{W}_N^2 - t^2 \right) \sum_{i=1}^{N} (R_i - 1)
\]
for some $C < \infty$, which on taking another expectation gives
\[
\log \mathbb{E}^{\text{CW}} \left( e^{\frac{\beta}{2} Y_N} \mathbb{I}(J_{N,\epsilon}) \right) \leq C \left\{ \|A_N\|_F^2 + \sum_{i=1}^{N} (R_i - 1)^2 \right\} + \log \mathbb{E} \left[ \left( \bar{W}_N^2 - t^2 \right) \sum_{i=1}^{N} (R_i - 1) \right]
\lesssim \|A_N\|_F^2 + \sum_{i=1}^{N} (R_i - 1)^2 + \frac{1}{N} \left( \sum_{i=1}^{N} (R_i - 1) \right)^2, \tag{4.6}
\]
where the last step uses part (b) of Proposition 6.1. This along with (4.5) gives
\[
\log Z_N(\beta, B) - \log Z_N^{\text{CW}}(\beta, B) - \frac{\beta t^2}{2} \sum_{i=1}^{N} (R_i - 1) \lesssim \|A_N\|_F^2 + \sum_{i=1}^{N} (R_i - 1)^2,
\]
from which the desired conclusion follows by another application of part (a) of Proposition 6.1 to note that $\log Z_N^{\text{CW}}(\beta, B) - N \left[ \frac{\beta t^2}{2} + B t - I(t) \right] \lesssim 1$.

(c) In this regime we have $t = 0$, and so $s_t = s_0 = 1$, and $\beta s_0 = 1$. As in the proof of part (b), the first term in the RHS of (4.5) is $o(1)$ invoking Lemma 4.2 with $\delta = 0$. For handling the second term, invoking (1.7) gives
\[
\limsup_{N \to \infty} s_{\bar{W}_N} \lambda_1(A_N) \leq \limsup_{N \to \infty} \sup_{\mu \in J_{N,\epsilon}} s_\mu \lambda_1(A_N) < 1
\]
for $\epsilon$ small enough. Also Lemma 4.1 with $D_N = A_N$ and $c_i = 2\bar{W}_N(R_i - 1)$ gives
\[
\log \mathbb{E}^{\text{CW}} \left( e^{\frac{\beta}{2} Y_N} \mathbb{I}(J_{N,\epsilon}) |\bar{W}_N \right) \leq C \left\{ \|A_N\|_F^2 + \bar{W}_N^2 \sum_{i=1}^{N} (R_i - 1)^2 \right\} + \frac{\beta}{2} \bar{W}_N^2 \sum_{i=1}^{N} (R_i - 1)
\]
for some $C < \infty$ free of $N$. This, on taking another expectation along with (4.5) gives
\[
\log \mathbb{E}^{G\!W} (e^{\beta Y_N} \mathbb{1}_{(J_{N,e})}) \leq C \|A_N\|_{F}^{2} + \log \mathbb{E} \exp \left( CW^2 \sum_{i=1}^{N} (R_i - 1)^2 + \frac{\beta}{2} \sum_{i=1}^{N} (R_i - 1) \right)
\]
\[
\leq \|A_N\|_{F}^{2} + \frac{1}{N} \left( \sum_{i=1}^{N} (R_i - 1)^2 + \sum_{i=1}^{N} (R_i - 1) \right)^2, \tag{4.7}
\]
where the last bound uses part (b) of Proposition 6.1. Combining (4.5) and (4.7) gives
\[
\log Z_N(\beta, B) - \log Z_N^{G\!W}(\beta, B) \lesssim \|A_N\|_{F}^{2} + \frac{1}{N} \left( \sum_{i=1}^{N} (R_i - 1)^2 + \sum_{i=1}^{N} (R_i - 1) \right)^2.
\]
We incur an additional log factor in the final answer because $\log Z_N^{G\!W}(\beta, B) - N \left( \frac{\beta}{2} t + B t - I(t) \right) \lesssim \log N$ by part (a) of Proposition 6.1.

**Proof of Theorem 1.6.** (a) Using a similar calculation as in (4.5), we get:
\[
\mathbb{P}(\sigma \in \mathcal{E}_N) = c(N)\mathbb{E}^{G\!Q} \left[ \exp \left( \frac{\beta}{2} \sum_{i,j=1}^{N} (\sigma_i - t) A_N(\sigma_j - t) + \beta t \sum_{i=1}^{N} (R_i - 1)(\sigma_i - t) \right) \mathbb{1}(\sigma \in \mathcal{E}_N) \right] \tag{4.8}
\]
where the deterministic sequence $c(N)$ satisfies
\[
c(N) = \frac{\exp(\beta^2 (\mathbb{1}^\top A_N \mathbb{1} - N)) \left( \exp(\beta t + B) + \exp(-\beta t - B) \right)^N}{Z_N(\beta, B) \exp \left( (\beta^2/2) \mathbb{1}^\top A_N \mathbb{1} \right)} \leq 1,
\]
on invoking the Mean-Field lower bound (1.13). Next, by using Hölder’s inequality with exponent $p$ (to be chosen later), the left hand side of (4.8) can be bounded above by,
\[
\left\{ \mathbb{E}^{G\!Q} \exp \left( \frac{\beta(1 + p)}{2} \sum_{i,j=1}^{N} (\sigma_i - t) A_N(\sigma_j - t) + \beta t (1 + p) \sum_{i=1}^{N} (R_i - 1)(\sigma_i - t) \right) \right\}^{\frac{1}{1 + p}} \leq (\mathbb{Q}(\mathcal{E}_N))^{\frac{1}{1 + p}} \tag{4.9}
\]
Using arguments similar to the derivation of (4.3) shows that for $p$ small enough we have
\[
\log \mathbb{E}^{G\!Q} \left[ \exp \left( \frac{\beta(1 + p)}{2} \sum_{i,j=1}^{N} (\sigma_i - t) A_N(\sigma_j - t) + \beta t (1 + p) \sum_{i=1}^{N} (R_i - 1)(\sigma_i - t) \right) \right]
\]
\[
\lesssim \|A_N\|_{F}^{2} + \frac{1}{N} \sum_{i=1}^{N} (R_i - 1)^2.
\]
Combining this along with (4.8) and (4.9) gives the desired conclusion.

(b) With $Y_N$ as in (4.4), using a similar calculation as in the derivation of (4.5) we can bound $P(\sigma \in \mathcal{E}_N)$ by
\[
\mathbb{E}^{G\!W} e^{\frac{\beta}{2} \mathbb{1}_{\mathcal{E}_N}} \mathbb{1}(\sigma \in \mathcal{E}_N)
\]
\[
\leq \mathbb{E}^{G\!W} e^{\frac{\beta}{2} \mathbb{1}_{\mathcal{E}_N} + \frac{\beta t^2}{2} \sum_{i=1}^{N} (R_i - 1)} \mathbb{1}(\sigma \in \mathcal{E}_N) \mathbb{1}(J_{N,e}) \tag{4.10}
\]
For controlling the ratio of partition functions in the RHS of (4.10), use the Mean-Field approximation (1.13) to get a lower bound for $\log Z_N(\beta, B)$, whereas part (a) of Proposition 6.1 gives $\log Z_N^{G\!W}(\beta, B) - N \left( \frac{\beta}{2} t + B t - I(t) \right) \lesssim 1$. Combining these two observations, we get:
\[
\log Z_N^{G\!W}(\beta, B) - \log Z_N(\beta, B) + \frac{\beta t^2}{2} \sum_{i=1}^{N} (R_i - 1) \lesssim 1. \tag{4.11}
\]
Also, the first term inside the parenthesis in the RHS of (4.10) is exponentially small in $N$, by invoking Lemma 4.2 with $\delta = 0$. Proceeding to control the second term in the RHS of (4.10) we have

$$E^{CW} e^\frac{2}{4} Y_N 1(\sigma \in E_N) 1(J_{N,\epsilon}) \leq \left[ E^{CW} e^\frac{2}{4(1+2\epsilon)} Y_N 1(J_{N,\epsilon}) \right]^{\frac{1}{1+2\epsilon}} \left[ E^{CW} (\sigma \in E_N) \right]^{\frac{1}{1+2\epsilon}}, \quad (4.12)$$

where the last step uses Holder's inequality for any $p > 0$. For controlling the first term inside the bracket in the RHS of (4.12), by choosing $p > 0$ small enough and repeating the same argument as in the derivation of (4.6), we get:

$$\log E^{CW} e^\frac{2}{4} Y_N 1(J_{N,\epsilon}) \lesssim \|A_N\|_F^2 + \sum_{i=1}^N (R_i - 1)^2. \quad (4.13)$$

Combining (4.10), (4.11), (4.12) and (4.13), the desired conclusion follows.

(c) All steps of part (b) above go through verbatim, except the RHS of (4.11) gets replaced by $\log N$ (by part (a) of Proposition 6.1), and (4.13) is replaced by (c.f. (4.7))

$$\log E^{CW} e^\frac{2}{4(1+2\epsilon)} Y_N 1(J_{N,\epsilon}) \lesssim \|A_N\|_F^2 + \frac{1}{N^2} \sum_{i=1}^N (R_i - 1)^2 + \frac{1}{N} \left[ \sum_{i=1}^N (R_i - 1) \right]^2. \quad (4.14)$$

Combining this with (4.10) and (4.14) gives the desired conclusion.

\[\square\]

**Proof of Lemma 2.1.** (a) Invoking Theorem 1.6 and changing $\delta$ if necessary, it suffices to show the desired conclusion under $Q$, where $Q$ is the i.i.d. measure induced by $N \pm 1$ valued random variables with mean $t$, as defined in (1.14). A direct calculation shows that $m_i(\sigma) - t$ equals $\sum_{j=1}^N A_N(i,j)(\sigma_j - t) + t(R_i - 1)$, and so

$$\sum_{i=1}^N \left( m_i(\sigma) - t \right)^2 \leq 2 \sum_{i=1}^N \left[ \sum_{j=1}^N A_N(i,j)(\sigma_j - t) \right]^2 + 2t^2 \sum_{i=1}^N (R_i - 1)^2$$

$$= 2 \sum_{i=1}^N \sum_{j=1}^N (A_N^2(i,j)(\sigma_i - t)(\sigma_j - t) + 2t^2 \sum_{i=1}^N (R_i - 1)^2. \quad (4.15)$$

It therefore suffices to control the exponential moment of the first term in the RHS of (4.15). Since $\lim_{N \to \infty} \lambda_1(A_N^2) \leq 1$, for any $\delta \in (0, 1/2)$, using Lemma 4.1 with $D_N = \delta A_N^2$ and $c_i = 0$ we have

$$\log E^Q \exp \left( \delta(\sigma - t)^T A_N^2(\sigma - t) \right) \lesssim \|A_N^2\|_F^2 = \sum_{i=1}^N \lambda_i^2 \lesssim \sum_{i=1}^N \lambda_i^2 = \|A_N\|_F^2.\]$$

This gives the desired conclusion.

(c) By invoking Theorem 1.6, it suffices to show the desired conclusion under the Curie-Weiss model. Start by noting that $m(\sigma) = \frac{1}{N} \sum_{i=1}^N R_i \sigma_i$, and so

$$m_i(\sigma) - m(\sigma) = \sum_{j=1}^N A_N(i,j)(\sigma_j - \tilde{W}_N) + \frac{1}{N} \sum_{i=1}^N R_i(\sigma_i - \tilde{W}_N) + \tilde{W}_N(R_i - \tilde{R}).$$

This shows that $\sum_{i=1}^N \left( m_i(\sigma) - m(\sigma) \right)^2$ is bounded by

$$3 \sum_{i=1}^N \left[ \sum_{j=1}^N A_N(i,j)(\sigma_j - \tilde{W}_N) \right]^2 + 3 \sum_{i=1}^N R_i(\sigma_i - \tilde{W}_N)^2 + 3\tilde{W}_N^2 \sum_{i=1}^N (R_i - \tilde{R})^2$$

$$\leq 3 \sum_{i,j=1}^N \left( A_N^2(i,j) + \frac{3}{N} R_i R_j \right)(\sigma_i - \tilde{W}_N)(\sigma_j - \tilde{W}_N) + 3\tilde{W}_N^2 \sum_{i=1}^N (R_i - 1)^2. \quad (4.16)$$
Conditioning on \(\widetilde{W}_N\), we now control the exponential moment of the first term in the RHS of the above display under the Curie-Weiss model. By Proposition 4.1, under the Curie Weiss model, given \(\widetilde{W}_N\), the random vector \((\sigma_1, \cdots, \sigma_N)\) are i.i.d. with mean \(\widetilde{W}_N\). Note that
\[
\limsup_{N \to \infty} \lambda_1 \left( A_N^2 + \frac{3}{N} RR^T \right) \leq \limsup_{N \to \infty} \lambda_1 (A_N^2) + \limsup_{N \to \infty} \frac{3}{N} \lambda_1 (RR^T) \lesssim 1,
\]
\[
\| \frac{1}{N} RR^T \|^2_F = \frac{1}{N^2} \left( \sum_{i=1}^N R_{i1}^2 \right) \lesssim 1
\]
where the last display follows from the assumption that \(\max_{1 \leq i \leq N} R_i \leq 1\) by (1.5). Based on these observations, on invoking Lemma 4.1 with \(c_i = 0\), \(D_N = \delta \left( A_N^2 + \frac{4}{N} RR^T \right) \) for \(\delta\) small enough, we get
\[
\log \mathbb{E}^{CW} e^{\delta \sum_{i=1}^N (m_i(\sigma) - \bar{m}(\sigma))^2} - \log \mathbb{E}^{CW} e^{3\delta \widetilde{W}_N^2 \sum_{i=1}^N (R_i-1)^2} \lesssim \| A_N^2 \|^2_F + \text{tr}(A_N^2) \lesssim \| A_N \|^2_F,
\]
from which the desired conclusion follows on noting that
\[
\log \mathbb{E}^{CW} e^{3\delta \widetilde{W}_N^2 \sum_{i=1}^N (R_i-1)^2} \lesssim \frac{1}{N} \left( \sum_{i=1}^N (R_i-1) \right)^2,
\]
which follows from part (b) of Proposition 6.1.

(b) To begin note that
\[
\sum_{i=1}^N (m_i - M(\sigma))^2 \lesssim \sum_{i=1}^N (m_i(\sigma) - \bar{m}(\sigma))^2 + \frac{1}{N} \left[ \sum_{i=1}^N R_i (\sigma_i - \widetilde{W}_N) \right]^2 + (\widetilde{W}_N - M(\sigma))^2 \left| \sum_{i=1}^N (R_i - 1) \right|.
\]
By Hölder’s inequality, it suffices to bound the exponential moments of the three terms of the above display at some \(\delta > 0\). Exponential moment of the third term in the RHS of (4.17) is bounded by part (b) of Proposition 6.1, as \(\sum_{i=1}^N |R_i - 1| = o(N)\). Proceeding to bound the sum of the first two terms, use (4.16) to get
\[
\sum_{i=1}^N (m_i(\sigma) - \bar{m}(\sigma))^2 + \frac{1}{N} \left[ \sum_{i=1}^N R_i (\sigma_i - \widetilde{W}_N) \right]^2 \leq \sum_{i,j=1}^N \left( A_N^2(i,j) + \frac{4}{N} R_i R_j \right) (\sigma_i - \widetilde{W}_N)(\sigma_j - \widetilde{W}_N) + 3 \sum_{i=1}^N (R_i - 1)^2,
\]
and so it suffices to bound
\[
\log \mathbb{E}^{CW} \exp \left( \delta \sum_{i,j=1}^N \left( A_N^2(i,j) + \frac{4}{N} R_i R_j \right) (\sigma_i - \widetilde{W}_N)(\sigma_j - \widetilde{W}_N) \right)
\]
for \(\delta\) small enough. But this follows on invoking Lemma 4.1 with \(D_N = \delta (A_N^2 + \frac{4}{N} RR^T) \) and \(c_i = 0\) to get
\[
\log \mathbb{E}^{CW} \exp \left( \delta \sum_{i,j=1}^N \left( A_N^2(i,j) + \frac{4}{N} R_i R_j \right) (\sigma_i - \widetilde{W}_N)(\sigma_j - \widetilde{W}_N) \right) \lesssim \| A_N^2 \|^2_F + \text{tr}(A_N^2) \lesssim \| A_N \|^2_F,
\]
which completes the proof of part (b).

\[ \square \]

5. Proof of Lemmas 2.2 and 2.3

Proof of Lemma 2.2. (a) To begin, note that it suffices to prove the bound for \(\lambda\) large enough. To this effect, using part (b) of Lemma 3.1 we have the existence of a constant \(M\) free of \(N\), such that for all \(\lambda > 0\) we have
\[
P \left( \left| m_i(\sigma) - \sum_{j=1}^N A_N(i,j) \tanh(\beta m_j(\sigma)) \right| > \lambda \right) \leq 2 e^{-\frac{N \lambda^2}{M}}.
\]
which on using a union bound with $\alpha_N = \max_{1 \leq i \leq N} \sum_{j=1}^{N} A_N(i, j)^2$ (as in Theorem 1.4) gives

$$P\left( \max_{1 \leq i \leq N} |m_i(\sigma) - \sum_{j=1}^{N} A_N(i, j) \tanh(\beta m_j(\sigma))| > \lambda \sqrt{\alpha_N \log N} \right) \leq 2Ne^{-\frac{2\lambda^2 \log N}{M}}.$$  

On the set \{ $\max_{1 \leq i \leq N} |m_i(\sigma) - \sum_{j=1}^{N} A_N(i, j) \tanh(\beta m_j(\sigma))| \leq \lambda \sqrt{\alpha_N \log N}$ \} using the bound $|\tanh(x)| \leq |x|$ we have

$$\max_{1 \leq i \leq N} |m_i(\sigma)| \leq \sqrt{\alpha_N \log N} + \beta \max_{1 \leq i \leq N} R_i \max_{1 \leq i \leq N} |m_i(\sigma)|,$$

which on using the fact that $\max_{1 \leq i \leq N} R_i \to 1$ (see (1.11)) gives $\max_{1 \leq i \leq N} |m_i(\sigma)| \lesssim \sqrt{\alpha_N \log N}$. Thus there exists a constant $c'$ such that

$$P(\max_{1 \leq i \leq N} |m_i(\sigma)| > c'\lambda \sqrt{\alpha_N \log N}) \leq 2Ne^{-\frac{2\lambda^2 \log N}{M}},$$

from which the desired conclusion follows for all $\lambda$ large enough.

(b) More generally, we will show that for any vector $c \in \mathbb{R}^N$ we have

$$E \left( \sum_{i=1}^{N} c_i \sigma_i \right)^2 \lesssim (\log N)^{3/2} \sum_{i=1}^{N} c_i^2. \quad (5.1)$$

To this effect, for every non-negative integer $\ell$ set $c^{(\ell)} := \beta^\ell A_N^T c$, and $x_\ell := E[(\sum_{i} c_i^{(\ell)} \sigma_i)^2]$, and note that $c^{(0)} = c$, and the LHS of (5.1) is just $x_0$. Now, for any $\ell \geq 0$ we can write

$$x_\ell = T_{1,\ell} + T_{2,\ell} + T_{3,\ell}, \quad (5.2)$$

where

$$T_{1,\ell} := E \left[ \left( \sum_{i=1}^{N} c_i^{(\ell)} (\sigma_i - \tanh(\beta m_i(\sigma))) \right)^2 \right], \quad T_{2,\ell} := E \left[ \left( \sum_{i=1}^{N} c_i^{(\ell)} \tanh(\beta m_i(\sigma)) \right)^2 \right]$$

$$T_{3,\ell} = 2E \left[ \left( \sum_{i \neq j} c_i^{(\ell)} c_j^{(\ell)} (\sigma_i - \tanh(\beta m_i(\sigma))) \tanh(\beta m_j(\sigma)) \right) \right].$$

For controlling $T_{3,\ell}$, setting $m_i^{(\ell)}(\sigma) := \sum_{k=1, k \neq j}^{N} A_N(i, k) \sigma_k \sigma_j$ we have

$$|T_{3,\ell}| = 2 \sum_{i \neq j} |c_i^{(\ell)} c_j^{(\ell)} E \left[ \left( \sigma_i - \tanh(\beta m_i(\sigma)) \tanh(\beta m_j(\sigma)) - \tanh(\beta m_i^{(\ell)}(\sigma)) \right) \right]$$

$$\lesssim \sum_{i \neq j} |c_i^{(\ell)}||c_j^{(\ell)}|A_N(i, j) \lesssim ||c^{(\ell)}||^2 \quad (5.3)$$

where, in the first line, we use $E[\sigma_i - \tanh(\beta m_i(\sigma))]|\sigma_j, j \neq i| = 0$ and consequently $E\left( \sigma_i - \tanh(\beta m_i(\sigma)) \tanh(\beta m_j^{(\ell)}(\sigma)) \right) = 0$ for $i \neq j$. The bound $|\tanh(\beta m_i(\sigma)) - \tanh(\beta m_i^{(\ell)}(\sigma))| \lesssim A_N(i, j)$ is used in the second line.

Proceeding to bound $T_{2,\ell}$, use a Taylor’s series expansion to get\n
$$\tanh(\beta m_i(\sigma)) = \beta m_i(\sigma) + \xi_i m_i(\sigma)^3$$

for random variables $\{\xi_i\}_{1 \leq i \leq N}$ uniformly bounded by $1$ in absolute value. Also note that

$$x_{\ell+1} = E \left[ \left( c^{(\ell+1)}^T \sigma \right)^2 \right] = E \left[ \left( \beta (c^{(\ell)}^T A_N \sigma) \right)^2 \right] = E \left[ \left( \beta \sum_{i=1}^{N} c_i^{(\ell)} m_i(\sigma) \right)^2 \right].$$

Consequently,

$$T_{2,\ell} - x_{\ell+1} = E \left[ \left( \sum_{i=1}^{N} c_i^{(\ell)} \{ m_i(\sigma) \beta + \xi_i m_i(\sigma)^3 \} \right)^2 \right] - E \left[ \left( \beta \sum_{i=1}^{N} c_i^{(\ell)} m_i(\sigma) \right)^2 \right]$$
\[ \leq 2 \sqrt{x_{\ell+1}} \|c^{(\ell)}\|_2 \sqrt{E \left[ \sum_i m_i(\sigma)^6 \right] + \|c^{(\ell)}\|^2_2 E \left[ \sum_i m_i(\sigma)^6 \right]}. \]  

(5.4)

Finally, using Cauchy-Schwarz inequality gives

\[ E \left( \sum_{i=1}^N m_i(\sigma)^6 \right) \leq \sqrt{E(\sum_{i=1}^N m_i^2)^2 \sqrt{E \max_{1 \leq i \leq N} |m_i(\sigma)|^8}} \leq C^2 \|A_N\|^2_F \alpha_N^2 (\log N)^2 \]  

(5.5)

for some \( C \) free of \( N \), where the last inequality uses part (a) of this lemma and part (b) of Lemma 2.1. Noting that \( T_{1,\ell} \lesssim \|c^{(\ell)}\|_2^2 \) by part (b) of Lemma 3.1, combining (5.3), (5.4) and (5.5) along with (5.2) gives the existence of a constant \( D \) free of \( N, \ell \) such that

\[ x_{\ell} \leq x_{\ell+1} + 2 \sqrt{x_{\ell+1}} \|c\|_2 \beta_N^2 \delta_N + \|c\|^2_2 \beta_N^2 \delta_N + D \beta_N^2 \|c\|^2_2, \]  

(5.6)

where we have also used the bound \( \|c^{(\ell)}\|_2 \leq \beta_N^2 \|c\|_2 \) with \( \beta_N := \beta \|A_N\|_2 \), and we set \( \delta_N := \max(1, C \|A_N\| \alpha_N \log N) \). Since \( \beta_N \to \beta < 1 \), for all \( N \) large we have \( \beta_N \leq \beta_0 \) for some \( \beta_0 < 1 \). Given constants \( \beta_0 \in (0, 1), D > 0 \), there exists \( M \) large enough such that \( M > (\beta_0^2 + 1)^2 + D \). With this \( M, \beta_0 \) we claim that for all \( \ell \), we have

\[ x_{\ell} \leq M \|c\|^2_2 \beta_0^2 \delta_N^2, \]  

(5.7)

from which (5.1) is immediate on setting \( \ell = 0 \). For proving (5.7) we use backwards induction on \( \ell \). Using Cauchy-Schwarz inequality gives

\[ x_{\ell} \leq N \|c^{(\ell)}\|_2^2 \leq N \beta_N^2 \|c\|_2^2, \]  

and so (5.7) holds for all \( \ell \) large enough, as \( \beta_N < \beta_0 \). Assume that the result holds for \( x_{\ell+1} \) for some \( \ell \), i.e. \( x_{\ell+1} \leq M \|c\|^2_2 \beta_0^2 \delta_N^2 \). Using (5.6) gives

\[ x_{\ell} \leq \|c\|^2_2 \beta_0^2 \delta_N^2 \left( M \beta_0^2 + 2 \sqrt{M} \beta_0 + 1 + D \right) \leq M \|c\|^2_2 \beta_0^2 \delta_N^2, \]  

where the last step uses the choice of \( M \). This verifies the claim for \( \ell \), and hence proves (5.7) by backward induction, for all \( \ell \geq 0 \).

Proof of Lemma 2.3. (a) As in the proof of part (a) of Lemma 2.2, it suffices to prove the result for \( \lambda \) large. To this effect, define an \( N \times N \) matrix \( \tilde{A}_N \) by setting \( \tilde{A}_N(i, j) := A_N(i, j)/R_{\max} \) for \( i \neq j \) and \( \tilde{A}_N(i, i) := 1 - R_i/R_{\max} \) where \( R_{\max} = \max_{1 \leq i \leq N} R_i \). Observe that \( 1^\top \tilde{A}_N = 1^\top \), and so

\[ |(m_i(\sigma) - \overline{m}(\sigma)) - \sum_{j=1}^N \tilde{A}_N(i, j)(m_j(\sigma) - \overline{m}(\sigma))| \]

\[ = |m_i(\sigma) - \sum_{j=1}^N \tilde{A}_N(i, j)m_j(\sigma)| \]

\[ \leq |m_i - \sum_{j=1}^N A_N(i, j)m_j(\sigma)| + \sum_{j=1}^N |A_N(i, j) - \tilde{A}_N(i, j)| \]

\[ \leq |m_i - \sum_{j=1}^N A_N(i, j) \tanh(m_j(\sigma))| + \max_{1 \leq i \leq N} |m_i(\sigma)|^3 + \max_{1 \leq i \leq N} |R_i - 1|. \]  

(5.8)

Using part (b) of Lemma 3.1, a union bound as in the proof of part (a) of Lemma 2.2 shows that for all \( \lambda > 0 \) we have \( \mathbb{P}(E_N) \leq 2e^{-\lambda^2} \) for some constant \( c > 0 \) free of \( N \), where

\[ E_N := \left\{ \max_{1 \leq i \leq N} |m_i(\sigma) - \sum_{j=1}^N A_N(i, j) \tanh(m_j(\sigma))| \leq \lambda \sqrt{\alpha N \log N} \right\} \]  

(5.9)
for some constant \(c\) free of \(N\), with \(\alpha_N = \max_{1 \leq i \leq N} \sum_{j=1}^{N} A_N(i,j)^2\) as in Theorem 1.4. Proceeding to bound the second term in the RHS of (5.8), note that

\[
|m_\ell(\sigma)|^3 \lesssim |m_\ell(\sigma) - \tanh(m_\ell(\sigma))| \leq |m_\ell(\sigma) - \sum_{j=1}^{N} A_N(i,j) \tanh(m_j(\sigma))| + \max_{1 \leq i \leq N} |R_i - 1|. \tag{5.10}
\]

Thus, combining (5.8) and (5.10), on the set \(E_N\) we have

\[
\max_{1 \leq i \leq N} |(m_\ell(\sigma) - \overline{m}(\sigma)) - \sum_{j=1}^{N} \tilde{A}_\ell(i,j)(m_j(\sigma) - \overline{m}(\sigma))| \leq C \left[ \lambda \sqrt{\alpha_N \log N} + \max_{1 \leq i \leq N} |R_i - 1| \right] \tag{5.11}
\]

for some \(C < \infty\) free of \(N\). Now, for any integer \(\ell \geq 2\) we have

\[
|(m_\ell(\sigma) - \overline{m}(\sigma)) - \sum_{j=1}^{N} \tilde{A}_\ell(i,j)(m_j(\sigma) - \overline{m}(\sigma))| \leq |(m_\ell(\sigma) - \overline{m}(\sigma)) - \sum_{j=1}^{N} \tilde{A}_{\ell-1}(i,j)(m_j(\sigma) - \overline{m}(\sigma))| + \left| \sum_{j=1}^{N} \tilde{A}_{\ell-1}(i,j) \left\{ (m_j(\sigma) - \overline{m}(\sigma)) - \sum_{k=1}^{N} \tilde{A}_N(j,k)(m_k(\sigma) - \overline{m}(\sigma)) \right\} \right| \leq |(m_\ell(\sigma) - \overline{m}(\sigma)) - \sum_{j=1}^{N} \tilde{A}_N(i,j)(m_j(\sigma) - \overline{m}(\sigma))| + \max_{1 \leq j \leq N} \left| (m_j(\sigma) - \overline{m}(\sigma)) - \sum_{k=1}^{N} \tilde{A}_N(j,k)(m_k(\sigma) - \overline{m}(\sigma)) \right|, 
\]

which, via a recursive argument gives

\[
\max_{1 \leq i \leq N} \left| (m_\ell(\sigma) - \overline{m}(\sigma)) - \sum_{j=1}^{N} \tilde{A}_\ell(i,j)(m_j(\sigma) - \overline{m}(\sigma)) \right| \leq \ell \max_{1 \leq i \leq N} \left| (m_\ell(\sigma) - \overline{m}(\sigma)) - \sum_{j=1}^{N} \tilde{A}_N(i,j)(m_j(\sigma) - \overline{m}(\sigma)) \right| \leq C\ell \left( \lambda \sqrt{\alpha_N \log N} + \max_{1 \leq i \leq N} |R_i - 1| \right), \tag{5.12}
\]

where the last line uses (5.11) on the set \(E_N\). Using part (a) of Lemma 6.2, we note the existence of \(D\) free of \(N\) such that for the choice \(\ell = D \log N\) we have \(\max_{1 \leq i \leq N} A'(i,i) \leq \frac{3}{N}\). With this choice of \(\ell\), we have

\[
\mathbb{P} \left( \max_{1 \leq i \leq N} |m_\ell(\sigma) - \overline{m}(\sigma)| \geq 2\ell \left[ \lambda \sqrt{\alpha_N \log N} + \max_{1 \leq i \leq N} |R_i - 1| \right], E_N \right) \leq \mathbb{P} \left( \max_{1 \leq i \leq N} \left| \sum_{j=1}^{N} \tilde{A}_{\ell}(i,j)(m_j(\sigma) - \overline{m}(\sigma)) \right| \geq C\ell \left( \lambda \sqrt{\alpha_N \log N} + \max_{1 \leq i \leq N} |R_i - 1| \right) \right) \leq \mathbb{P} \left( \sum_{j=1}^{N} (m_j(\sigma) - \overline{m}(\sigma))^2 \geq \frac{C\ell^2 N}{2} \left[ \lambda \sqrt{\alpha_N \log N} + \max_{1 \leq i \leq N} |R_i - 1| \right]^2 \right),
\]

where the last line uses Cauchy-Schwarz inequality. Fixing \(\delta\) small enough and using part (c) of Lemma 2.1, this gives

\[
\log \mathbb{P} \left( \max_{1 \leq i \leq N} |m_\ell(\sigma) - \overline{m}(\sigma)| \geq 2\ell \left[ \lambda \sqrt{\alpha_N \log N} + \max_{1 \leq i \leq N} |R_i - 1| \right], E_N \right) \leq -N\alpha_N (\log N)^3 \lambda^2 - N(\log N)^2 \max_{1 \leq i \leq N} |R_i - 1|^2 + \log \mathbb{E} \left( \delta \sum_{i=1}^{N} (m_i(\sigma) - \overline{m}(\sigma))^2 \right) \leq -N\alpha_N (\log N)^3 \lambda^2 - N(\log N)^2 \max_{1 \leq i \leq N} |R_i - 1|^2 + \frac{1}{N} \left[ \sum_{i=1}^{N} (R_i - 1)^2 \right]^2 + \frac{1}{N} \left[ \sum_{i=1}^{N} (R_i - 1) \right]^2 + \log N,
\]

from which the desired conclusion follows for \(\lambda\) large enough on noting the inequality \(N\alpha_N \geq \|A_N\|_{F}^2 \geq 1\). □

In order to prove Lemma 2.3, parts (b) and (c), we need the following lemma whose proof we defer to the end of this section.
Lemma 5.1. Assume that (1.4), (1.5), (1.9) holds, and the RHS of (1.10) is bounded. Then, setting \( \nu_N := \mathbb{E}^N_1 [(N^{1/4} \sigma)^6] \) the following conclusions hold:

\[
\nu_N \lesssim \nu_N^{2/3} + \nu_N^{1/3} + \nu_N^{1/2} + \nu_N^{1/3},
\]

\[
\mathbb{E} \left[ \sum_{i=1}^N (R_i - 1) \sigma_i \right]^2 \lesssim (\log N)^4 \left( \sum_{i=1}^N (R_i - 1)^2 + N^{-1/2} \sum_{i=1}^N (R_i - 1)^2 \right) \left( 1 + \mathbb{E}[(N^{1/4} \sigma)^2] \right).
\]

Proof of Lemma 2.3, parts (b) and (c). Use (5.14) and the fact that the RHS of (1.10) is bounded to get

\[
\mathbb{E} \left[ \sum_{i=1}^N (R_i - 1) \sigma_i \right]^2 \lesssim \sqrt{N} (1 + \mathbb{E}[(N^{1/4} \sigma)^2]) \lesssim \sqrt{N} (1 + \nu_N^{1/3}).
\]

Along with (5.13), this gives \( \nu_N \lesssim \nu_N^{2/3} + \nu_N^{1/3} + \nu_N^{1/2} (1 + \nu_N^{1/3}) + 1 \), and so \( \nu_N \) must be bounded, thereby proving part (b). Now, part (c) is an immediate consequence of part (b) and (5.14). \( \square \)

Proof of Lemma 5.1. (a) Proof of (5.13).

To begin, borrowing notation from the proof of Theorem 1.3 and using (3.16) gives the existence of \( C < \infty \) such that

\[
|\mathbb{E}[T_N - T_N'|\sigma] - N^{-3/2}T_N^3/3|
\]

\[
\leq \frac{2}{15} N^{-2} |T_N|^5 + C \left\{ N^{-3/4} |\sigma - \mathbb{E}(\sigma)| + N^{-2} |T_N| \sum_{i=1}^N (m_i(\sigma) - \mathbb{E}(m_i(\sigma)))^2 + N^{-7/4} \sum_{i=1}^N (m_i(\sigma) - \mathbb{E}(m_i(\sigma)))^3 \right\}.
\]

On multiplying both sides of the above inequality by \( N^{3/2} |T_N|^3 \) and taking expectation gives

\[
\mathbb{E}[T_N^3] \leq (2/5) N^{-1/2} \mathbb{E}[T_N|^3] + 3C \left\{ N^{3/4} \mathbb{E} \left[ |T_N|^3 |\sigma - \mathbb{E}(\sigma)| \right] + N^{-1/2} \mathbb{E} \left[ T_N^3 \sum_{i=1}^N (m_i(\sigma) - \mathbb{E}(m_i(\sigma)))^2 \right] + N^{-1/4} \mathbb{E} \left[ T_N^3 \sum_{i=1}^N (m_i(\sigma) - \mathbb{E}(m_i(\sigma)))^3 \right] \right\} + 3N^{3/2} \mathbb{E}[T_N - T_N'] T_N^3 |T_N|^3.
\]

(5.15)

We will now bound each of the terms in the RHS of (5.15). To begin, note that that \( |T_N - T_N'| \leq 2N^{-3/4} \) and \( \mathbb{E}[T_N] = \mathbb{E}[T_N'] \). This, along with the fact that \( (T_N, T_N') \) is an exchangeable pair gives

\[
\mathbb{E}[T_N - T_N'] T_N^3 = (1/2) \mathbb{E}[T_N - T_N'] T_N^3 - (1/2) \mathbb{E}[T_N - T_N'] T_N^3
\]

\[
= (1/2) \mathbb{E} \left[ (T_N - T_N')^2 T_N^3 + T_N T_N' + (T_N')^2 \right] \leq 6N^{-3/2} \mathbb{E}[T_N^2] \leq 6N^{-3/2} \nu_N^{1/6},
\]

(5.16)

where \( \nu_N = \mathbb{E}[(N^{1/4} \sigma)^6] \) as in the statement of the lemma. Also with \( \varepsilon_N, r_N \) as in the statement of Theorem 1.3, use part (c) of Lemma 2.1, and part (a) of Lemma 2.3 to get that for any positive integer \( p \), we have

\[
\mathbb{E} \left[ \sum_{i=1}^N (m_i(\sigma) - \mathbb{E}(m_i(\sigma)))^2 \right]^p \lesssim \varepsilon_N^p, \quad \mathbb{E} \max_{1 \leq i \leq N} |m_i(\sigma) - \mathbb{E}(m_i(\sigma))|^p \lesssim r_N^p.
\]

(5.17)

Finally, since the RHS of (1.10) is bounded, we have

\[
\varepsilon_N \lesssim \sqrt{N}, \quad \varepsilon_N r_N \lesssim N^{1/4}, \quad |c|^2 + N^{-1/2} \left( \sum_{i=1}^N c_i \right)^2 \lesssim \sqrt{N}.
\]

(5.18)

Armed with these estimates and proceeding to bound the second, third and fourth terms in (5.15), use Hölder's inequality to get

\[
N^{3/4} \mathbb{E}[|T_N|^3 |\sigma - \mathbb{E}(\sigma)|] \leq N^{-1/4} \sqrt{\nu_N} \mathbb{E} \left[ \sum_{i=1}^N (R_i - 1) \sigma_i \right]^2.
\]

(5.19)
\[
\mathbb{E}\left[ T_N^4 \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^2 \right] \leq \nu_N^{2/3} \left( \mathbb{E}\left[ \sum_{i=1}^{N} (m_i(\sigma) - \bar{m})^2 \right] \right)^{1/3} \lesssim \nu_N^{2/3} \varepsilon_N \lesssim \nu_N^{2/3} \sqrt{N} \quad (5.20)
\]
\[
\mathbb{E}\left[ T_N^3 \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^3 \right] \leq \sqrt{\nu_N} \left( \mathbb{E}\left[ \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^2 \right] \right)^{1/4} \left( \mathbb{E}\left[ \max_{1 \leq i \leq N} (m_i(\sigma) - \bar{m}(\sigma))^4 \right] \right)^{1/4} \lesssim \sqrt{\nu_N} \varepsilon_N r_N \lesssim \sqrt{\nu_N} N^{1/4} \quad (5.21)
\]

where the last bounds in (5.20) and (5.21) use (5.17) and (5.18). Finally, for the fifth term in the RHS of (5.15), note that \(|T_N| \leq N^{1/4}\), and so the first term in the RHS of (5.15) is bounded by \((2/5)\mathbb{E}[T_N^6]\). Combining this along with (5.15), (5.16), (5.19), (5.20) and (5.21) gives

\[
\nu_N \lesssim \nu_N^{1/3} + \nu_N^{1/2} + \nu_N^{2/3} + \nu_N^{1/2} \sqrt{\nu_N} N^{1/2}
\]

which completes the proof of (5.13).

(b) Proof of (5.14).

To begin, for any vector \(h := (h_1, \cdots, h_N)\) write

\[
\sum_{i=1}^{N} h_i \sigma_i = \sum_{i=1}^{N} h_i (\sigma_i - \tanh(m_i(\sigma))) + \sum_{i=1}^{N} h_i (\tanh(m_i(\sigma)) - \tanh(\bar{m}(\sigma))) + \tanh(\bar{m}(\sigma)) \sum_{i=1}^{N} h_i,
\]

which using part (b) of Lemma 3.1 gives

\[
\mathbb{E}\left[ \sum_{i=1}^{N} h_i \sigma_i \right]^2 \lesssim \|h\|^2_2 + \|h\|^2_2 \varepsilon_N + \left[ \sum_{i=1}^{N} h_i \right]^2 \mathbb{E}\bar{m}(\sigma)^2 \lesssim \|h\|^2_2 \varepsilon_N + \left[ \sum_{i=1}^{N} h_i \right]^2 \mathbb{E}\bar{m}(\sigma)^2, \quad (5.22)
\]

where the second line uses part (c) of Lemma 2.1, and \(\varepsilon_N\) equals the RHS of (2.2). Setting \(c = R - 1\) and using (5.22) with \(h = c\) gives

\[
\mathbb{E}\left[ \sum_{i=1}^{N} c_i \sigma_i \right]^2 \lesssim \|c\|^2_2 + \|c\|^2_2 \varepsilon_N + \left[ \sum_{i=1}^{N} c_i \right]^2 \mathbb{E}\bar{m}(\sigma)^2 \lesssim N, \quad (5.23)
\]

where the last line uses (5.18). Along with (5.13) this gives \(\nu_N \lesssim \nu_N^{1/3} + \nu_N^{1/2} + \nu_N^{2/3} + \nu_N^{1/2} \sqrt{N}\), and so

\[
\nu_N \lesssim \sqrt{N} \Rightarrow \mathbb{E}\sigma^6 \lesssim N^{-1}. \quad (5.24)
\]

Also, an argument similar to the derivation of (5.23) shows that for any positive integer \(p\), we have

\[
\mathbb{E}(\sigma - \bar{m}(\sigma))^2p = N^{-2p} \mathbb{E}\left[ \sum_{i=1}^{N} c_i \sigma_i \right]^{2p} \lesssim N^{-2p} \left( \|c\|^2_2 + \|c\|^2_2 \varepsilon_N + \left[ \sum_{i=1}^{N} c_i \right]^{2p} \mathbb{E}\bar{m}(\sigma)^2 \right) \lesssim N^{-p}, \quad (5.25)
\]

where the last bound uses (5.18). Combining we have the following conclusions:

\[
\mathbb{E}\bar{m}(\sigma)^6 \lesssim \mathbb{E}\sigma^6 + \mathbb{E}(\sigma - \bar{m}(\sigma))^6 \lesssim \frac{1}{N}, \quad (5.26)
\]
\[
\mathbb{E}\left( \sum_{i=1}^{N} m_i(\sigma) \right)^6 \lesssim N \mathbb{E}\bar{m}(\sigma)^6 + \sqrt{\mathbb{E} \max_{1 \leq i \leq N} (m_i(\sigma) - \bar{m}(\sigma))^8} \left( \mathbb{E}\left[ \sum_{i=1}^{N} (m_i(\sigma) - \bar{m}(\sigma))^2 \right]^2 \right) \lesssim 1 + r_N^4 \varepsilon_N \lesssim 1, \quad (5.27)
\]

where (5.26) uses (5.24) and (5.25) with \(p = 3\), and (5.27) uses (5.26) along with (5.17) and (5.18). Armed with these estimates, we now focus on deriving (5.14).
Let \( \tilde{A}_N \) be as defined in the proof of part (a) of Lemma 2.3, and set \( \epsilon^{(t)} := \mathbf{c}^\top \tilde{A}^{t}_N \) and \( x_t := \mathbb{E} \left[ \sum_{i=1}^{N} c_i^{(t)} \sigma_i \right]^2 \) for \( t \geq 0 \). As in the proof of part (b) of Lemma 2.2, we can write \( x_t = T_{1,t} + T_{2,t} + T_{3,t} \), where

\[
T_{1,t} := \mathbb{E} \left[ \sum_{i=1}^{N} c_i^{(t)} (\sigma_i - \tanh m_i(\sigma)) \right]^2, \quad T_{2,t} := \mathbb{E} \left[ \sum_{i=1}^{N} c_i^{(t)} \tanh m_i(\sigma) \right]^2, \quad T_{3,t} := 2\mathbb{E} \left[ \sum_{i \neq j} c_i^{(t)} c_j^{(t)} (\sigma_i - \tanh m_i(\sigma)) \tanh m_j(\sigma) \right].
\]

By the argument presented in the proof of part (b) of Lemma 2.2 we have \( T_{1,t} \lesssim \|c^{(t)}\|_2^2 \leq \|c\|_2^2 \) and \( T_{3,t} \lesssim \|c\|_2^2 \). Next, using Taylor Series expansion, we can write \( \tanh(m_i(\sigma)) = m_i(\sigma) + \xi_i m_i(\sigma)^3 \) for random variables \( \{\xi_i\}_{1 \leq i \leq N} \) which are uniformly bounded by 1 in absolute value. Consequently,

\[
T_{2,t} - x_{t+1} = \mathbb{E} \left[ \sigma^\top A_N \epsilon^{(t)} + \sum_{i=1}^{N} c_i^{(t)} \xi_i m_i(\sigma)^3 \right]^2 - \mathbb{E} \left[ \sigma^\top A_N \epsilon^{(t)} \right]^2
\]

\[
\leq 2\sqrt{x_{t+1}} \sqrt{\mathbb{E} \left[ \sum_{i=1}^{N} |c_i^{(t)} m_i(\sigma)^3|^2 \right] + 2\sqrt{x_{t+1}} \mathbb{E} \left[ c^{(t)} H_N \sigma \right]^2 + \mathbb{E} \left[ c^{(t)} H_N \sigma \right]^2}
\]

\[
+ \mathbb{E} \left[ \sum_{i=1}^{N} c_i^{(t)} m_i(\sigma)^3 \right]^2 + 2\sqrt{\mathbb{E} \left[ c^{(t)} H_N \sigma \right]^2} \sqrt{\mathbb{E} \left[ \sum_{i=1}^{N} |c_i^{(t)} m_i(\sigma)|^2 \right]^2}
\]

\[
\leq 2\sqrt{x_{t+1}} \|c\|_2^2 \sqrt{\mathbb{E} \left[ \sum_{i=1}^{N} m_i(\sigma)^6 \right] + 2\sqrt{x_{t+1}} \mathbb{E} \left[ c^{(t)} H_N \sigma \right]^2 + \mathbb{E} \left[ c^{(t)} H_N \sigma \right]^2}
\]

\[
+ \|c\|_2^2 \mathbb{E} \left[ \sum_{i=1}^{N} m_i(\sigma)^6 \right] + 2\|c\|_2^2 \sqrt{\mathbb{E} \left[ c^{(t)} H_N \sigma \right]^2} \sqrt{\mathbb{E} \left[ \sum_{i=1}^{N} m_i(\sigma)^6 \right]}. \tag{5.28}
\]

Proceeding to bound the RHS of (5.28), use (1.9) and (5.25) respectively to note that \( \|H_N\|_{\text{op}} \lesssim N^{-1/4} \), and \( N\mathbb{E}(m(\sigma))^2 \lesssim N\mathbb{E}(\sigma)^2 + 1 \), and an application of (5.22) with \( h = H_N \epsilon^{(t)} \) gives

\[
\mathbb{E} \left[ c^{(t)} H_N \sigma \right]^2 \lesssim \|c\|_2^2 \|H_N\|_{\text{op}}^2 \left( \varepsilon_N + N\mathbb{E}(\sigma)|^2 \right) \lesssim \|c\|_2^2 \mu_N, \tag{5.29}
\]

with \( \mu_N := 1 + \mathbb{E}(N^{1/4} \sigma)^2 \), where the second inequality uses (5.18) and (5.25). We now claim that there exists a constant \( D > 0 \) such that

\[
x_D(\log N)^2 \lesssim \mu_N \left( \|c\|_2^2 + N^{-1/2} \sum_{i=1}^{N} c_i \right)^2. \tag{5.30}
\]

Given this claim, we have the existence of a constant \( C \) free of \( N \) such that

\[
x_D(\log N)^2 \leq C^2 \mu_N \left( \|c\|_2^2 + N^{-1/2} \sum_{i=1}^{N} c_i \right)^2. \tag{5.31}
\]

Also, using (5.29) and (5.27), and making \( C \) bigger if needed, for all \( \ell \geq 0 \) we have

\[
x_t \leq x_{t+1} + 2C \sqrt{x_{t+1}} \|c\|_2 \sqrt{\mu_N} + C^2 \|c\|_2^2 \mu_N. \tag{5.32}
\]

With \( L = D(\log N)^2 \), we will now show that the bound

\[
x_t \leq (L - \ell + 1)^2 C^2 \left[ \|c\|_2^2 + N^{-1/2} \left( \sum_{i=1}^{N} c_i \right)^2 \right] \tag{5.33}
\]
holds for all $\ell \in [0, L]$ by backwards induction. By (5.31) we have that (5.33) holds for $\ell = L$. Suppose (5.33) holds for $\ell + 1$ for some $\ell \in [0, L - 1]$. Using (5.32) gives

$$x_\ell \leq C^2 \mu_N \|c\|^2 \left[(L - \ell)^2 + 2(L - \ell) + 1\right] = (L - \ell + 1)^2 C^2 \mu_N \|c\|^2,$$

verifying (5.33) for $\ell$, thus verifying (5.33) for all $\ell \in [0, L]$ by induction. Setting $\ell = 0$ in (5.33) we get the bound

$$E \left( \sum_{i=1}^{N} c_i \sigma_i \right)^2 \leq L^2 C^2 \mu_N \left[ \sum_{i=1}^{N} c_i^2 + N^{-1/2} \left( \sum_{i=1}^{N} c_i \right)^2 \right] \leq C^2 D^2 \mu_N (\log N)^4 \left[ \sum_{i=1}^{N} c_i^2 + N^{-1/2} \left( \sum_{i=1}^{N} c_i \right)^2 \right],$$

which verifies (5.14), as desired.

It thus remains to verify (5.30), for which using spectral decomposition write $\bar{A}_N = \sum_{i=1}^{N} \tilde{\lambda}_i \tilde{q}_i \tilde{q}_i^\top$, where we set $\tilde{\lambda}_i := \lambda_i(\bar{A}_N)$ for convenience of notation. With $L = D(\log N)^2$, this gives

$$c^\top \bar{A}_N^L \sigma = \overline{\sigma} \left( \sum_{i=1}^{N} c_i \tilde{\lambda}_i \tilde{q}_i \tilde{q}_i^\top \right)^L \tilde{q}_i \sigma + \sum_{i=1}^{N-1} \tilde{\lambda}_i \tilde{q}_i \tilde{q}_i^\top \tilde{q}_i \sigma = \overline{\sigma} \sum_{i=1}^{N} c_i \tilde{\lambda}_i \tilde{q}_i \tilde{q}_i^\top \sigma + O(N^{-c+2}),$$

where the last equality uses Lemma 6.2 to get

$$\max_{2 \leq i \leq N-1} |\tilde{\lambda}_i|^L \leq \left(1 - \frac{c}{\log N}\right)^L \leq N^{-cD}$$

for some $c > 0$. Consequently for $D$ large enough we have

$$E \left[ c^\top \bar{A}_N^L \sigma \right]^2 \leq \left( \sum_{i=1}^{N} c_i \right)^2 E[\overline{\sigma}^2] + \|c\|^2 E[(\tilde{q}_i \sigma)^2]. \quad (5.34)$$

Since $\tilde{q}_i^\top \bar{A}_N = \lambda_i N \tilde{q}_i^\top \tilde{q}_i^\top$, where $\lambda_i$ is bounded away from 1 by (1.7), we have

$$(1 - \bar{\lambda}_N) \sum_{i=1}^{N} \tilde{q}_N(i) \sigma_i = \sum_{i=1}^{N} \tilde{q}_N(i)(\sigma_i - m_i(\sigma)) + \tilde{q}_N^\top H_N \sigma$$

$$= \sum_{i=1}^{N} \tilde{q}_N(i)(\sigma_i - \tanh(m_i(\sigma))) + \sum_{i=1}^{N} \tilde{q}_N(i)(\tanh(m_i(\sigma)) - m_i(\sigma)) + \tilde{q}_N^\top H_N \sigma.$$

This immediately gives

$$(1 - \bar{\lambda}_N)^2 E \left[ \sum_{i=1}^{N} \tilde{q}_N(i) \sigma_i \right]^2 \leq E \left[ \sum_{i=1}^{N} \tilde{q}_N(i)(\sigma_i - \tanh(m_i(\sigma))) \right]^2 + E \left[ \sum_{i=1}^{N} |\tilde{q}_N(i)| |m_i(\sigma)|^3 \right]^2 + E \left[ \tilde{q}_N^\top H_N \sigma \right]^2$$

$$\leq \sum_{i=1}^{N} \tilde{q}_N(i)^2 + \sum_{i=1}^{N} \tilde{q}_N(i)^2 \left[ E \left[ \sum_{i=1}^{N} m_i(\sigma) \right]^6 \right] + E \left[ \tilde{q}_N^\top H_N \sigma \right]^2$$

$$\leq 1 + \|H_N\|_{op}^2 \left[ \epsilon_N + NE(\overline{m}(\sigma))^2 \right].$$

where the last bound uses (5.22) with $h = \tilde{q}_N$. Since $NE(\overline{m}(\sigma))^2 \leq NE(\overline{\sigma}^2) + 1 \lesssim \sqrt{N} \mu_N$, using the last bound along with (5.34) gives

$$E(c^\top \bar{A}_N^L \sigma)^2 \leq \mu_N \left( N^{-1/2} \left[ \sum_{i=1}^{N} c_i \right]^2 + \sum_{i=1}^{N} c_i^2 \right),$$

thus verifying (5.30), and hence completing the proof of the lemma. □

**Remark 5.1.** As in the proofs of part (b) of Lemmas 2.2 and 2.3, the above argument can be modified to bound the moments of general linear combinations $\sum_{i=1}^{N} c_i \sigma_i$ for any $c \in \mathbb{R}^N$. 
6. Supplementary lemmas and proofs

6.1. Proof of Lemma 4.1 and Lemma 4.2

Proof of Lemma 4.1. Noting the presence of $\text{Tr}^+(D_N)$ in the RHS of the bound, it suffices to prove the result for $D_N$ with all diagonal entries set to 0. Let $(Z_1, Z_2, \ldots, Z_N)$ be i.i.d. $N(0, 1)$ random variables. We claim that

$$
\mathbb{E}\left[\exp\left(\frac{1}{2} \sum_{i,j=1}^{N} D_N(i,j) \bar{X}_i \bar{X}_j + \sum_{i=1}^{N} c_i \bar{X}_i\right)\right] \leq \mathbb{E}\left[\exp\left(\frac{s_p}{2} \sum_{i,j=1}^{N} D_N(i,j) Z_i Z_j + \sqrt{s_p} \sum_{i=1}^{N} c_i Z_i\right)\right].
$$

(6.1)

Indeed, to see this, recall that the sub-Gaussian norm of $\bar{X}_i$ is given by $s_p$ for $1 \leq i \leq n$, (see e.g., [36, Theorem 2.1]). Consequently, for every $\theta \in \mathbb{R}$ we have $\mathbb{E}\left[\exp\left(\theta \bar{X}_i\right)\right] \leq \mathbb{E}\left[\exp\left(\theta \sqrt{s_p} Z_i\right)\right]$. Using this, (6.1) can be obtained by inductively replacing each $\bar{X}_i$ on the left hand side of (6.1) with $\sqrt{s_p} Z_i$. The RHS of (6.1) can be computed directly to get

$$
\log \left\{ \mathbb{E}\left[\exp\left(\frac{1}{2} \sum_{i,j=1}^{N} s_p D_N(i,j) Z_i Z_j + \sqrt{s_p} \sum_{i=1}^{N} c_i Z_i\right)\right] \right\} = -(1/2) \log \det(I_N - s_p D_N) + (1/2)s_p \sum_{i=1}^{N} \sigma_i^2,
$$

from which the desired bound follows on noting the existence of $\rho \in (s_p \limsup_{N \to \infty} \lambda_1(D_N), 1)$, and using the bound $-\log(1-x) \lesssim x$ for $x \in [0, 1 - \rho]$. \hfill \(\square\)

Proof of Lemma 4.2. By Hölder’s inequality, for any $p > 0$ the left hand side of (4.1) can be bounded by

$$
\left(\mathbb{E}^{\text{CW}}\left[\exp\left(\frac{\beta(1+p)}{2} \sigma^\top A_N \sigma\right)\right]\right)^{1/(1+p)} \mathbb{P}(|\hat{W}_N - M(\sigma)| \geq \varepsilon)^{1/(1+p)}.
$$

Since $\limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}(|\hat{W}_N - M(\sigma)| > \varepsilon) < 0$ by part (b) of Proposition 6.1, it suffices to show the existence of $p > 0$ such that

$$
\limsup_{N \to \infty} \frac{1}{N} \log \mathbb{E}^{\text{CW}}\left[\exp\left(\frac{\beta(1+p)}{2} \sigma^\top A_N \sigma\right)\right] \leq 0.
$$

(6.2)

To this effect, setting

$$
g_p(\sigma) := \frac{\beta}{2} \sigma^\top A_N \sigma + \frac{\beta p}{2} \sigma^\top A_N \sigma
$$

note that

$$
\log \mathbb{E}^{\text{CW}}\left[\exp\left(\frac{\beta(1+p)}{2} \sigma^\top A_N \sigma\right)\right] = \sup_{\sigma \in [-1,1]^N} \left\{ g_p(\sigma) - \sum_{i=1}^{N} I(\sigma_i) \right\} - \log Z_N^{\text{CW}}(\beta, B) + o(N),
$$

(6.3)

where the last line uses [4, Theorem 1.1] along with the observation $\text{Tr}((A_N + A_N)^2) = o(N)$. Using spectral theorem we have $A_N = \sum_{i=1}^{N} \lambda_i q_i q_i^\top$ with $\lambda_i = \lambda_i(A_N)$, and so

$$
\sup_{\sigma \in [-1,1]^N} \left( g_p(\sigma) - \frac{\beta}{2} \sum_{i=1}^{N} \sigma_i^2 \right)
$$

$$
= \sup_{\sigma \in [-1,1]^N} \left[ \frac{\beta}{2} \sum_{i=1}^{N} (1-\lambda_i) \sigma_i q_i q_i^\top + \frac{\beta p}{2} \sigma^\top \left( \frac{\lambda_i q_i q_i^\top}{N} - \frac{1}{N} \right) \sigma + \frac{\beta p}{2} \sum_{i=2}^{N} \lambda_i \sigma^\top q_i q_i^\top \right]
$$

$$
\leq o(N) + \sum_{i=2}^{N} (\sigma^\top q_i q_i^\top) \left( -\frac{\beta}{2} (1-\lambda_i) + \frac{\beta p}{2} \lambda_i \right)
$$

where the bound in the last line uses (1.5), and Lemma 6.1. Finally note that (1.7) shows the existence of $\rho < 1$ such that $\max_{2 \leq i \leq N} \lambda_i \leq \rho$, and so there exists $p = p(\rho)$ such that $\max_{2 \leq i \leq N} \left( -\frac{\beta}{2} (1-\lambda_i) + \frac{\beta p}{2} \lambda_i \right) \leq 0$. Combining we have

$$
\sup_{\sigma \in [-1,1]^N} \left( g_p(\sigma) - \frac{\beta}{2} \sum_{i=1}^{N} \sigma_i^2 \right) \leq o(N),
$$
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and so
\[
\sup_{\sigma \in [-1,1]^N} (g_p(\sigma) - I(\sigma)) \leq \sup_{\sigma \in [-1,1]^N} \left( g_p(\sigma) - \frac{\beta}{2} \sum_{i=1}^N \sigma_i^2 \right) + \sup_{\sigma \in [-1,1]^N} \left( \frac{\beta}{2} \sum_{i=1}^N \sigma_i^2 - I(\sigma) \right) = o(N) + M_N(\beta, B),
\]
where $M_N(\beta, B)$ is the Mean-Field prediction defined in (1.13). Since $|\log Z_N^{CW}(\beta, B) - M_N(\beta, B)| \lesssim \log N$ by part (a) of Proposition 6.1, (6.2) follows, thus completing the proof of the lemma. \(\square\)

### 6.2. Some results on matrices

**Lemma 6.1.** Let $\sum_{i=1}^N \lambda_i(A_N) q_i q_i^\top$ be the spectral decomposition of $A_N$. Suppose that (1.5) and (1.7) hold, and $\sum_{i=1}^N (R_i - 1) = o(N)$.

(a) Then $\|q_1 - e\|_2 = o(1)$, where $e := N^{-1/2}1$.

(b) Further we have $\limsup_{N \to \infty} \lambda_1(A_N) < 1$, where $A_N = A_N - \frac{1}{N} 11^\top$.

**Proof.** (a) Write $e = \sum_{i=1}^N c_i q_i$ with $c_1 > 0$ by Perron-Frobenius Theorem, and note that
\[
1 + o(1) = \frac{1}{N} \sum_{i=1}^N R_i = e^\top A_N e = \sum_{i=1}^N c_i^2 \lambda_i(A_N) \leq \lambda_1(A_N) c_1^2 + \lambda_2(A_N)(1 - c_1^2)
\]
Along with (1.5) and (1.7), this gives $c_1^2 = 1 + o(1)$, and so $\langle q_1, e \rangle = c_1 = 1 + o(1)$, thus completing the proof of part (a).

(b) This follows on using part (a) to note that
\[
\|A_N\|_2 \leq \left\| \sum_{i=2}^N \lambda_i(A_N) q_i q_i^\top \right\|_2 + \left\| \lambda_1(A_N) q_1 q_1^\top - e e^\top \right\|_2 \leq \lambda_2(A_N) + o(1),
\]
and using (1.7). \(\square\)

**Lemma 6.2.** Let $\Gamma_N$ be an $N \times N$ symmetric matrix with non-negative entries, such that $1^\top \Gamma_N = 1^\top$ and $\Gamma_N$ satisfies (1.7). Then the following conclusions hold:

(a) There exists $c > 0$ such that for all $\ell \geq 1$ and $N$ large we have
\[
\max_{1 \leq i \leq N} \Gamma_N^\ell (i, i) \leq \frac{2}{N} + \frac{2}{e^\ell}.
\]

(b) There exists $\delta > 0$ such that for all $N$ large enough we have
\[
\max_{2 \leq i \leq N-1} |\lambda_i(\Gamma_N)| \leq 1 - \frac{\delta}{\log N}.
\]

**Proof.** (a) Setting $\lambda_i := \lambda_i(\Gamma_N)$ for simplicity of notation, let $J_+ := \{j \in [2, N] : \lambda_j > 0\}$ and $J_- := \{j \in [2, N] : \lambda_j < 0\}$, and use spectral theorem to note that for any positive integer $\ell$ we have
\[
\Gamma_N^\ell = \frac{1}{N} 11^\top + \sum_{j \in J_+} |\lambda_j|^\ell q_j q_j^\top + (-1)^\ell \sum_{j \in J_-} |\lambda_j|^\ell q_j q_j^\top,
\]
where $(q_1, \ldots, q_N)$ are the eigenvectors of $\Gamma_N$. To begin, use (1.7) to note the existence of $c > 0$ such that for all $N$ large enough we have $\lambda_2 \leq e^{-c}$, which gives
\[
\sum_{j \in J_+} |\lambda_j|^\ell q_j^2 \leq \lambda_2^\ell \leq e^{-\ell},
\]
where $q_j$ denotes the $i$-th entry of the vector $q_i$.
For \( \ell \) odd, noting that \( \Gamma^\ell_N(i, i) \geq 0 \) gives
\[
\sum_{j \in J^-} |\lambda_j|^{\ell} q^2_{ij} \leq \frac{1}{N} + \sum_{j \in J^+} |\lambda_j|^{\ell} q^2_{ij} \leq \frac{1}{N} + \lambda_2^\ell \leq \frac{1}{N} + e^{-c\ell},
\]
where the last inequality uses (6.4). Using the fact that \( \max_{2 \leq i \leq N} |\lambda_i| \leq 1 \), for \( \ell \geq 2 \) we have
\[
\sum_{j \in J^-} |\lambda_j|^{\ell} q^2_{ij} \leq \sum_{j \in J^+} |\lambda_j|^{\ell-1} q^2_{ij} \leq \frac{1}{N} + e^{-c\ell}.
\]
Combining these two bounds, for all \( \ell \geq 1 \) we have
\[
|\Gamma^\ell_N(i, i)| \leq \frac{1}{N} + \sum_{j \in J^+} |\lambda_j|^{\ell} q^2_{ij} + \sum_{j \in J^-} |\lambda_j|^{\ell} q^2_{ij} \leq \frac{2}{N} + 2 e^{-c\ell},
\]
thus completing the proof of part (a).

(b) Let \( \delta > 0 \) be such that \( 3e^{-2\delta/c} > 2 \). Using part (a) with \( \ell = \frac{2\log N}{c} \) and even, we have
\[
\sum_{i=1}^N |\lambda_i|^{\ell} = \sum_{i=1}^N \Gamma^\ell_N(i, i) \leq 2 + 2Ne^{-2\log N} \to 2.
\]
On the other hand if \( \max_{2 \leq i \leq N-1} |\lambda_i| > 1 - \frac{\delta}{\log N} \), then
\[
\sum_{i=1}^N |\lambda_i|^{\ell} \geq 3 \left( 1 - \frac{\delta}{\log N} \right)^{\frac{2\log N}{c}} \to 3e^{-2\delta/c}.
\]
These two together imply \( 3e^{-2\delta/c} \leq 2 \), a contradiction.

\[\square\]

**Remark 6.1.** Note that if \( \Gamma_N \) is the adjacency matrix of a \( d_N \) regular bipartite graph scaled by the degree \( d_N \), which satisfies the spectral gap condition (see (1.7)), then our lemma implies
\[
\lim_{N \to \infty} \max_{1 \leq i \leq N} \left| N \Gamma_{2\ell}^N(i, i) - 2 \right| = 0
\]
for \( \ell = D \log N \) with \( D \) large enough. This highlights the asymptotic optimality of the bound obtained in part (a) of Lemma 6.2. Part (b) quantifies the graph theoretic fact that for a connected \( d_N \) regular graph, say \( G_N \), the multiplicity of the eigenvalue \(-d_N\) can be at most 1. It is easy to check that if \(-d_N\) happens to be an eigenvalue the graph must be a bipartite graph, and all other eigenvalues will be strictly larger than \(-d_N\) (i.e. there is a unique bipartition for a connected bipartite graph). In fact, our proof can be modified to show the stronger conclusion that for a \( d_N \) regular bipartite graphs satisfying the spectral gap condition, the second last eigenvalue is bounded away from \(-1\), i.e.

\[
\liminf_{N \to \infty} \lambda_{N-1}(G_N) \frac{d_N}{d_N} > -1.
\]

### 6.3. Some results for the Curie-Weiss model

The following proposition collects all the results for the Curie-Weiss model which we have used previously.

**Proposition 6.1.** Suppose \( \sigma \) is drawn from the Curie-Weiss model. With \( \widehat{W}_N \) as in Proposition 4.1, the following conclusions hold:

(a)
\[
\log Z_{\text{CW}}^N(\beta, B) - N \left\{ \frac{\beta}{2} \ell^2 + B\ell - I(t) \right\} \leq \begin{cases} 1 & \text{if } (\beta, B) \in \Theta_1 \cup \Theta_2, \\ \leq \log N & \text{if } (\beta, B) \in \Theta_3. \end{cases}
\]
(b) For any \( \lambda > 0 \), we have
\[
\log \mathbb{P}^{CW} (|\hat{W}_N - M(\sigma)| \geq \lambda) \lesssim -N\lambda^2 \quad \text{if } (\beta, B) \in \Theta_1 \cup \Theta_2,
\lesssim -N \min(\lambda^2, \lambda^4) \quad \text{if } (\beta, B) \in \Theta_3.
\]

Consequently for any sequence \( \delta_N = o(N) \) we have
\[
\log \mathbb{P}^{CW} e^{\delta_N (\hat{W}_N - M(\sigma))^2} \lesssim 1 \quad \text{if } (\beta, B) \in \Theta_1 \cup \Theta_2,
\lesssim \frac{\delta_N^2}{N} \quad \text{if } (\beta, B) \in \Theta_3.
\]

(c) For \( (\beta, B) \in \Theta_2 \), we have:
\[
\limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}^{CW} \left( \sum_{i=1}^{N} \sigma_i \in \{-2, -1, 0, 1, 2\} \right) < 0.
\]

**Proof.** (a) With \( f(w) = \frac{\beta w^2}{2} - \log \cosh(\beta w + B) \) as in 4.1, a direct computation gives \( Z_N^{CW}(\beta, B) = e^{-\beta/2} \int_{\mathbb{R}} e^{-nf(w)} dw \), where the function \( f(w) \) has a unique global minimum at \( w = t \) for \( (\beta, B) \in \Theta_1 \cup \Theta_2 \), and two global minima at \( \pm t \) for \( (\beta, B) \in \Theta_2 \). Also, it is easy to verify that
\[
\begin{align*}
\frac{f(w) - f(t)}{N} &\leq (w - t)^2, \\
\frac{f(w) - f(t)}{N} &\leq (w - t)^2, \\
\frac{f(w) - f(t)}{N} &\leq \min \left( (w - t)^2, (w - t)^4 \right)
\end{align*}
\]
for all \( w \in \mathbb{R} \), if \( (\beta, B) \in \Theta_1 \), for all \( w > 0 \), if \( (\beta, B) \in \Theta_2 \), and for all \( w \in \mathbb{R} \), if \( (\beta, B) \in \Theta_3 \).

The desired estimates follow from these bounds and using the Laplace method for approximating integrals.

(b) Noting that
\[
|\hat{W}_N - M(\sigma)| = |\tanh(\beta W_N + B) - \tanh(\beta M(\sigma) + B)| \leq |\beta W_N - M(\sigma)|,
\]
it suffices to prove the desired bounds \( W_N \), which follows from straightforward computations on using (6.5).

(c) This follows on using part (b) to note that, when \( (\beta, B) \in \Theta_2 \), the random variable \( W_N \) has an exponential concentration near the points \( \pm t \), none of which are near 0.

\[ \square \]

### 6.4. Proof of (3.6)

In this section, we will prove (3.6) using [14, Theorem 1.2] and a soft change of measure argument. Throughout this proof, \( c > 0 \) will denote constants free of \( N \) that might change from one line to the next.

**Proof.** Define the set \( \tilde{J} := \{ \sigma \in \{-1, 1\}^N : |\sum_{i=1}^{N} \sigma_i| \geq 3 \} \) and \( J := \{ \sigma \in \{-1, 1\}^N : |\sum_{i=1}^{N} \sigma_i| \geq 4 \} \). Recall the definition of \( \mathbb{P} \) from (1.1) and note that, by part (c) of Proposition 6.1 and part (b) of Theorem 1.6, we get:
\[
\limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}(\sigma \in \tilde{J}^c) \leq \limsup_{N \to \infty} \frac{1}{N} \log \mathbb{P}(\sigma \in J^c) < 0.
\] (6.6)

Next, let \( Q \) denote the probability measure induced by \( \mathbb{P} \) conditioned on the event \( \sigma \in \tilde{J} \), i.e., \( Q(\cdot) := \mathbb{P}(\cdot|\sigma \in \tilde{J}) \). Therefore, for any \( B \subseteq \{-1, 1\}^N \), we have
\[
Q(\sigma \in B) = \frac{\mathbb{P}(\sigma \in B \cap \tilde{J})}{\mathbb{P}(\sigma \in \tilde{J})}.
\]
Once again, by part (c) of Proposition 6.1 and part (b) of Theorem 1.6, we get:
\[
\limsup_{N \to \infty} \frac{1}{N} \log Q(\sigma \in J^c) \leq \limsup_{N \to \infty} \frac{1}{N} \log \frac{\mathbb{P}(\sigma \in J^c)}{\mathbb{P}(\sigma \in J)} < 0.
\] (6.7)
Suppose that we draw $\sigma_p \sim P$ and $\sigma_Q \sim Q$. Define $T_{N,Q} := \sqrt{N}(\sigma_Q - M(\sigma_Q))$. We will write $(T_{N,p}, T'_{N,p}) = (T_N, T'_N)$ under the law of $P$ (recall the construction of $T_N$ from the proof of Theorems 1.4 and 1.2 in Section 3.1). Construct $T'_{N,Q}$ similar to $T'_{N,p}$ as follows: Sample $I$ uniformly from the set $\{1, 2, \ldots, N\}$. Given $I = i$, replace $\sigma_{Q,i}$ with an independent $\pm 1$ valued random variable $\sigma'_{Q,i}$ with mean $E_Q[\sigma_{Q,i}|(\sigma_{Q,j}, j \neq i)]$, and set $\sigma'_Q := (\sigma_{Q,1}, \ldots, \sigma_{Q,-1}, \sigma'_{Q,i}, \sigma_{Q,i+1}, \ldots, \sigma_{Q,N})$. $T'_{N,Q} := \sqrt{N}(\sigma'_Q - M(\sigma'_Q))$.

By construction $(T'_{N,Q}, T_{N,Q})$ forms an exchangeable pair under $Q$. Moreover,

$$Q(\sigma'_Q | \sigma_Q = \sigma) = P(\sigma'_P | \sigma_P = \sigma) \text{ for } \sigma \in \mathcal{J},$$

(6.8)

and

$$Q(|T'_{N,Q} - T_{N,Q}| \leq 2N^{-1/2}) = 1,$$

which follows by observing that $\max_{i=1}^N |\sigma'_{Q,i} - \sigma_{Q,i}| \leq 2$.

Define $\delta := 2N^{-1/2}$. By using the above display, coupled with [14, Theorem 1.2], we get:

$$\sup_{z \in \mathbb{R}} \left| Q(T_{N,Q} \leq z) - P(Z \leq z) \right| \leq E_Q[1 - (c_0/2)E_Q((T_{N,Q} - T'_{N,Q})^2)(T_{N,Q})] + c_1 \max\{(1, c_3)\} \delta$$

$$+ (c_0/c_1)E_Q[r(T_{N,Q})] + \delta^3 c_0(2 + c_3/2)E_Q[c_0g(T_{N,Q})] + c_1c_3/2],$$

(6.9)

where $Z$ is defined as in Lemma 1.2 for $(\beta, B) \in \Theta_2$, $r(z) := \sum_{a=1}^{3} H_a(z)$ with $g(z)$, $\{H_a(z)\}_{a=1,2,3}$ from (3.3).

In the remainder, we will quantify the cost of moving between the probability measures $P$ and $Q$ in (6.9).

First, we present a claim which will be used to prove (3.6). The proof of this claim is deferred to the end of the proof.

Claim: Given any function $v(\cdot) : \{-1, 1\}^N \to \mathbb{R}$, such that $\sup_{\sigma \in \{-1, 1\}^N} |v(\sigma)| \leq aN^b$ for constants $a, b$ free of $N$,

$$|E_Qv(\sigma_Q) - E_Pv(\sigma_P)| \leq \exp(-cN),$$

(6.10)

where $c$ depends only on $a, b$, and the implied constant in (6.6). We will now complete the rest of the proof assuming Claim (6.10). For any $z \in \mathbb{R}$, with $v_z(\sigma) := 1(\sqrt{N}(\sigma - M(\sigma)) \leq z)$, note that $\sup_{z \in \mathbb{R}} \sup_{\sigma \in \{-1, 1\}^N} v_z(\sigma) \leq 1$, which by (6.10) yields:

$$\sup_{z \in \mathbb{R}} \left| E_Qv_z(\sigma_Q) - E_Pv_z(\sigma_P) \right| = \sup_{z \in \mathbb{R}} \left| Q(T_{N,Q} \leq z) - P(T_{N,P} \leq z) \right| \leq \exp(-cN).$$

(6.11)

A similar computation as in (6.11) further yields:

$$\max \left\{ E_Q|r(T_{N,Q})| - E_P|r(T_{N,P})|, E_Q|g(T_{N,Q})| - E_P|g(T_{N,P})| \right\} \leq \exp(-cN).$$

(6.12)

Next, we will focus on the term $E_Q((T_{N,Q} - T'_{N,Q})^2|T_{N,Q})$ in (6.9). By (6.8), we have

$$E_Q[1 - (c_0/2)(T_{N,Q} - T'_{N,Q})^2|\sigma_Q = \sigma] = E_P[1 - (c_0/2)(T_{N,P} - T'_{N,P})^2|\sigma_P = \sigma] =: u(\sigma), \text{ for } \sigma \in \mathcal{J}.$$

Therefore,

$$E_Q[|u(\sigma)| 1(\sigma \in \mathcal{J})|T_{N,Q}] = (P(\sigma \in \mathcal{J}))^{-1}E_P[|u(\sigma)| 1(\sigma \in \mathcal{J})|T_{N,P}] = E_P[|u(\sigma)| 1(\sigma \in \mathcal{J})|T_{N,P}] + r_n,$$

where $|r_n| \leq \exp(-cN)$ by (6.6).

Using the above observation with (6.6) and (6.7), we further get:

$$\left| E_Q[|1 - (c_0/2)(T_{N,Q} - T'_{N,Q})^2|T_{N,Q}] - E_P[|1 - (c_0/2)(T_{N,P} - T'_{N,P})^2|T_{N,P}] \right|$$

$$\leq \exp(-cN) + N\mathbb{Q}(\sigma \in \mathcal{J}^c) + N\mathbb{P}(\sigma \in \mathcal{J}^c) \leq \exp(-cN).$$

Combining the above observation with (6.12), (6.11), and (6.9), completes the proof of (3.6).

To complete the proof, it remains to prove (6.10), which is done below.
Proof of Claim (6.10): Observe that,
\[
|\mathbb{E}_Q v(\sigma_Q) - \mathbb{E}_P v(\sigma_P)| = \left| \frac{\mathbb{E}_P[v(\sigma_P)1(\sigma_P \in J)] - \mathbb{E}_P[v(\sigma_P)]}{\mathbb{P}(\sigma_P \in J)} \right|
\leq \frac{\mathbb{E}_P[|v(\sigma_P)|1(v(\sigma_P) \in J)]}{\mathbb{P}(\sigma_P \in J)} + \mathbb{E}_P[v(\sigma_P)]\mathbb{P}(\sigma_P \in J^c)
\leq aN^b \mathbb{P}(\sigma_P \in J^c) \leq \exp(-cN),
\]
where the last line follows from (6.6). This establishes Claim (6.10).
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