ABSTRACT. We consider the fluctuation fields of multi-species weakly-asymmetric zero-range interacting particle systems in one dimension, where the mass density of each species is conserved. Although such fields have been studied in systems with a single species, the multi-species setting is much less understood. Among other results, we show that, when the system starts from stationary states, with a particular property, the scaling limits of the multi-species fluctuation fields, seen in a characteristic traveling frame, solve a coupled Burgers SPDE, which is a formal spatial gradient of a coupled KPZ equation.
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1. INTRODUCTION

Motivated by the recent study of nonlinear fluctuating hydrodynamics, the purpose of this article is to consider scaling limits of the empirical mass fluctuation fields of weakly asymmetric multi-species zero-range processes on a sequence of tori \( T_N = \{0, 1, \ldots, N - 1\} \), as an approximation of \( \mathbb{Z} \), where the mass density of each species is conserved, starting from stationary initial conditions. Although such limits have been worked out with respect to single species zero-range and other particle models, there appears to be little work on fluctuations for multi-component systems, perhaps given a priori conceptual and technical difficulties such as understanding when and what fluctuation limits might arise and the lack of a ready ‘Cole-Hopf’ formalism. In particular, the single component fluctuation limit, in a certain characteristic frame of reference, starting from several types of initial conditions, through a variety of techniques, has been shown to satisfy a ‘scalar’ KPZ-Burgers equation, an object at the center of much recent study: For instance, results through a ‘microscopic Cole-Hopf’ formulation \cite{2}, \cite{5}, \cite{11}, \cite{12}, \cite{20}; results by a ‘martingale problem’ approach \cite{11}, \cite{4}, \cite{21}, \cite{22}, \cite{23}; results using ‘para-controlled analysis’ \cite{26}, \cite{27}, \cite{28}, \cite{29}, \cite{31}; and results by ‘regularity structures’ and other methods \cite{30}, \cite{37}, \cite{42}; see also reviews \cite{10}, \cite{35}, \cite{36}, \cite{41}, and references therein. In this context, it is a natural question to investigate the connections between the fluctuations when there is more than one conservation law and ‘coupled’ KPZ-Burgers systems.

On the other hand, to understand ‘universality’ in far from equilibrium physics, recently, in coupled driven systems with several conservation laws, the works \cite{40} and \cite{45}
have proposed a suite of universality classes for the scaling limits of the associated fluctuations. See also [9], [16] in related contexts of nonlinear fluctuation hydrodynamics. In this respect, one might ask in what sense do the fluctuations of the weakly-asymmetric systems with several species, that we study, relate to these physical classes.

In a nutshell, our main result, Theorem 3.4, is that, when the characteristic speed, up to leading order, of each component is the same, the mass fluctuation limit of the multi-species process, seen in traveling frame with this speed, satisfies a type of martingale problem for a coupled KPZ-Burgers equation, shown to have unique solution in [29]. Our condition, called the ‘frame condition (FC)’ (1.6), that the characteristic speeds, up to leading order, of all the fluctuation field components be the same is a condition on the the density of the stationary state and as well the rate function of the zero-range process. In particular, not every stationary state satisfies this condition, and part of the results is to determine when this condition holds. This is the first microscopic derivation of a singular coupled SPDE system.

The zero-range processes considered serve as models of physical phenomena from traffic to queues (cf. [15] and references therein), and also as a general class of interacting systems for the present study. With respect to these processes, the methods of the article are to develop martingale representations of the fluctuation fields and to close equations by averaging nonlinear rate terms in terms of the fields themselves through a multi-component Boltzmann-Gibbs principle. Limit points of the scaled fields are shown to satisfy a multi-component ‘energy’ formulation, which extends that in the ‘scalar’ case [21], [22]. Combining with the recent work [29] (see also [28] in the ‘scalar’ setting), which shows uniqueness of solutions of the ‘energy’ framework, we may identify the process.

Although we work on tori $\mathbb{T}_N$, all of our results and proofs translate straightforwardly to systems in the infinite volume $\mathbb{Z}$. However, since the uniqueness of the martingale problem for the general coupled KPZ-Burgers equations has only been shown in finite volume $\mathbb{T} = [0,1)$ [29], we have chosen to work on the discrete tori $\mathbb{T}_N$. We remark, however, when the multi-component particle system is a ‘multi-color’ zero-range system, where particles may be one of $n$ colors but behave the same mechanistically, uniqueness criteria on $\mathbb{Z}$ for the associated martingale formulation is known, and we explain in this case in Subsection 7.2 that our main result, Theorem 3.4, can be stated as an infinite volume result on $\mathbb{Z}$.

Since the jump probabilities for the zero-range model, introduced in (1.4), are in form $p_i(\pm 1) = 1/2 \pm c_i \sqrt{N} \pm c_i/N$, where the ‘dominant’ leading order $1/\sqrt{N}$ terms do not depend on the type of species $i$, but the subleading order $1/N$ terms may depend on $i$, the coupled SPDE (3.4) that we derive may have component-wise different drifts, seen in the second term of the equation. We note this derived SPDE corresponds to the continuum equation considered in [40] and [45] for which the question of what fluctuation universality class it belongs to was addressed.

We mention, however, the case when $p_i$ does not depend on $i$, that is when the subleading order constants $c_i$ do not depend on $i$, all components have the same drift, is not considered in [40], [45], as the assumption of different drifts is fundamental to the
approach followed there. In this respect, we detail, in Section 7, a certain structure in the limit equation with respect to ‘multi-color’ systems, when the general SPDE reduces to the SPDE (7.9).

On the other hand, with respect to the structure of the general SPDE (3.4), we show it satisfies a ‘trilinear’ condition (6.4) (cf. [18], [19]) in Section 6, which allows to specify its invariant measure (cf. Remark 3.1). Moreover, in Section 8, we define notions of ‘decoupling’ and discuss the ‘non-decoupled’ structure of the general limit SPDE, and comment that a varied equation structure looks possible. We give there some calculations when \( n = 2 \), and pose questions for further work when \( n \geq 3 \) in this direction.

To be complete, we also consider the mass fluctuation limits of the multi-species process, in a fixed, unmoving frame, which satisfy linear SPDE, Theorem 3.1.

The contents of the article are as follows: After a brief discussion of the notation used, we now introduce informally the model considered, and make heuristic computations in the following subsections of the Introduction, which convey the ideas leading to our main results. In Section 2, we detail more carefully the models studied, and in Section 3, we state the results. In Section 4, proofs are given, relying on a multi-component ‘Boltzmann-Gibbs’ principle, shown in Section 5. In Sections 6, 7, and 8, we show the general SPDE limit satisfies a ‘trilinear’ condition, study the ‘multi-color’ reduced model in detail, and discuss the scope of how ‘genuinely coupled’ the limit general SPDE is.

**Notation**

We use boldface letters to denote vectors: if \( \mathbf{a} \in \mathbb{R}^n \), its components are denoted by \((a^1, \ldots, a^n)\) or \((a_i)_{i=1}^n\). The usual scalar product in \( \mathbb{R}^n \) is denoted by \( \cdot \) and the corresponding norm by \( \| \cdot \| \). The \( L^1 \) norm of \( \mathbf{a} \) is denoted by \( |\mathbf{a}| = |a^1| + \cdots + |a^n| \). The entries of a matrix \( M \) of size \( p \times n \) are denoted by \( M_{ij} \), \( 1 \leq i \leq p \), \( 1 \leq j \leq n \), and we write \( M = (M_{ij})_{1 \leq i \leq p, 1 \leq j \leq n} \). If \( M \) is diagonal then we write \( M = \text{diag}((M_{ii})_{1 \leq i \leq n}) \).

The continuous torus \([0,1]\) is denoted by \( \mathbb{T} \) and the space of \( \mathbb{R}^n \)-valued smooth functions on \( \mathbb{T} \) by \( \mathcal{D}((\mathbb{T})^n) \). If \( H, G : \mathbb{T} \rightarrow \mathbb{R}^n \) are \( \mathbb{R}^n \)-valued functions, their \( L^2 \)-scalar product is denoted by \( (H, G)_{L^2((\mathbb{T})^n)} \) and the corresponding norm by \( \| \cdot \|_{L^2((\mathbb{T})^n)} \).

If \( \Psi := (\Psi^1, \ldots, \Psi^p) : \mathbf{a} \in \mathbb{R}^n \rightarrow \Psi(\mathbf{a}) \in \mathbb{R}^p \) is a differentiable function, we denote the \( j \)th partial derivative of \( \Psi^i \) by \( \partial_{a_j} \Psi^i \) and by \( \nabla \Psi \) the \( p \times n \) matrix with entries given by

\[
\left( \partial_{a^j} \Psi^i \right)_{1 \leq i \leq p, 1 \leq j \leq n}.
\]

Given two real-valued functions \( f \) and \( g \) depending on the variable \( u \in \mathbb{R}^d \) we will write \( f(u) \approx g(u) \) if there exists a constant \( C > 0 \) which does not depend on \( u \) such that for any \( u, \) \( C^{-1} f(u) \leq g(u) \leq Cf(u) \) and \( f(u) \lesssim g(u) \) if for any \( u, \) \( f(u) \leq C g(u) \). We write \( f = O(g) \) (resp. \( f = o(g) \)) in the neighborhood of \( u_0 \) if \( |f| \lesssim |g| \) in the neighborhood of \( u_0 \) (resp. \( \lim_{u \to u_0} f(u)/g(u) = 0 \)). Sometimes it will be convenient to make precise the dependence of the constant \( C \) on some extra parameters and this will be done by the standard notation \( C(\lambda) \) if \( \lambda \) is the extra parameter.

Usually, the notation \( E_\mu \) denotes the expectation with respect to the probability measure \( \mu \) and the notation \( \mathbb{E}_\mu \) is reserved for expectation with respect to the law \( \mathbb{P}_\mu \) of the
paths of the involved stochastic processes starting from \( \mu \). The subscript is omitted when the context is clear.

### 1.1. Summary of derivations.
Informally, the single component zero-range process consists of a collection of particles on \( \mathbb{T}_N \) which interact infinitesimally only with those on their own spatial location. More precisely, if there are \( k \) particles at \( x \in \mathbb{T}_N \), then with rate \( g(k) \) one of these particles jumps, moving to a location \( y \) with probability \( p(y-x) \). In the multi-component process, there are several types of particles, say \( n \geq 1 \). For \( 1 \leq i \leq n \), when there are \( k_i \) particles of type \( i \) at location \( x \), a type \( i \) particle jumps with rate \( g_i(k_1, \ldots, k_n) \), moving to \( y \) again with chance \( p_i(y-x) \).

The weakly-asymmetric process \( \{ \alpha_i^N; t \geq 0 \} = \{ (\alpha_1^{1,N}, \ldots, \alpha_n^{n,N}); t \geq 0 \} \) corresponds to the case where the jump probabilities \( \{ p_i(1) \} \) are in the form \( p_i(1) = 1/2 + c_i^N \), \( p_i(-1) = 1/2 - c_i^N \) and \( p_i(0) = 0 \) otherwise. Here, \( N \) is a scaling parameter and \( c_i^N = \mathcal{O}(1/N^2) \) with \( \gamma > 0 \) as \( N \to \infty \). We will study the process in diffusive time scale. Accordingly, the configuration \( \alpha_i^N : x \in \mathbb{T}_N \to \mathbb{Z}_+^n \) specifies the number of particles of each type \( 1 \leq i \leq n \) at each location \( x \in \mathbb{T}_N \) at time \( N^2 t \) for \( t \geq 0 \). Observe that the number of particles of each type is preserved during the time evolution. Therefore we expect that the system has a family of invariant measures indexed by type particle densities. In Subsection 2.1 we discuss that the multi-component systems possesses a family of invariant product measures \( \nu_0 \), indexed by component densities \( a_0 = (a_0^1, \ldots, a_0^n) \), when the rates \( (g_1, \ldots, g_n) \) satisfy a compatibility relation.

#### 1.1.1. Hydrodynamics.
Before developing the fluctuation limits, it will be useful to consider the hydrodynamics or law of mass averages of the process. We take \( c_i^N = c_i/N, c_i \in \mathbb{R} \) such that \( p_i(1) = \frac{1}{2} + \frac{c}{N} \) and \( p_i(-1) = \frac{1}{2} - \frac{c}{N} \). In particular, \( \gamma = 1 \) in the present setting. Consider an \( n \)-dimensional valued macroscopic empirical profile process \( \{ X_t^N; t \geq 0 \} = \{ (X_{t}^{i,N})_{i=1}^{n}; t \geq 0 \} \) defined for any time \( t \geq 0 \) by

\[
X_t^{i,N}(u) = \sum_{x=1}^{N-1} \alpha_t^{i,x}(x) \mathbb{1}_{\frac{x}{N}, \frac{x+1}{N}}(u), \quad u \in \mathbb{T}.
\]

The hydrodynamic limit for the \( n \)-species system can be stated as follows: for each time \( t \geq 0 \), \( (X_t^N)_{N} \) converges\textsuperscript{a} to \( a(t, \cdot) \) where \( a(t, \cdot) = (a^1(t, \cdot), \ldots, a^n(t, \cdot)) \) and the limit densities \( a^i(t, \cdot) \) are the solution of the \( n \) coupled system:

\[
\partial_t a_i = \frac{1}{2} \Delta (\tilde{g}_i(a)) + 2c_i \nabla (\tilde{g}_i(a)), \quad 1 \leq i \leq n,
\]

where \( \Delta = \partial^2_u, \nabla = \partial_u \) and \( \tilde{g}_i \) is an averaged or homogenized function reflecting the microscopic jump rates defined by

\[
\tilde{g}_i(a) := E_{\nu_0} [g_i(\alpha(0))], \quad i = 1, \ldots, n.
\]

One can derive the hydrodynamic equation \textsuperscript{[1.1]} at least heuristically as follows. Take a test function \( G \in \mathcal{D}(\mathbb{T}) \). Then, by Dynkin’s formula and Taylor’s expansion, we

\textsuperscript{a}In the sense that for any smooth function \( H : \mathbb{T} \to \mathbb{R} \), \( \left( \int_{\mathbb{T}} H(u) X_t^{i,N}(u) du \right)_N \) converges in probability to \( \int_{\mathbb{T}} H(u) a^i(t, u) du \).
By local ergodicity (cf. [25]), one can replace any expression like
\[ \gamma \]
while if \( \gamma \) is
\[ \frac{1}{2N} \sum_{x} \int_{0}^{1} \mathbb{E}[g_i(\alpha_s(x))](\Delta G)(\frac{\Delta}{N}) ds + \frac{2c_i}{N} \sum_{x} \int_{0}^{1} \mathbb{E}[g_i(\alpha_s(x))](\nabla G)(\frac{\Delta}{N}) ds + o(1). \]

By local ergodicity (cf. [25]), one can replace any expression like \( N^{-1} \sum_x F(\frac{\Delta}{N}) \mathbb{E}[g_i(\alpha_s(x))] \) by its ensemble mean \( \int_{\mathbb{T}} \overline{g}_i(X_s^{iN}(u)) F(u) du \). Assuming that \( \{X^N\}_N \) converges to some macroscopic profile \( a \), we get that this profile satisfies a weak formulation of (1.1). This argument can be made precise by following the ‘entropy’ method say in Chapter 5 of [34].

**Remark 1.1.** If \( \gamma > 1 \) hydrodynamic equations are still in the form (1.1) but with \( c_i = 0 \) while if \( \gamma < 1 \), it is expected that in the time scale \( tN^{1+\gamma} \) it is given by a particular weak solution of (1.1) without the diffusive term (system of conservation laws).

1.1.2. **Linear fluctuations.** We discuss the stationary fluctuations from the hydrodynamic limit, again when \( c_i^N = c_i/N \) so that \( \gamma = 1 \). For any \( N \geq 1 \), we assume \( \alpha^N_0 \overset{\text{law}}{=} v_0 \) at \( t = 0 \) with some \( a_0 \in [0, \infty)^n \) and consider the fluctuation field:

\[ \{Y^N_t; t \geq 0\} = \{(y^N_i)_i; t \geq 0\}, \]
\[ y^N_i(du) = \frac{1}{\sqrt{N}} \sum_{x \in \mathbb{T}_N} \left( \alpha^N_i(x) - a_0^i \right) \delta_x(du), \quad u \in \mathbb{T}, \]

where \( \delta_z \) denotes the Dirac mass at \( z \in \mathbb{T} \). The limit in law \( \{y_t; t \geq 0\} = \{(y^N_i)_i; t \geq 0\} \) of \( \{y^N_t; t \geq 0\}_{N \geq 1} \) is a solution of the following linear SPDE:

\[ \partial_t y = \frac{1}{2} Q(a_0) \Delta y + 2CQ(a_0) \nabla y + q(a_0) \nabla \tilde{w}, \quad t \geq 0, \]

where \( \tilde{w} = \{\tilde{w}^i\}_{i=1}^n \) is a space-time Gaussian white noise with \( n \)-components and covariance

\[ \mathbb{E}[\tilde{w}^i(u)\tilde{w}^j(v)] = \delta^{ij} \delta(t-s) \delta(u-v), \]

and \( C, Q(a) \) and \( q(a) \) are \( n \times n \) matrices such that

\[ C = \text{diag} \left( (c_i)_{1 \leq i \leq n} \right), \]
\[ Q(a) = \left( Q_{ij}(a) \right)_{1 \leq i, j \leq n} = \left( \partial_{a_i}^j(\overline{g}_i(a)) \right)_{1 \leq i, j \leq n}, \]
\[ q(a) = \text{diag} \left( (q_{ii}(a))_{1 \leq i \leq n} \right) = \text{diag} \left( \left( \sqrt{\overline{g}_i(a)} \right)_{1 \leq i \leq n} \right). \]

The limit noises in (1.3) are obtained in the following way. Let \( G \in \mathcal{D}^1(\mathbb{T}) \) and \( M^{iN}(G) \) be the martingale term of the semi-martingale \( y^{iN}(G) \). Then, by Itô’s formula and Taylor’s expansion, we have

\[ \frac{d}{dt} \langle M^{iN}(G) \rangle_t = \frac{1}{N} \sum_{x \in \mathbb{T}_N} g_i(\alpha^N_i(x)) \left( \nabla G \left( \frac{\Delta}{N} \right) \right)^2 + o(1) \]
\[ \rightarrow \overline{g}_i(a_0) \int_{\mathbb{T}} (\nabla G(u))^2 du \quad \text{as } N \rightarrow \infty, \]
since $\alpha_i^N \overset{\text{law}}{=} v_{a_0}$ for all $t \geq 0$. Moreover, for $i \neq j$, one can see the martingales $M_i^{t,N}$ and $M_j^{t,N}$ are uncorrelated and therefore independent in the limit, cf. (4.6) below.

Heuristically, the drift term in the limit (1.3) is obtained as follows (cf. [46]). Make the Taylor expansion in the hydrodynamic equation:

$$a^i (= a^i(t,u)) = a^i_0 + \frac{1}{\sqrt{N}} Y^i + \cdots$$

$$\tilde{g}_i(a) = \tilde{g}_i(a_0) + \frac{1}{\sqrt{N}} \sum_{j=1}^n \partial_{a_j}(\tilde{g}_i(a)) |_{a_0} \cdot Y^j + \cdots.$$ 

Insert these expansions in the hydrodynamic equation with a small noise term:

$$\partial_t a^i = \frac{1}{2} \Delta (\tilde{g}_i(a)) + 2c_i \nabla (\tilde{g}_i(a)) + \frac{1}{\sqrt{N}} \text{(noise)}$$

For example, since $a_0$ is a constant,

$$\partial_t a^i = \frac{1}{\sqrt{N}} \partial_t Y^i + \cdots.$$ 

Multiplying both sides by $\sqrt{N}$, we obtain the limit SPDE (1.3). We note this type of argument and result is well-known, following say the method in Chapter 11 of [34].

1.1.3. Nonlinear fluctuations and coupled KPZ-Burgers equations. We now take $c_i^N = \frac{c}{\sqrt{N}} + \frac{c_i}{N}, c, c_i \in \mathbb{R}$, so that

$$p_i(1) = \frac{1}{2} + \frac{c}{\sqrt{N}} + \frac{c_i}{N}, \quad p_i(-1) = \frac{1}{2} - \frac{c}{\sqrt{N}} - \frac{c_i}{N}. \quad (1.4)$$

In particular, $\gamma = \frac{1}{2}$ in this setting. In other words, $c_i$ in Subsections 1.1.1 and 1.1.2 are replaced by $c\sqrt{N} + c_i$ so that the hydrodynamic equation for the $i$th particle looks like

$$\partial_t a^i = \frac{1}{2} \Delta (\tilde{g}_i(a)) + 2(c\sqrt{N} + c_i) \nabla (\tilde{g}_i(a)) + \frac{1}{\sqrt{N}} \text{(noise)}.$$ 

(1.5)

To cancel the diverging factor $\sqrt{N}$ in the second term, we introduce the moving frame with speed $2c\lambda N^2$ (cf. [22] p.298) at the microscopic level with suitably chosen $\lambda := \lambda(a_0)$.

$$y_i^{t,N} := \frac{1}{\sqrt{N}} \sum_x (\alpha_i^N(x) - a_0^i) \delta_x N^{-2c\lambda N^{3/2}} (du).$$

The frame should have a common speed for all species $1 \leq i \leq n$ so that a non-trivial limit can be found.

At the macroscopic level, we expand $a^i(t,u)$ along with the center $2c\lambda \sqrt{N}t$ of the moving frame as

$$a^i(t,u + 2c\lambda \sqrt{N}t) = a^i_0 + \frac{1}{\sqrt{N}} y_i^t + \cdots.$$ 

More precisely, make the Taylor expansion up to the second order terms:

$$a^i = a^i_0 + \frac{1}{\sqrt{N}} y_i^t + \cdots.$$
Then, multiplying the both sides by \( \sqrt{N} \) and noting \( \nabla \),

\[
\frac{1}{\sqrt{N}} \partial_t y^j + 2c \lambda \sqrt{N} \nabla y^j + \cdots
\]

we will not be able to derive rigorously (1.7) with the drifts \(-\lambda\) where \( \lambda \) is a solution of

\[
(FC) \text{ For any } i \in \{1, \ldots, n\},
\lambda = \lambda(a_0) := \partial_{a_i}(\tilde{g}_i(a))\bigg|_{a_0} \quad \text{and} \quad \partial_{a_j}(\tilde{g}_i(a))\bigg|_{a_0} = 0 \quad \text{if } i \neq j.
\]

In this way, we derive a coupled KPZ-Burgers equation

\[
\partial_t y^j = \frac{1}{2} \partial_{a_i}(\tilde{g}_j(a))\bigg|_{a_0} \cdot \Delta y^j + 2c \partial_{a_i}(\tilde{g}_i(a))\bigg|_{a_0} \cdot \nabla y^j + 2c \lambda \sqrt{N} \nabla y^j + c \sum_{j,k=1}^n \partial_{a_i} \partial_{a_j} (\tilde{g}_i(a))\bigg|_{a_0} \cdot \nabla (y^j y^k) + \text{noise}.
\]

The noise in (1.7) turns out to be the same as in the linear fluctuations (1.3). Part of our results will be to characterize more carefully the frame condition on the density (FC) on \( a_0 \) in Proposition 3.3 below.

**Remark 1.2.** One can choose \( \lambda \) as

\[
\lambda = \lambda(a_0) + \frac{\lambda_1}{\sqrt{N}},
\]

where \( \lambda(a_0) \) is defined in the condition (FC) (1.6) and \( \lambda_1 \in \mathbb{R} \) is arbitrary. Then, we have an additional drift term \(-2c \lambda_1 \nabla y^j\) in the right hand side of (1.7).

We comment that if one considers \( \lambda_1 = \lambda_1(i) \), dependent on \( 1 \leq i \leq n \), then formally drifts of \(-2c \lambda_1(i) \nabla y^j\) are introduced. However, unless \( \lambda_1(i) \equiv \lambda_1 \), fixed for \( 1 \leq i \leq n \), we will not be able to derive rigorously (1.7) with the drifts \(-2c \lambda_1(i) \nabla y^j\). The difficulty
stems from having to view $Y^i$ in several different reference frames at once. One cannot capture it seems the scaling limits of $Y^{N,i}_t$, while in the reference frame seen in $Y^{N,j}_t$ with velocity $2c\Big(\lambda(a_0) + \frac{\lambda_i(j)}{\sqrt{N}}\Big)\sqrt{N}$, when $\lambda_i(i) \neq \lambda_1(j)$ (cf. the later proof of tightness in Subsection 4.3 and identification of limits in Subsection 4.4).

2. Model

We now detail the weakly asymmetric $n$-species zero-range process. The configurations of particles with $n$-species on $\mathbb{T}_N$ are denoted by $\alpha = (\alpha^i)_i \in \Omega^n$, where $\Omega = \mathbb{Z}_{+}^{\mathbb{T}_N}$ is the configuration space of particles of a single species, and $\mathbb{Z}_{+} = \{0,1,2,\ldots\}$. Here, $\alpha^i = (\alpha^i(x))_{x \in \mathbb{T}_N}$ and $\alpha^i(x) \in \mathbb{Z}_{+}$ describes the number of particles of the $i$th species at $x \in \mathbb{T}_N$. The jump rate of the $i$th species particle is given by $g_i(\alpha(x))$ where $\alpha(x) = (\alpha^i(x))_{i=1}^n \in \mathbb{Z}_{+}^n$. Weak asymmetry is introduced as follows. Once a jump of $i$th species particle is going to happen, the probability of jumping to the right is $p_i(1) = \frac{1}{2} + c_{i}^N$ and that to the left is $p_i(-1) = \frac{1}{2} - c_{i}^N$, for $c_i^N = O(1/N^\gamma)$ with $\gamma > 0$ as $N \to \infty$. The parameter $\gamma$ controls the strength of the weak-asymmetry. It should be taken as $\gamma = 1$ to show the hydrodynamic limit (1.1) and the linear fluctuation result (1.3) in the Euler time scale, while we will fix it as $\gamma = \frac{1}{2}$ to derive the second-order KPZ-Burgers fluctuations (1.7) in the diffusive time-scale.

Hence we introduce a diffusive time change $t \mapsto N^2t$ for the microscopic system. Then, the action of the generator $L_N$ of the system on functions $f : \Omega^n \to \mathbb{R}$ is defined by

$$L_Nf(\alpha) = N^2 \sum_{x \in \mathbb{T}_N} \sum_{i=1}^n p_i(1)g_i(\alpha(x)) \left\{ f(\alpha^{x+1,i}) - f(\alpha) \right\}$$

$$+ N^2 \sum_{x \in \mathbb{T}_N} \sum_{i=1}^n p_i(-1)g_i(\alpha(x)) \left\{ f(\alpha^{x-1,i}) - f(\alpha) \right\},$$

where $\alpha^{x,y,j} := ((\alpha^{x,y,j})^i)_{i=1}^n \in \Omega^n$ denotes the configuration of particles after one particle of $i$th species in the configuration $\alpha = (\alpha^i)_i$ jumps from $x$ to $y$. That is, when $\alpha^i(x) \geq 1$, we define $(\alpha^{x,y,j})^i(x) = \alpha^i(x) - 1$, $(\alpha^{x,y,j})^i(y) = \alpha^i(y) + 1$ and $(\alpha^{x,y,j})^j = \alpha^j$ for $j \neq i$.

For $k = (k^1,\ldots,k^n) \in \mathbb{Z}^n_{+}$ and $1 \leq j \leq n$ we denote $k_{j,\pm}$ the configuration\[^{b}\]

$$k_{j,\pm} = (k^1,\ldots,k^{j-1},k^j \pm 1,k^{j+1},\ldots,k^n).$$

It is natural to assume that the jump rates $g_i$ satisfy the non-degeneracy condition:

(ND) We have

$$g_i(k) = 0 \noeq k^i = 0 \quad \text{and} \quad g_i^* := \inf_{k:k^i>0} g_i(k) > 0, \ for \ i = 1,\ldots,n. \quad (2.1)$$

\[^{b}\]If $k^j = 0$, $k_{j,-}$ is not defined.
2.1. Invariant measures and compatibility condition. To identify product invariant measures, we will assume the jump rate \((g_i)_i\) satisfies the following compatibility condition:

(INV) We have

\[
\forall i \neq j, \quad \forall k \in \mathbb{Z}_+^n \text{ such that } k^i > 0 \text{ and } k^j > 0, \quad \frac{g_i(k)}{g_i(k_{j,-})} = \frac{g_j(k)}{g_j(k_{i,-})}. \tag{2.2}
\]

Then we can define the following product

\[
g!(k) = \prod_{\ell=1}^{|k|} g_i(k_{\ell}),
\]

along any increasing path \(k_0 = 0 \to \cdots \to k_\ell \to \cdots \to k_{|k|} = k\) connecting 0 and \(k\) in \(\mathbb{Z}_+^n\) such that \(|k_\ell| = \ell\) and \((k_{\ell} - k_{\ell-1})^j = \delta_{i(\ell),j}\) for \(1 \leq j \leq n, 1 \leq \ell \leq |k|\). Note that, because of the condition (INV), \(g!(k)\) does not depend on the choice of the increasing path \(\{k_\ell\}\), and so is well-defined. See [24] or [13], p. 798 (when \(n = 2\)) for this derivation on the torus, which extends to \(n \geq 2\).

Under the condition (INV), the invariant measures on \(\Omega^n = (\mathbb{Z}_+^n)^T_N\) are product measures over \(T_N\) (but the corresponding marginals are not product) with one site marginal given by

\[
\bar{\nu}_\varphi(k) = \frac{1}{Z_\varphi} \varphi^k, \tag{2.3}
\]

where \(\varphi = (\varphi^1, \ldots, \varphi^n) \in (0, \infty)^n\) is a parameter, sometimes called the fugacity, and

\[
\varphi^k = [\varphi^1]^{k^1} \cdots [\varphi^n]^{k^n}, \quad Z_\varphi = \sum_{k \in \mathbb{Z}_+^n} \varphi^k / g!(k),
\]

In other words, \(\bar{\nu}_\varphi\) is a probability measure on \(\Omega^n\) such that \(\bar{\nu}_\varphi(\alpha(x) = k)\) is given by the formula (2.3) for each \(x \in T_N\) and \(\{\alpha(x)\}_{x \in T_N}\) are independent.

Extension of the invariance of these product measures for the infinite-volume process on \(\mathbb{Z}\) is immediate as functions depending only on a finite number of sites are dense in the domain of the infinite-volume generator \(L\), defined as \(L_N\) with \(T_N\) replaced by \(\mathbb{Z}\).

The measure \(\bar{\nu}_\varphi\) is well-defined for \(\varphi\) in the proper domain of \(Z_\varphi\):

\[
\text{Dom}_Z := \{ \varphi \in (0, \infty)^n : Z_\varphi < \infty \}.
\]

To ensure \(\text{Dom}_Z\) is non-trivial in the sense that it contains a neighborhood of \(0 = (0, \ldots, 0)\), we assume the following:

(ORI) We have

\[
\varphi_* := \liminf_{|k| \to \infty} g!(k) \geq 0. \tag{2.4}
\]

\footnote{With some abuse of notation we omit the dependence on \(N\) in \(\bar{\nu}_\varphi\) and use the same notation for the marginal and the product measure. We write \(\bar{\nu}_\varphi\) also for those on the infinite-volume configuration space \((\mathbb{Z}_+^n)^n\) instead of \(\Omega^n = (\mathbb{Z}_+^n)^n\).}
We now change the parametrization of the invariant measures in terms of density \( a \) instead of the fugacity \( \varphi \): \( \varphi := \Phi(a) \) is chosen so that

\[
\nu_a := \bar{\nu}_\varphi
\]

has mean \( a = (a^1, \ldots, a^n) \) and \( a^i \geq 0 \) for \( 1 \leq i \leq n \). That is,

\[
a^i \equiv a^i(\varphi) := E_{\bar{\nu}_\varphi}[\alpha^i(0)], \quad i = 1, \ldots, n.
\]

To define \( \Phi \) more explicitly let us denote the map \( R : \varphi \rightarrow a \), taking fugacity to its associated density, with the proper domain

\[
\text{Dom}_R := \{ \varphi \in \text{Dom}_Z ; a^i(\varphi) < \infty, i = 1, \ldots, n \}.
\]

By the relation (cf. (1.2)),

\[
\tilde{g}_i(R(\varphi)) = E_{\bar{\nu}_\varphi}[g_i(\alpha(0))] = \varphi^i, \quad i = 1, \ldots, n,
\]

we see that \( \varphi \) and \( a \) are in 1 : 1 correspondence on their proper domains. The function \( \Phi : a_0 \rightarrow \varphi \) appearing above is the inverse of \( R \).

The fugacity \( \varphi \) is sometimes written in terms of the chemical potential \( \lambda = (\lambda^1, \ldots, \lambda^n) := \lambda(\varphi) \) defined by \( \varphi^i = e^{\lambda^i} \) with \( \lambda^i \in \mathbb{R} \) for \( 1 \leq i \leq n \). With some abuse of notation we write also \( \lambda(a) \) instead of \( \lambda(\Phi(a)) \).

Let also \( \Gamma(a) = \text{cov}(\nu_a) \) be the covariance matrix of \( \alpha(0) \) under \( \nu_a \). When the density \( a \) belongs to \( (0, \infty)^n \), the measure \( \nu_a \) gives positive measure to all \( n \)-tuples \( (k^1, \ldots, k^n) \in \mathbb{Z}^n_+ \). Then, the variance of any linear combination of \( (\alpha^i(0))_{i=1}^n \) cannot vanish. Hence, the matrix \( \Gamma(a) \) is positive-definite, symmetric and therefore invertible.

**Lemma 2.1.** For any \( \varphi \in \text{Dom}_R^\circ \), that is the interior of the set \( \text{Dom}_R \), we have

\[
(\nabla R)(\varphi) = \Gamma(R(\varphi)) \text{ diag } \left( \frac{1}{\tilde{g}_i(R(\varphi))} \right)_{1 \leq i \leq n}.
\]

Accordingly, for any \( a \in \text{Dom}_\Phi^\circ \), we have

\[
(\nabla \Phi)(a) = \text{ diag } \left( \tilde{g}_i(a) \right)_{1 \leq i \leq n} \Gamma(a)^{-1}
\]

and

\[
(\nabla \lambda)(a) = \Gamma(a)^{-1}.
\]

**Proof.** This is shown in [13], p.799, or [24], (2.20) noting \( d\lambda_i/d\varphi_i = 1/\varphi_i \) since \( \varphi_i = \log \tilde{g}_i(a) \).

For the reader’s convenience, we give a derivation of the last statement as it is short. See also (6.6) below. Consider the moment generating function \( M(\lambda) = E_{\nu_a}[e^{\lambda(\alpha(0) - a)}] \), where the chemical potential \( \lambda = \lambda(z) \) is associated to density \( z \). Then,

\[
z - a = \nabla_\lambda M(\lambda(z))/M(\lambda(z))
\]
Then, for any \( j \in \{1, \ldots, n\} \), we have that
\[
1 = \sum_{r=1}^{n} \partial_{j} \lambda^{r}(z) \left\{ E_{V_{z}}[\alpha^{j}(0) - a^{j}] - E_{V_{z}}[\alpha^{j}(0) - a^{j}'] \right\}
\]
\[
= \sum_{r=1}^{n} \partial_{j} \lambda^{r}(z) \Gamma(z)_{j} = \left[ \Gamma(z) \nabla \lambda(z) \right]_{jj}.
\]
When \( k \neq j \), we have
\[
0 = \sum_{r=1}^{n} \partial_{k} \lambda^{r}(z) \Gamma(z)_{j} = \left[ \Gamma(z) \nabla \lambda(z) \right]_{jk}.
\]

2.2. **Spectral gap.** The mixing properties of the system will play a role in the analysis. For \( \ell \geq 1 \), consider the localized, ergodic process, corresponding to the symmetric nearest-neighbor jump probability \( s(\pm 1) = (p_{i}(\pm 1) + p_{i}(\mp 1)) = 1/2 \) and \( s(x) = 0 \) for \( x \neq \pm 1 \), on the interval \( L_{\ell} = \{ x \in \mathbb{Z} : |x| \leq \ell \} \) with a fixed number of \( k = (k^{1}, \ldots, k^{n}) \) particles of each type, and generator
\[
S_{k,\ell}f(\alpha) = \frac{1}{2} \sum_{|x-y|=1} \sum_{i=1}^{n} g_{i}(\alpha(x)) \left\{ f(\alpha^{x,y,i}) - f(\alpha) \right\}.
\]
For this Markov process, the canonical measure \( v_{k,\ell} = v_{a_{0}} \left( \sum_{x \in L_{\ell}} \alpha(x) = k \right) \) is reversible and invariant. Let \( l_{k,\ell} \) be the spectral gap, that is, the second smallest eigenvalue of \( -S_{k,\ell} \) (with 0 being smallest). Denote \( W(k, \ell) = l_{k,\ell}^{-1} \) and recall the Poincaré’s inequality
\[
\text{Var}_{v_{k,\ell}}(f) \leq W(k, \ell) D_{k,\ell}(f)
\]
where \( D_{k,\ell} \) is the canonical Dirichlet form
\[
D_{k,\ell}(f) = \frac{1}{4} \sum_{|x-y|=1} \sum_{x,y \in L_{\ell}} E_{V_{k,\ell}} \left[ g_{i}(\alpha(x)) \left\{ f(\alpha^{x,y,i}) - f(\alpha) \right\}^{2} \right].
\]

We will suppose the following condition which guarantees sufficient mixing for our purposes:

**(SG)** There is a constant \( C := C(a_{0}, n) \) such that for all \( \ell \geq 2 \) we have
\[
E_{v_{a_{0}}} \left[ W \left( \sum_{x \in L_{\ell}} \alpha(x), \ell \right)^{2} \right] \leq C \ell^{4}.
\]

The condition (SG) is one on the rates \( (g_{i})_{i=1}^{n} \), useful in the proof the Boltzmann-Gibbs principle in Proposition 4.1. There is a large class of rates for which this condition holds.

Consider the following lower bound criterion: Let \( e_{i} = (0, \ldots, 0, 1, 0, \ldots, 0) \in \mathbb{N}^{n} \), where the ‘1’ is in \( i \)th place, for \( 1 \leq i \leq n \).
(LB0) Suppose there exists $\varepsilon_0 > 0$ so that
\[
\inf_{1 \leq i \leq n} \inf_{m \in \mathbb{Z}^n_+} \{ g_i(m + e_i) - g_i(m) \} > \varepsilon_0. \tag{2.6}
\]
We comment, under (LB0), the domain $\text{Dom}_R = \text{Dom}_\Phi = [0, \infty)^n$.

**Lemma 2.2.** Under assumption (LB0), we have $W(k, \ell) \leq C(m_0, \varepsilon_0, n)\ell^2$ uniformly in $k \in \mathbb{Z}^n_+$ and $\ell \geq 2$.

**Proof.** Write the variance
\[
\text{Var}_{k,i}(f) = E_{k,i} [f^2(\alpha)] - E_{k,i}[(E_{k,i}[f(\alpha)]\alpha^2(\cdot), \ldots, \alpha^n(\cdot))^2] + \text{Var}_{k,i}(h(\alpha^2, \ldots, \alpha^n)), \tag{2.7}
\]
where $h(\alpha^2, \ldots, \alpha^n) = E_{k,i}[f(\alpha)]\alpha^2(\cdot), \ldots, \alpha^n(\cdot)]$.

With respect to the first line of the above display, by fixing $\alpha^2(x) = a^2(x), \ldots, \alpha^n(x) = a^n(x)$ for $x \in \Lambda_\ell$, we may consider the process governing the first type particles $\alpha^1$ with space inhomogeneous rate function $g(\alpha_1; \cdot) := g^1(\alpha^1, a^2(\cdot), \ldots, a^n(\cdot))$ and symmetric nearest-neighbor jump probability. The product measure, indexed over $\Lambda_\ell$, with marginal probability at site $x$ with $k$ particles, proportional to $\phi_k / g(1) \cdots g(k)$, is invariant. These measures are $V_{k,a_0}$ conditioned on $\alpha^1(x) = a^1(x)$ for $x \in \Lambda_\ell$ and $2 \leq i \leq n$. Because of (LB0), we see that
\[
\inf_{k \geq 1, x \in \Lambda_\ell} \left\{ g(k + 1, a^2(x), \ldots, a^n(x)) - g(k, a^2(x), \ldots, a^n(x)) \right\} > \varepsilon_0.
\]

For such inhomogeneous processes, localized on $\Lambda_\ell$ with $k^1$ particles, it is known that the associated inverse spectral gap quantity satisfies
\[
W(k^1, \ell) \leq C\ell^2 \tag{2.8}
\]
with constant $C = C(m_0, \varepsilon_0, n)$. See [7] for the spectral gap estimate with respect to the dynamics on the complete graph, and [8] for an argument extend it to nearest-neighbor dynamics. Hence, we may bound the first line in (2.7) by $C\ell^2 D_{k,\ell}(f)$.

The second line in (2.7) is now similarly bounded by an induction argument. Finally, we can recover that $W(k, \ell) \leq nC\ell^2$ in terms of a constant $C = C(m_0, \varepsilon_0, n)$. \hfill $\square$

The key in the previous argument is the spectral gap estimate (2.8) with respect to inhomogeneous zero-range processes. Consider the possible alternative lower and upper bound conditions.

(LB1) Suppose there exists $m_0 \in \mathbb{N}^n$ and $\varepsilon_1 > 0$ so that
\[
\inf_{1 \leq i \leq n} \inf_{m \in \mathbb{Z}^n_+} \{ g_i(m + m_0) - g_i(m) \} \geq \varepsilon_1.
\]
We comment that (LB1) is of course weaker than (LB0).

Define also the upper bound Lipschitz criterion:
We have
\[
\max_{1 \leq i, j \leq n} \sup_{k \in \mathbb{Z}_n^+} |g_i(k, \cdot) - g_i(k)| < \infty.
\]

We note that (LG) implies a linear growth of the rates \((g_i)_{i=1}^n\).

**Remark 2.1.** We comment that in Theorem 2.3 of the arXiv paper \([33]\), it is claimed that equation (2.8) holds under assumptions (LB1) and (LG). In this case, one may use conditions (LB1) and (LG) in place of (LB0).

2.3. **Markov process.** Under the conditions (ND), (INV) and (ORI) on the rates \((g_i)_{i=1}^n\), a process \([\alpha^N_t; t \geq 0] = (\alpha^i_t; i=1, \ldots, n; t \geq 0)\) may be constructed on \(\mathbb{T}_N\) with a family of invariant product measures \(\{\nu^a_0: a \in \text{Dom}_0\}\). On \(\mathbb{Z}\), however, the Lipschitz condition (LG) (2.9) in addition is used to construct the process. See \([3]\) for the single species construction on \(\mathbb{Z}\) say; the multi-species zero-range construction on \(\mathbb{Z}\) straightforwardly follows the same argument.

Moreover, with respect to a fixed \(\nu^a_0\), the process can be associated to a Markov semigroup on \(L^2(\nu^a_0)\) and Markov generator \(L^N\) with a core of \(L^2(\nu^a_0)\) functions. The adjoint \(L^N_\ast\) can be seen to be the generator with respect to reversed jump probabilities \(p^\ast_i(\cdot) = p_i(-\cdot)\). Moreover, the measure \(\nu^a_0\) is invariant with respect to the adjoint process, and is reversible when \(p_i = p^\ast_i = s\). See \([43]\) for more on these details in the single species case, with the multi-species extension being straightforward.

2.4. **Summary of assumptions.** We now summarize the assumptions made when the process is defined on \(\mathbb{T}_N\).

1. The rates \((g_i)_{i=1}^n\), as specified in (2.1), are non-degenerate (ND).
2. Moreover, to ensure a family of product invariant measures, we impose that (INV) and (ORI) as in (2.2) and (2.4) hold.
3. We assume a certain level of mixing holds, that is (SG), as given in (2.5), holds.

We remark, by Lemma 2.2, that a sufficient condition for (SG) to hold is that the rates \((g_i)_{i=1}^n\) satisfy the lower bound (LB0) (see also Remark 2.1) as specified in (2.6).

In addition, for the main result Theorem 3.4, with respect to an invariant measure \(\nu^a_0\), we further assume that

4. the frame condition (FC), as written in (1.6), is in force.

We note, condition (FC) is not needed for the ‘linear fluctuations’ result Theorem 3.1.

Finally, when considering the model on \(\mathbb{Z}\), we impose in addition the Lipschitz condition (LG) in (2.9) to construct the process.

3. **Results**

We first define spaces needed to state the main theorems. We recall that \(\mathcal{D}(\mathbb{T})\) is the space of smooth functions. For a fixed \(0 < T < \infty\) and \(n \geq 1\), denote by \(D([0, T], \mathcal{D}'(\mathbb{T})^n)\) and \(C([0, T], \mathcal{D}'(\mathbb{T})^n)\) the function spaces of càdlàg and continuous maps respectively from \([0, T]\) to \(\mathcal{D}'(\mathbb{T})^n\). The bracket \(\langle \cdot, \cdot \rangle\) denotes the dual pairing between \(\mathcal{D}'(\mathbb{T})^n\) and
Suppose \( p(1.2) \) (or \( (3.1) \)).

condition (FC) is not assumed for the following result. Recall also the definition of \( \tilde{\text{test functions}} \).

where \( \delta \) is the standard Kronecker symbol, \( i \ j \) are occupation variables (\( \alpha(x) \))\( \in \mathbb{Z} \). Define, for local, integrable \( f \), the function,

\[
\tilde{f}(a) = E_{\nu_0}[f]. \tag{3.1}
\]

Throughout the article, the initial configuration \( \alpha_0^N \) will be distributed according to \( \nu_0 \) with respect to a density \( a_0 \in [0, \infty)^n \).

We now discuss two types of fluctuation results. First, we describe the so-called ‘linear’ fluctuations, before going to the ‘nonlinear’ ones, leading to coupled KPZ-Burgers equations.

### 3.1. Linear fluctuations

Let now \( \tilde{y}_i^N := (\tilde{y}_i^N)_i \in D([0, T], \mathcal{D}'(\mathbb{T))^n \) be the density fluctuation field, acting on functions \( H = (H^i)_i \in \mathcal{D}(\mathbb{T})^n \), given by

\[
\tilde{y}_i^N(H) = \left( \frac{1}{\sqrt{N}} \sum_{x \in \mathbb{Z}} H^i \left( \frac{x}{N} \right) \left( \alpha^i_N(x) - \alpha^i_0 \right) \right)^n_{i=1}.
\]

By the central limit theorem, for each fixed \( t \geq 0 \), \( \tilde{y}_i^N \) converges in distribution to \( \tilde{W}_0 = (\tilde{W}_i^0)_i \), the Gaussian distribution taking values in \( \mathcal{D}'(\mathbb{T})^n \) corresponding to covariances, for \( 1 \leq i, j \leq n \),

\[
\text{Cov} \left( \tilde{W}_i^j(G), \tilde{W}_0^j(H) \right) = \Gamma_{ij}(a_0) \int_{\mathbb{T}} G(u)H(u)du \tag{3.2}
\]

where we recall that \( \Gamma_{ij}(a_0) = E_{\nu_0}[(\alpha^i(0) - \alpha^i_0) (\alpha^j(0) - \alpha^j_0)] \). Recall also we denote the standard \( \mathbb{R}^n \)-space-time white noise \( \tilde{W}_t \) as the \( \mathcal{D}'(\mathbb{T})^n \)-valued Gaussian process with covariance function given by

\[
\text{Cov} \left( \tilde{W}_i^j(G), \tilde{W}_s^j(H) \right) = \delta^{ij} \delta(t-s) \int_{\mathbb{T}} G(u)H(u)du
\]

where \( \delta^{ij} \) is the standard Kronecker symbol, \( \delta \) the Dirac mass at 0 and \( H, G \in \mathcal{D}(\mathbb{T})^n \) are test functions.

Recall the model assumptions summarized in Subsection [2.4] and note that the frame condition (FC) is not assumed for the following result. Recall also the definition of \( \tilde{y}_i \) in (1.2) (or (3.1)).

**Theorem 3.1.** Suppose \( p_i(\pm 1) = \frac{1}{2} \pm \frac{\gamma_i}{N} \) so that \( \gamma = 1 \). Starting from initial measure \( \nu_0 \), the sequence \( \tilde{y}_i^N \), as \( N \uparrow \infty \), converges weakly in the uniform topology on \( D([0, T], \mathcal{D}'(\mathbb{T})^n) \) to the unique process \( \bar{y}_i \), solving

\[
\partial_t \bar{y}_i = \frac{1}{2} Q(a_0) \Delta \bar{y}_i + 2CQ(a_0) \nabla \bar{y}_i + q(a_0) \nabla \bar{W}_i, \tag{3.3}
\]
where, initially $y_0$ is distributed as $\mathcal{W}_0$, and
\[
C = \text{diag}\left((c_i)_{1 \leq i \leq n}\right),
\]
\[
Q(a) = (Q_{ij}(a))_{1 \leq i, j \leq n} = (\partial_{ai}(\tilde{g}_i(a)))_{1 \leq i, j \leq n},
\]
\[
q(a) = \text{diag}\left((q_{ii}(a))_{1 \leq i \leq n}\right) = \text{diag}\left((\sqrt{\dot{g}_i(a)})_{1 \leq i \leq n}\right).
\]

The stochastic PDE (3.3) is a cross-diffusion system so that its well-posedness is non-trivial. We show the well-posedness and the invariance of the distribution of $\mathcal{W}_0$, though the latter is obvious by the limiting procedure. Recall
\[
Q(a_0) \equiv \nabla \Phi(a_0) = \text{diag}\left((\tilde{g}_i(a_0))_{1 \leq i \leq n}\right) \Gamma^{-1}(a_0)
\]
from Lemma 2.1. This plays a role of Einstein’s relation as it will be clear from Lemma 3.2. To simplify notation we note $\text{diag}(\tilde{g}_i) = \text{diag}\left((\tilde{g}_i(a_0))_{1 \leq i \leq n}\right)$ and $\Gamma = \Gamma(a_0)$. Then, one can rewrite (3.3) into the stochastic PDE for $Z_q = \Gamma^{-\frac{1}{2}}y_q$:
\[
\partial_t Z_q = \frac{1}{2}A\Delta Z_q + B\nabla Z_q + \Gamma^{-\frac{1}{2}}\text{diag}\left(\sqrt{\tilde{g}_i}\right)\nabla \mathcal{W}_t,
\]
where $A = \Gamma^{-\frac{1}{2}}\text{diag}(\tilde{g}_i)\Gamma^{-\frac{1}{2}}$ and $B = 2\Gamma^{-\frac{1}{2}}C \text{diag}(\tilde{g}_i)\Gamma^{-\frac{1}{2}}$, and both $A$ and $B$ are symmetric matrices. However, $\Gamma^{-\frac{1}{2}}\text{diag}(\sqrt{\tilde{g}_i})\mathcal{W}_t \text{law} = A^{\frac{1}{2}}\mathcal{W}_t$, since the covariance coincides: for $H \in \mathcal{D}(\mathbb{T})^n$,
\[
\mathbb{E}\left[\left(\Gamma^{-\frac{1}{2}}\text{diag}(\sqrt{\tilde{g}_i})\mathcal{W}_t, H\right)^2\right] = t\left\|\text{diag}(\sqrt{\tilde{g}_i})\Gamma^{-\frac{1}{2}}H\right\|_{L^2(\mathbb{T})^n}^2,
\]
\[
= t(AH, H)_{L^2(\mathbb{T})^n} = \mathbb{E}[\langle A^{1/2}\mathcal{W}_t, H \rangle^2].
\]
Thus, $Z_q$ satisfies the following stochastic PDE in law:
\[
\partial_t Z_q = \frac{1}{2}A\Delta Z_q + B\nabla Z_q + A^{\frac{1}{2}}\nabla \mathcal{W}_t.
\]

It is now standard to show the next lemma. For completeness, we give the proof below.

**Lemma 3.2.** The process $\{Z_t : t \geq 0\}$ has the distribution of the spatial white noise $\mathcal{W}_0$ as its invariant measure. Thus, the invariant measure of $\{y_t : t \geq 0\}$ is the distribution of $\Gamma^{1/2}\mathcal{W}_0$, which is nothing but $\mathcal{W}_0$ whose covariance is given by (3.2).

**Proof.** Let $A_0 = \frac{1}{2}A \Delta$, $A = A_0 + B \nabla$ and $C = \sqrt{A} \nabla$ be the operators acting on $\mathcal{D}'(\mathbb{T})^n$. For $\varphi \in \mathcal{D}'(\mathbb{T})^n$, we set $\varphi_t = e^{tA} \varphi$, where $e^{tA}$ is the semigroup generated by $A$ on $(L^2(\mathbb{T}))^n$, which can be constructed first by constructing $e^{tA_0}$ by diagonalizing the matrix $A$ and then by regarding $BV$ as its perturbation. Let $T > 0$. Then, we see that the process $\{M_t : t \in [0, T]\}$ defined by
\[
M_t := \exp \left\{\sqrt{-1}\langle Z_t, \varphi_{T-t}\rangle + \frac{1}{2} \int_0^T \langle C e^s \varphi_{T-s}, \varphi_{T-s}\rangle ds\right\}, \quad 0 \leq t \leq T,
\]
is a martingale. Indeed, by applying Itô’s formula, we have
\[
d\langle Z_t, \varphi_{T-t}\rangle = \langle Cd\mathcal{W}_t, \varphi_{T-t}\rangle + \langle A Z_t, \varphi_{T-t}\rangle dt - \langle Z_t, A \varphi_{T-t}\rangle dt
\]
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that the matrix $\Gamma$ where we recall frame condition (FC) (1.6) holds. In particular, we will take $\lambda = \lambda (a_0)$ according to the frame condition (FC). (1.6). Define $y^N \in D([0, T], D'(\mathbb{T})^n)$, in terms of its action on $H = (H^i)_{i=1}^n \in D'(\mathbb{T})^n$, as

$$y^N_i (H) = \left( \frac{1}{\sqrt{N}} \sum_{x \in \mathbb{T}} H^i \left( \frac{x}{N} - \frac{2c_i N}{N^{i+1}} \right) (a^0_0(x) - \tilde{a}_i^0) \right)_{i=1}^n.$$  

As we mentioned, we take $c_i^N = \frac{c}{\sqrt{N}} + \frac{\gamma}{N}$ so that $\gamma = 1/2$ in order to get a non-trivial limit of $y^N_i$. In this case, the asymmetry is strong enough so that a ‘quadratic’ term is recovered.

3.2. Nonlinear fluctuations. To probe second-order effects, we will like to absorb the diverging drift in (3.3), and observe the fluctuation field moving with a common velocity $\lambda$. Such an idea will make sense when all the leading drifts in (3.3) are the same, that is

$$\Gamma_{ij}(a_0) = 0 \text{ for } i \neq j \text{ and } \frac{\tilde{g}_i(a_0)}{\tilde{g}_j(a_0)} = \lambda \text{ is constant in } i,$$

where we recall $\Gamma(a_0) = \text{cov}(\tilde{\Phi}(a_0)) = \lambda I$ and this is further rewritten as $\text{diag} \left( \tilde{g}_i(a_0) \right)_{1 \leq i \leq n} \Gamma^{-1} = \lambda I$ by Lemma 2.1.

We remark, as a consequence of Proposition 3.3, under the frame condition (FC), that the matrix $\Gamma = \text{cov}(\tilde{\Phi}(a_0))|_{\Gamma=a_0}$ is diagonal.
in the limit. Formally, under frame condition (FC) (1.6), the limits of \( \{Y^N\}_{N \geq 1} \) satisfy a type of (ill-posed) KPZ-Burgers equation: For \( i = 1, \ldots, n, \)

\[
\partial_t y^i_t = \frac{1}{2} \partial_d \bar{g}_i(a_0) \Delta y^i_t + 2c_i \partial_d \bar{g}_i(a_0) \nabla y^i_t + c_i \sum_{j,k=1}^n \partial_{d^j} \partial_{d^k} \bar{g}_i(a_0) \nabla (y^j_t y^k_t) + \sqrt{\bar{g}_i(a_0)} \nabla \bar{y}^i_t.
\] (3.4)

**Remark 3.1.** Nevertheless, such an equation, as we show in Section 6, satisfies a ‘trilinear’ condition, and therefore, as an SPDE, can be understood in terms of the theory developed in [19], and shown to have \( \mathbb{R}^n \)-valued spatial white noise multiplied by \( \Gamma^{1/2} \), as defined in (3.2), as an invariant measure.

However, from the view of microscopic dynamics, to derive this equation as a scaling limit, as in [21] and [22], we have to interpret it in the framework of ‘\( L^2 \)-energy’ martingale formulation of (3.4). Let \( \tau : \mathbb{T} \rightarrow [0, \infty) \) be given by \( \tau(z) = (1/2)1_{[-1,1]}(z) \) and, for \( \varepsilon > 0 \), let \( t_\varepsilon(z) = (2\varepsilon)^{-1}1_{|z| \leq \varepsilon} \). Let \( G_\varepsilon : \mathbb{T} \rightarrow [0, \infty) \) be a smooth approximating function in \( \mathcal{D}(\mathbb{T}) \) of \( t_\varepsilon \) such that

\[
\|G_\varepsilon\|_{L^2(\mathbb{T})}^2 \leq 2\|t_\varepsilon\|_{L^2(\mathbb{T})}^2 = \varepsilon^{-1} \quad \text{and} \quad \lim_{\varepsilon \downarrow 0} \varepsilon^{-1/2} \|G_\varepsilon - t_\varepsilon\|_{L^2(\mathbb{T})} = 0.
\]

Such approximating functions can be found by convoluting \( t_\varepsilon \) with smooth kernels. For \( x \in \mathbb{T} \), let \( \tau_x \) denote the shift so that \( (\tau_x \alpha)(z) = \alpha(z + x) \) and \( (\tau_x G_\varepsilon)(z) = G_\varepsilon(x + z) \).

With respect to a process \( y. \in C([0, T]; \mathcal{D}'(\mathbb{T})^n) \), define \( A_\varepsilon \in C([0, T], \mathcal{D}'(\mathbb{T})^n) \), for \( \varepsilon > 0 \), by its coordinate action on \( H \in \mathcal{D}(\mathbb{T}) \): For each \( 1 \leq i \leq n \) and \( t \in [0, T] \), we have

\[
A_\varepsilon^i(H) = \sum_{j,k=1}^n \int_0^t \int_\mathbb{T} \nabla (H)(u) y^j_s (\tau_{-u} G_\varepsilon) y^k_s (\tau_{-u} G_\varepsilon) du ds.
\]

We say the process \( \bar{y}. \in \mathcal{D}([0, T], \mathcal{D}'(\mathbb{T})^n) \) satisfies an \( L^2 \) energy condition if, for \( H \in \mathcal{D}(\mathbb{T}) \) and \( 1 \leq i \leq n \), \( (A_\varepsilon^i(H))_{\varepsilon > 0} \) is a ‘uniformly \( L^2 \) Cauchy’ sequence, as \( \varepsilon \downarrow 0 \), with respect to the space of random trajectories equipped with the complete metric \( d(x, y.) = \mathbb{E}[\sup_{t \in [0, T]} (x_t - y_t)^2]^{1/2} \), that is,

\[
\lim_{\varepsilon_1, \varepsilon_2 \downarrow 0} \sup_{1 \leq i \leq n} \mathbb{E} \left[ \sup_{t \in [0, T]} \left( A_\varepsilon^i \xi_1(H) - A_\varepsilon^i \xi_2(H) \right)^2 \right] = 0,
\] (3.5)

and the limit does not depend on the specific smoothing family \( \{G_\varepsilon\} \). The limit process \( A_\varepsilon^i \) belongs to \( C([0, T], \mathcal{D}'(\mathbb{T})^n) \) (see [47]), and is defined by the uniformly \( L^2 \) Cauchy limit

\[
\forall i \in \{1, \ldots, n\}, \quad \forall H \in \mathcal{D}(\mathbb{T}), \quad A_\varepsilon^i(H) := \lim_{\varepsilon \downarrow 0} A_\varepsilon^i(H).
\]

**Definition 3.1.** We will say that \( \bar{y}. \) is a multi-species stationary energy solution of (3.4) if the following holds.

(i) For each fixed \( t \in [0, T] \), \( \bar{y}_t \) is a spatial white noise with \( n \)-components and covariance function given by (3.2).
(ii) The process $\hat{Y}_i$ satisfies the $L^2$-energy condition \((3.5)\): For each $1 \leq i \leq n$, there is a process $\mathcal{M}_i \in C([0, T], D'(\mathbb{T}))$ whose action on $H \in D(\mathbb{T})$ is the uniformly $L^2$ Cauchy limit $\mathcal{A}_i(H)$. We also impose that $\mathcal{A}_i(H)$ has zero quadratic variation.

(iii) There is a process $\mathcal{M} \in C([0, T], D'(\mathbb{T})^n)$, such that, for $H \in D(\mathbb{T})$ and $1 \leq i \leq n$, $\mathcal{M}_i(H)$ is a continuous martingale with respect to the filtration generated by $\hat{Y}_i$ with quadratic variation $\langle \mathcal{M}_i(H) \rangle_t = \tilde{g}_t(a_0)t\|\nabla H\|_{L_2}^2$. Also, $M^i$ and $M^j$ are independent, when $1 \leq i \neq j \leq n$. Hence, for each $H \in D(\mathbb{T})$, by Levy’s theorem, $\mathcal{M}(H)$ is an $n$-dimensional Brownian motion. Moreover, for $t \in [0, T]$ and $1 \leq i \leq n$,

$$
\mathcal{M}_i(t) = \hat{Y}_i(t) - \hat{Y}_i(0) + 2c_i \int_0^t \partial_a \tilde{g}_t(a_0) \hat{Y}_i(t) \vec{\nabla}H ds
$$

$$
- \frac{1}{2} \int_0^t \partial_a \tilde{g}_t(a_0) \hat{Y}_i(t) \vec{\nabla}H ds - c \mathcal{A}_i(t).
$$

(iv) The time-reversed processes $\hat{Y}_i = Y_{T-}$ and $\hat{\mathcal{A}} = A_T - A_{T-}$ satisfy, for each $1 \leq i \leq n$ and $H \in D'(\mathbb{T})$, that

$$
\hat{\mathcal{M}}_i(t) = \hat{Y}_i(t) - \hat{Y}_i(0) - 2c_i \int_0^t \partial_a \tilde{g}_t(a_0) \hat{Y}_i(t) \vec{\nabla}H ds
$$

$$
- \frac{1}{2} \int_0^t \partial_a \tilde{g}_t(a_0) \hat{Y}_i(t) \vec{\nabla}H ds + c \hat{\mathcal{A}}_i(t)
$$

is a continuous martingale in the filtration generated by $\hat{Y}_i$, and $\hat{\mathcal{M}}_i(0) = 0$. Also, $\hat{\mathcal{M}}_i(H)$ has the same quadratic and cross variation properties as $\mathcal{M}_i$ in item (iii).

**Remark 3.2.** We remark when the drift coefficients $c \partial_a \partial_a \tilde{g}_i(a_0)$ vanish for all $1 \leq i, j \leq n$, for instance when $c = 0$, then \((3.4)\) represents a well-posed stochastic heat equation which has a unique solution. More generally, by Remark 4.13 in [29], there is a unique process $\hat{Y}_i$ satisfying the ‘multi-species energy solution’ criteria in Definition \(3.1\). They actually treated only the case $c_i = 0$ for all $i$. However, if $\hat{Y}_i(t)$ is a stationary energy solution of \((3.4)\), then $\hat{Y}_i(t) := \hat{Y}_i(t) - 2c_i \partial_a \tilde{g}_i(a_0)t$ is a stationary energy solution of \((3.4)\) with $c_i = 0$. Therefore, the uniqueness of the stationary energy solution of \((3.4)\) follows from that of \((3.4)\) with $c_i = 0$.

We now come to the main result of the article. Recall the model assumptions as summarized in Subsection \(2.4\). Unlike for Theorem \(3.1\), we now impose in addition the frame condition (FC).

**Theorem 3.4.** Suppose $c_N = \frac{c}{\sqrt{N}} + \frac{c}{N}$, $c, c_i \in \mathbb{R}$ and the frame condition (FC) \((1.6)\) holds. Starting from initial measure $\nu_{a_0}$, the sequence $\{Y_N \geq 1\}$ converges with respect to the uniform topology on $D([0, T], D'(\mathbb{T})^n)$, to the unique multi-species energy solution $Y$ of \((3.4)\).

**Remark 3.3.** Although we have worked on the tori $\mathbb{T}_N$, there are straightforward extensions of the theorems to $\mathbb{Z}$ and to an infinite volume limit. In particular, Theorem \(3.1\) will hold on $\mathbb{R}$ instead of $\mathbb{T}$. Also, Theorem \(3.4\) will extend to a limit point characterization—that is, the sequence $\{Y_N\}$ is tight with respect to the uniform topology, and any limit
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point satisfies the multi-species energy solution martingale problem on $\mathbb{R}$. However the difficulty now is that it is not yet shown that there is a unique solution to this infinite volume martingale problem. If there were such a unique solution, then Theorem 3.4 would extend straightforwardly to $\mathbb{R}$.

**Remark 3.4.** In Section 7, we consider multicolored systems where $g_i(\mathbf{k}) = g(|\mathbf{k}|) |k_i|/|\mathbf{k}|$ for $1 \leq i \leq n$ in terms of a rate $g$. In such systems, we show there are specifications when the frame condition (FC) (1.6) holds with respect to a density $\mathbf{a}_0$ and the coefficients $(c/2) \partial_{\mathbf{a}_i, \mathbf{a}_j} \tilde{g}_i(\mathbf{a}_0)$ do not all vanish. In this setting, the SPDE (3.4) simplifies to (7.9), and we discuss that a unique process, even on $\mathbb{R}$, can be associated to it.

4. PROOFS

The arguments for Theorems 3.1 and 3.4 adapt the ‘hydrodynamics’ scheme of [22], with some new features, to the multi-species context, developing the stochastic differential of $\bar{Y}_N^i$ and $\bar{Y}_N^i$ into drift and martingale terms, before analyzing their limits. Since the arguments of the two theorems are similar, to simplify the discussion, we only prove in detail Theorem 3.4, the most involved. We also assume $c_i = 0$, since these terms can be easily handled similar to the linear fluctuations. We only note Remark 3.2.

In Subsection 4.1, various generator actions are computed in general. Then, in Subsection 4.2, a general ‘Boltzmann-Gibbs’ principle is stated which will help close equations. In Subsection 4.3, tightness of the processes in Theorem 3.4 is shown. In Subsection 4.4, we identify several features of the limit points. Finally, in Subsection 4.5, we finish the proof of Theorem 3.4.

4.1. Stochastic differentials. For $H \in \mathcal{D}(\mathbb{T})$, $x \in \mathbb{T}_N$, and $N \geq 1$, define the scaled operators:

$$
\Delta_x^N H = N^2 \left\{ H \left( \frac{x+1}{N} \right) + H \left( \frac{x-1}{N} \right) - 2H \left( \frac{x}{N} \right) \right\},
$$

$$
\nabla_x^N H = \frac{N}{2} \left\{ H \left( \frac{x+1}{N} \right) - H \left( \frac{x-1}{N} \right) \right\}.
$$

Define, for $\gamma = 1/2$ and $s \geq 0$,

$$
H_s(\cdot) = H \left( \cdot - \frac{1}{N} \left[ \frac{2c\lambda N^2 s}{\sqrt{N}} \right] \right)
$$

and

$$
\tilde{H}_s(\cdot) = H \left( \cdot - \frac{1}{N} \left[ \frac{2c\lambda N^2 s}{\sqrt{N}} \right] \right),
$$

functions seen in frames along $N^{-1}\mathbb{T}_N$ and $\mathbb{T}$ respectively which will be useful, where $[S]$ denotes the integer part of $S \in \mathbb{R}$. Now, for $H = (H^i)_{i=1}^n \in \mathcal{D}(\mathbb{T})^n$ and $s \in [0, T]$, let

$$
F(s, \alpha^N_s; H) \equiv \left( F^i(s, \alpha^N_s; H) \right)_{i=1}^n = \bar{Y}^N_s(H)
$$

and write, for $1 \leq i \leq n$,

$$
L_N F^i(s, \alpha^N_s; H) = \frac{1}{2\sqrt{N}} \sum_{x \in \mathbb{T}_N} g_i(\alpha^N_s(x)) \Delta_x^N \tilde{H}^i_s + 2c \sum_{x \in \mathbb{T}_N} g_i(\alpha^N_s(x)) \nabla_x^N \tilde{H}^i_s.
$$
Also, 
\[
\partial_s F_i(s, \alpha^N_s; H) = -2c\lambda \sum_{x \in \mathbb{T}_N} \nabla \tilde{H}_s^{j}(\frac{x}{N}) \left( \alpha^i_{s,N}(x) - a_0^i \right),
\]
where \(\partial_s\) acts only on the first coordinate of \(F_i\). By Dynkin's formula, the process \(\mathcal{M}^N_t(H); t \in [0,T]\) defined by
\[
\mathcal{M}^N_t(H) := F(t, \alpha^N_t; H) - F(0, \alpha^N_0; H) - \int_0^t \left\{ \partial_s F(s, \alpha^N_s; H) + L_N F(s, \alpha^N_s; H) \right\} ds
\]
is a martingale. We write
\[
\mathcal{M}^N_t(H) = \mathcal{Y}^N_t(H) - \mathcal{Y}^N_0(H) - \mathcal{J}^N_t(H) - \mathcal{B}^N_t(H) - \mathcal{K}^N_t(H).
\]
(4.2)
Here, the \(i\)th components of the fields above, noting the frame condition (FC) (1.6) (cf. Subsection 1.1.3), are the following:
\[
\mathcal{J}^i_t(N)(H) = \int_0^t \frac{1}{2\sqrt{N}} \sum_{x \in \mathbb{T}_N} (g_i(\alpha^N_s(x)) - \tilde{g}_i(a_0)) \Delta^N H_s^i ds,
\]
\[
\mathcal{B}^i_t(N)(H) = 2c \int_0^t \sum_{x \in \mathbb{T}_N} (g_i(\alpha^N_s(x)) - \tilde{g}_i(a_0)) \nabla^N H_s^i ds,
\]
\[
\mathcal{K}^i_t(N)(H) = \int_0^t \left[ \frac{1}{2\sqrt{N}} \sum_{x \in \mathbb{T}_N} \Delta^N H_s^i \right] ds.
\]
We use the same notation \(\mathcal{M}^N_t(H), \mathcal{Y}^N_t(H), \mathcal{J}^N_t(H), \mathcal{B}^N_t(H), \mathcal{K}^N_t(H)\) for \(H \in \mathcal{D}(\mathbb{T})\) by replacing \(H^i\) with \(H\) in these formulas. Centering constants were introduced in \(\mathcal{J}^i_t(N)\) and \(\mathcal{B}^i_t(N)\), for free, as, \(\sum_i \Delta^N H_s^i = \sum_i \nabla^N H_s^i = 0\). By Taylor expansion, uniformly in \(x\), we have
\[
\kappa^N_1(H^i, s) = \Delta^N (\tilde{H}_s^i - H_s^i) = O(N^{-1}),
\]
\[
\kappa^N_2(H^i, s) = \nabla^N (\tilde{H}_s^i - H_s^i) = O(N^{-1}).
\]
Also, the process \(\{\langle \mathcal{M}^{i,N}(H) \rangle_t^2 - \langle \mathcal{M}^{i,N}(H) \rangle_t ; t \in [0,T]\}\) is a martingale with quadratic variation
\[
\langle \mathcal{M}^{i,N}(H) \rangle_t = \int_0^t \frac{1}{N} \sum_{x \in \mathbb{T}_N} \sum_{\epsilon = \pm 1} p(\epsilon) g_i(\alpha^N_s(x)) \left[ N \{ \tilde{H}_s^i(x+\epsilon \frac{1}{N}) - \tilde{H}_s^i(x \frac{1}{N}) \} \right]^2 ds
\]
where we recall that
\[
p(\epsilon) = \frac{1}{2} + \frac{c \epsilon}{\sqrt{N}}.
\]
In addition, we have the following bound, for instance, by an expansion of an exponential martingale \(Z_{s,t}\), as in Section 3.1 of [22]. On \(\mathbb{T}_N\), \(Z_{s,t}\) is viewed as a local martingale with respect to the first (stopping) times \(\tau^N_{s,t}\) that the particle number at a site
on $\mathbb{T}_N$ exceeds thresholds $V$ for $V \uparrow \infty$; however, on $\mathbb{Z}$, the condition (LG) (2.9) ensures that $\mathbb{Z}_{s,t}$ is well-defined as a martingale.

$$
\mathbb{E}_{\nu_0} \left[ \left( M_{t}^{i,N}(H) - M_{s}^{i,N}(H) \right)^4 \right] \leq C(c, a_0, g, H, n) \left\{ |t-s|^2 + \frac{1}{N^{3/2}} |t-s| \right\}. \quad (4.3)
$$

### 4.2. Boltzmann-Gibbs principle.

Define, for $\zeta \in \Omega = \mathbb{Z}^T_+ \cap \mathbb{R}$ (resp. $\zeta \in \Omega^n$) and $\ell \geq 1$, that

$$
\zeta^{(\ell)}(x) := \frac{1}{2\ell + 1} \sum_{y \in \Lambda_\ell} \zeta(x+y)
$$

where we recall that $\Lambda_\ell = \{ x \in \mathbb{T}_N : |x| \leq \ell \}$. For $h : \mathbb{T}_N \rightarrow \mathbb{R}$, $T > 0$ and $c \in \mathbb{R}$, define $\bar{h}_{c,s} : [0,T] \times \mathbb{T}_N \rightarrow \mathbb{R}$ by $\bar{h}_{c,s}(x) = \bar{h}(x-[cs])$. The density $a_0$ in the following is generic, and need not satisfy the frame condition (FC). (1.6).

**Theorem 4.1.** Let $\ell_0 \geq 1$, $f : \Omega^n \rightarrow \mathbb{R}$ be a local $L^5(\nu_0)$ function supported on sites in $\Lambda_{\ell_0}$ such that $\bar{f}(a_0) = 0$ and $\nabla \bar{f}(a_0) = 0$. There exists a constant $C = C(a_0, \ell_0, n)$ such that, for $T > 0$, $\ell \geq \ell_0$ and $h : \mathbb{T}_N \rightarrow \mathbb{T}$,

$$
\mathbb{E}_{\nu_0} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t ds \sum_{x \in \mathbb{T}_N} \bar{h}_{c,s}(x) \left( f(t_\tau, a_s^N) - \frac{1}{2} \sum_{j,k=1}^n \partial_{a_j} \partial_{a_k} \bar{f}(a_0) \left\{ \left( \alpha_s^{(N)}(\ell) - a_0 \right) \left( \alpha_s^{(N)}(\ell) - a_0 \right) \right\} \right) \right)^2 \right] 
\leq C \|f\|_{L^5(\nu_0)}^2 \left( \frac{T^\ell}{N} \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} h^2(x) \right) + \frac{T^{2N^2}}{\ell} \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} |h(x)| \right) \right)^2.
$$

On the other hand, when only $\bar{f}(a_0) = 0$ is known,

$$
\mathbb{E}_{\nu_0} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t ds \sum_{x \in \mathbb{T}_N} \bar{h}_{c,s}(x) \left( f(t_\tau, a_s^N) - \sum_{i=1}^n \partial_{a_i} \bar{f}(a_0) \left\{ \left( \alpha_s^{(N)}(\ell) - a_0 \right) \right\} \right) \right)^2 \right] 
\leq C \|f\|_{L^5(\nu_0)}^2 \left( \frac{T^\ell}{N} \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} h^2(x) \right) + \frac{T^{2N^2}}{\ell} \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} |h(x)| \right)^2 \right).
$$

The first estimate is used for $\mathcal{B}_{t}^{i,N}(H)$ in (4.4) and then in the proof of Proposition 4.3 while the second is used for $\mathcal{B}_{t}^{i,N}(H)$. We prove this theorem in Section 5.

### 4.3. Tightness.

We prove tightness of the fluctuation fields, starting from the invariant measure $\nu_{a_0}$, using the Boltzmann-Gibbs principle.

**Proposition 4.2.** The sequences $\left\{ Y_t^N : t \in [0,T] \right\}_{N \geq 1}$, $\left\{ \mathbb{M}_{t}^{i,N} : t \in [0,T] \right\}_{N \geq 1}$, $\left\{ \mathcal{Y}_{t}^{N} : t \in [0,T] \right\}_{N \geq 1}$, $\left\{ \mathcal{B}_{t}^{N} : t \in [0,T] \right\}_{N \geq 1}$, $\left\{ \mathcal{K}_{t}^{N} : t \in [0,T] \right\}_{N \geq 1}$ and $\left\{ \mathcal{N}_{t}^{N} : t \in [0,T] \right\}_{N \geq 1}$, when starting from invariant measure $\nu_{a_0}$, are tight in the uniform topology on $D([0,T], \mathcal{D}'(\mathbb{T}^n))$. 


Proof. By Mitoma’s criterion \cite{39}, to prove tightness of the sequences with respect to uniform topology on $D([0, T], D'(\mathbb{T}))$, it is enough to show, for each $1 \leq i \leq n$, tightness of $\mathcal{Y}^{i, N}_t(H)$, $\mathcal{M}^{i, N}_t(H)$, $\mathcal{G}^{i, N}_t(H)$, $\mathcal{B}^{i, N}_t(H)$, $\mathcal{K}^{i, N}_t(H)$ and $\langle \mathcal{M}^{i, N}(H) \rangle$, with respect to the uniform topology for all $H \in D(\mathbb{T})$. Note that all initial values vanish, except $\mathcal{Y}^{i, N}_0(H)$.

Tightness of $\{\mathcal{Y}^{i, N}_t(H) : t \in [0, T]\}$, in view of the decomposition $\mathcal{Y}^{i, N}_t(H) = \mathcal{Y}^{i, N}_0(H) + \mathcal{G}^{i, N}_t(H) + \mathcal{K}^{i, N}_t(H) + \mathcal{M}^{i, N}_t(H)$, will follow from tightness of each term. The tightness of $\mathcal{Y}^{i, N}_0(H)$, given that we begin under $\nu_{a_0}$, is immediate.

For the martingale term, we use Doob’s inequality, stationarity of $\nu_{a_0}$, estimate (4.3), and dividing the time interval into subintervals of size $\delta^{-1}$ to obtain

$$
\mathbb{P}_{\nu_{a_0}}\left( \sup_{0 \leq s, t \leq T} |\mathcal{M}^{i, N}_s(H) - \mathcal{M}^{i, N}_t(H)| > \epsilon \right) \lesssim 3T \epsilon^{-4} \delta^{-1} \mathbb{E}_{\nu_{a_0}} \left[ (\mathcal{M}^{i, N}_0(H))^4 \right] \leq C(c, a_0, \epsilon, g, H, T) \left\{ \delta + \frac{1}{N^{3/2}} \right\}.
$$

Since also $\mathcal{M}^{i, N}_0(H) = 0$, tightness now follows (cf. Theorem 15.5 in \cite{6}).

We now prove tightness for $\{\mathcal{B}^{i, N}_t(H) : t \in [0, T]\}$, defined as an integral up to time $t$ and so continuous in $t$, through the Kolmogorov-Centsov criterion. Let

$$
V_i(\alpha) = g_i(\alpha) - \tilde{g}_i(a_0) - \sum_{j=1}^n \partial_{a_j} \tilde{g}_i(a_0)(\alpha^j(0) - a_0^j).
$$

Then, for $H \in D(\mathbb{T})$,

$$
\mathcal{B}^{i, N}_t(H) = 2c \int_0^t \sum_{x \in \mathbb{T}^N} (\nabla^N_x H_s) \tau_x V_i(\alpha^N_s) \, ds.
$$

By its form, $\tilde{V}_i(a_0) = 0$ and $\partial_{a_j} \tilde{V}_i(a_0) = 0$ for $1 \leq j \leq n$. Also, for $1 \leq j, k \leq n$, $\partial_{a_j} \partial_{a_k} \tilde{V}_i(a_0) = \partial_{a_j} \partial_{a_k} \tilde{g}_i(a_0)$.

By invoking Theorem \ref{4.1} with $\ell_0 = 1$ and $h(x) = \nabla^N_x H$, and translation-invariance of $\nu_{a_0}$, for $\ell \geq 1$, we have

$$
\mathbb{E}_{\nu_{a_0}} \left[ \mathcal{B}^{i, N}_t(H) \right] - c \sum_{x \in \mathbb{T}^N} \sum_{j,k=1}^n \int_0^t \partial_{a_j} \partial_{a_k} \tilde{g}_i(a_0) \left\{ \left( (\alpha^N_s)^{(j)}(x) - a_0^j \right)^2 + \left( (\alpha^N_s)^{(k)}(x) - a_0^k \right)^2 - \frac{\Gamma_{j,k}(a_0)}{2\ell + 1} \right\} \, ds \right] \lesssim C(a_0, c, g_i) \left\{ \frac{t}{N} + \frac{t^2 N^2}{\ell^2} \right\} \left\{ \left( \frac{1}{N} \sum_{x \in \mathbb{T}^N} (\nabla^N_x H)^2 \right) + \left( \frac{1}{N} \sum_{x \in \mathbb{T}^N} |\nabla^N_x H|^2 \right) \right\}.
$$
On the other hand, noting \( E_{\nu_0} \left[ |\alpha^i(0) - a_0|^4 \right] \leq C \ell^{-2} \), the square of the \( L^2(\nu_{a_0}) \) norm of the integral term above is bounded by

\[
C(a_0, c, g, H) \frac{t^2 N^2}{\ell^2} \left( \frac{1}{N} \sum_x |\nabla_x H| \right)^2.
\]

Hence, for \( \ell > 1 \), we have

\[
\mathbb{E}_{\nu_0} \left[ (B^{i,N}_{t}(H))^2 \right] \leq C(c, a_0, g, H) \left[ \frac{t \ell}{N} + \frac{t^2 N^2}{\ell^2} \right].
\]

By stationarity we have also

\[
\mathbb{E}_{\nu_0} \left[ (B^{i,N}_{t}(H) - B^{i,N}_{s}(H))^2 \right] \leq C(c, a_0, g, H) \left[ \frac{|t-s|}{N} + \frac{|t-s|^2 N^2}{\ell^2} \right].
\]

Then, if \( \ell \) is taken as \( \ell = |t-s|^{1/3} N > 1 \), we conclude \( \mathbb{E}_{\nu_0} \left[ (B^{i,N}_{t}(H) - B^{i,N}_{s}(H))^2 \right] \leq C(c, a_0, g, H)|t-s|^{4/3} \). However, when \( |t-s|^{1/3} N \leq 1 \), we have that

\[
\mathbb{E}_{\nu_0} \left[ (B^{i,N}_{t}(H) - B^{i,N}_{s}(H))^2 \right] \leq C(c, a_0, g, H)|t-s|^{4/3} \quad (4.5)
\]

Since also \( B^{i,N}_{0}(H) = 0 \), this shows tightness of \( B^{i,N}_{t}(H) \) (cf. Theorem 12.3 in [6]).

Finally, the argument for \( J^{i,N}(H), \langle M^{i,N}(H) \rangle \) and \( K^{i,N}(H) \), given their forms, are simpler and can be done using invariance of the product measure \( \nu_{a_0} \) by squaring all terms, with a Kolmogorov-Centsov right-hand estimate of order \( |t-s|^{2} \), completing the proof. \( \square \)

4.4. **Identification of limit points.** With tightness (Proposition [4.2]) in hand, we now identify the limit points of \( \{Y^{N}_{t} : t \in [0, T] \} \) and its parts in decomposition (4.2). Let \( Q^{N} \) be the distribution of

\[
\left\{ \left( Y^{N}_{t}, M^{N}_{t}, J^{N}_{t}, B^{N}_{t}, K^{N}_{t}, \langle M^{N} \rangle_{t} \right) : t \in [0, T] \right\},
\]

and let \( N' \) be a subsequence where \( \{Q^{N'}\}_{N'} \) converges to a limit point \( Q \). Let also \( Y_{t}, M_{t}, J_{t}, B_{t}, K_{t} \) and \( D_{t} \) be the respective limits in distribution of the components. Since tightness is shown in the uniform topology on \( D([0, T], D'(\mathbb{T}^n)) \), it is standard that \( Y_{t}, M_{t}, J_{t}, B_{t}, K_{t} \) and \( D_{t} \) have a.s. continuous paths (cf. Theorem 15.5 in [6]).

Let now \( G_{\varepsilon} : \mathbb{T} \rightarrow [0, \infty) \) be a smooth function for \( 0 < \varepsilon \leq 1 \) which approximates \( \iota_{\varepsilon} : z \in \mathbb{T} \rightarrow \varepsilon^{-1}1(|z| \leq \varepsilon) \) as in the definition of energy solution, see Definition [3.1] and before it. That is, \( \|G_{\varepsilon}\|_{L^2(\mathbb{T})}^2 \leq 2\|\iota_{\varepsilon}\|_{L^2(\mathbb{T})}^2 = \varepsilon^{-1} \) and \( \lim_{\varepsilon \downarrow 0} \varepsilon^{-1/2}\|G_{\varepsilon} - \iota_{\varepsilon}\|_{L^2(\mathbb{T})} = 0 \).

Define, for \( 1 \leq j, k \leq n, \) and \( H \in D(\mathbb{T}) \),

\[
A^{j,k,N}_{t}(H) := \int_{0}^{t} \frac{1}{N} \sum_{x \in \mathbb{T}^n} \left( \nabla_{x} H \left[ \tau_{x} Y^{N,j}_{s}(G_{\varepsilon}) \tau_{x} Y^{N,k}_{s}(G_{\varepsilon}) \right] ds.
\]
Since for fixed $0 < \varepsilon \leq 1$ and $0 \leq t < t' \leq T$ the map
\[
\pi \mapsto \int_t^{t'} ds \int du (\nabla H(u)) \{ \pi_s^j (\tau_{-u} G_{\varepsilon}) \pi_s^k (\tau_{-u} G_{\varepsilon}) \}
\]
is continuous in the uniform topology on $D([0, T] \cap \mathcal{D}'(\mathbb{T})^n)$, we have subsequentially in distribution that for any time $t \in [0, T]$
\[
\lim \sum_{j,k} \partial_{a_j} \partial_{a_k} \tilde{g}_i (a) A_t^{j,k,e} (H)
\]
\[
= \sum_{j,k} \partial_{a_j} \partial_{a_k} \tilde{g}_i (a) \int_0^t ds \int du (\nabla H(u)) \{ \gamma_s^j (\tau_{-u} G_{\varepsilon}) \gamma_s^k (\tau_{-u} G_{\varepsilon}) \} =: \mathcal{A}_t^{i,e} (H).
\]

**Proposition 4.3.** We have, for each $1 \leq i \leq n$ and $H \in \mathcal{D}(\mathbb{T})$, that
\[
\lim \sup_{N \to \infty} E_{\nu_0} \left[ \sup_{t \in [0, T]} \left| B_t^i (H) - c \sum_{j,k=1}^n \partial_{a_j} \partial_{a_k} \tilde{g}_i (a) A_t^{j,k,e} (H) \right|^2 \right] \leq C(c, a_0, G, T) \left( \varepsilon + \varepsilon^{-1} \| G_{\varepsilon} - t_{\varepsilon} \|_{L^2(\mathbb{T})}^2 \right) \left[ \| \nabla H \|_{L^2(\mathbb{T})}^2 + \| \nabla H \|_{L^2(\mathbb{T})}^2 \right].
\]

Then, on the underlying common probability space, $\{ \mathcal{A}_t^{i,e} (H) \}_{\varepsilon > 0}$ is a uniformly $L^2$ Cauchy sequence, as $\varepsilon \downarrow 0$, as specified in (3.5). Therefore, the limit $\lim_{\varepsilon \downarrow 0} \mathcal{A}_t^{i,e} (H) =: \mathcal{A}_t^i (H) \in C([0, T], \mathbb{R})$, does not depend on the specific family $\{ G_{\varepsilon} \}$, and is stationary, $\mathcal{A}_t^i (H) - \mathcal{A}_s^i (H) \sim \mathcal{A}_{t-s}^i (H)$ for $0 \leq s \leq t \leq T$. Also, a.s. on the underlying common probability space, for $0 \leq t \leq T$, we have $c \mathcal{A}_t^i (H) = B_t^i (H)$. Moreover, the process $\mathcal{A}_t^i (H)$ has zero quadratic variation.

In addition, for each $1 \leq i \leq n$,
\[
\lim \sup_{N \to \infty} E_{\nu_0} \left[ \left| J_t^i (H) - \frac{1}{2} \sum_{j} \partial_{a_j} \tilde{g}_i (a) \int_0^t \gamma_s^j (\Delta H) ds \right|^2 \right] = 0
\]
\[
\lim \sup_{N \to \infty} E_{\nu_0} \left[ \sup_{t \in [0, T]} \left| \mathcal{M}_t^i (H) - \frac{\tilde{g}_i (a) \gamma_s (\Delta H)}{2} \right| \| \nabla H \|_{L^2(\mathbb{T})}^2 \right] = 0
\]
\[
\lim \sup_{N \to \infty} E_{\nu_0} \left[ \sup_{t \in [0, T]} \left| \mathcal{K}_t^i (H) \right|^2 \right] = 0.
\]

Then, in $L^2$, with respect to the underlying common probability space, we have
\[
\mathcal{K}_t^i (H) = 0, \quad J_t^i (H) = \frac{1}{2} \partial_{a_j} \tilde{g}_i (a) \int_0^t \gamma_s^j (\Delta H) ds \quad \text{and} \quad \mathcal{D}_t^i (H) = \frac{\tilde{g}_i (a) \gamma_s (\Delta H)}{2} \| \nabla H \|_{L^2(\mathbb{T})}^2.
\]

Also, $\mathcal{M}_t^i (H)$ is a continuous martingale with quadratic variation $\mathcal{D}_t^i (H)$. Moreover, the cross variation between components $\mathcal{M}_t^i (H)$ and $\mathcal{M}_t^j (H)$ vanish for $1 \leq i \neq j \leq n$, and therefore, by Levy’s theorem, $\mathcal{M}_t^j$ is a version of the noise in (3.4).
Proof. Suppose the limit display for $\mathcal{B}_t^i(H)$ holds. Then, by Fatou’s lemma, valid for weakly converging random variables through Skorohod’s representation theorem, that
\[
\mathbb{E}_{\mathcal{V}_a_0} \left[ \sup_{t \in [0,T]} \left| \mathcal{B}_t^i(H) - c\mathcal{A}_t^{i,e}(H) \right|^2 \right] \leq C(c, a_0, g, H, T) (\varepsilon + \varepsilon^{-1} \|G_e - t_e\|^2_{L^2(\mathcal{T})}).
\]
Hence, $\mathcal{A}_t^{i,e}(H)$, as $\varepsilon \downarrow 0$, is a uniformly $L^2$ Cauchy sequence, and so $c\mathcal{A}_t^i(H) = \mathcal{B}_t^i(H)$ a.s. Moreover, since by the tightness estimate (4.5) in the proof of Proposition 4.2, we have $\mathbb{E}_{\mathcal{V}_a_0} \left[ (\mathcal{B}_t^i(H) - \mathcal{B}_t^i(H))^2 \right] \lesssim |t - s|^{4/3}$, and therefore $\mathbb{E}_{\mathcal{V}_a_0} \left[ (\mathcal{A}_t^i(H) - \mathcal{A}_s^i(H))^2 \right] \lesssim |t - s|^{4/3}$, we conclude the process $\mathcal{A}_t^i(H)$ has zero quadratic variation.

We now show the limit with respect to $\{\mathcal{B}_t^{i,N}(H)\}_{N \geq 1}$. Note, for $\ell = [\varepsilon N]$, that
\[
\sum_{x \in \mathbb{T}_N} (\nabla_x^N H_s) \left( (\alpha_{s}^{j,N}(x) - a_0^j) \right) \left( (\alpha_{s}^{k,N}(x) - a_0^k) \right) = \sum_{x \in \mathbb{T}_N} (\nabla_x^N H_s) \left( \frac{1}{2\ell + 1} \sum_{|z| \leq \ell} (\alpha_{s}^{j,N}(x + z) - a_0^j) \right) \left( \frac{1}{2\ell + 1} \sum_{|z| \leq \ell} (\alpha_{s}^{k,N}(x + z) - a_0^k) \right) = 1 + O(N^{-1}) \sum_{x \in \mathbb{T}_N} (\nabla_x^N H_s) \left[ \tau_{x}^{j,N}(t_e) \right] \left[ \tau_{x}^{k,N}(t_e) \right].
\]
Here, the shift by $N^{-1} [c\lambda s N^2/(2\sqrt{N})]$ in $\tau_{x}^{j,N} \cdot \tau_{x}^{k,N}$ was transferred from $\nabla_x^N H_s$ (cf. (4.1)). Then, with $\ell = [\varepsilon N]$, by Theorem 4.1 as in the bound (4.4), we have
\[
\limsup_{N \uparrow \infty} \mathbb{E}_{\mathcal{V}_a_0} \left[ \sup_{t \in [0,T]} \mathcal{B}_t^{i,N}(H) \right] = \limsup_{N \uparrow \infty} \mathbb{E}_{\mathcal{V}_a_0} \left[ \sup_{t \in [0,T]} \mathcal{B}_t^{i,N}(H) \right] = \limsup_{N \uparrow \infty} C(c, a_0, g, T) \left( \varepsilon + \frac{1}{\varepsilon N} \right) \left( \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} (\nabla_x^N H_s)^2 \right) + \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} |\nabla_x^N H_s| \right)^2 \right).
\]
Here, as the sum of $\nabla_x^N H_s$ on $x$ vanishes, we introduced the centering constant $(2\ell + 1)^{-1} \Gamma_{j,k}(a_0)$ in the second line. Now,
\[
\left[ y_{s}^{j,N}(t_e) \right] \left[ y_{s}^{k,N}(t_e) \right] - \left[ y_{s}^{j,N}(G_e) \right] \left[ y_{s}^{k,N}(G_e) \right] = \left[ y_{s}^{j,N}(t_e) - y_{s}^{j,N}(G_e) \right] \left[ y_{s}^{k,N}(t_e) \right] + \left[ y_{s}^{j,N}(G_e) \right] \left[ y_{s}^{k,N}(t_e) \right] - \left[ y_{s}^{k,N}(G_e) \right] \left[ y_{s}^{k,N}(t_e) \right].
\]
By Schwarz inequality and stationarity of $\mathcal{V}_a_0$,
\[
\limsup_{N \uparrow \infty} \mathbb{E}_{\mathcal{V}_a_0} \left[ \sup_{t \in [0,T]} \left( \int_0^t \frac{1}{N} \sum_{x \in \mathbb{T}_N} (\nabla_x^N H_s) \left[ \tau_{x}^{j,N}(t_e) \right] \left[ \tau_{x}^{k,N}(t_e) \right] ds - \mathcal{A}_t^{i,j,k,e,N}(H) \right)^2 \right]
\]

is less than

\[
T^2 \limsup_{N \to \infty} \mathbb{E}_{\nu_{a_0}} \left[ \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} |\nabla^N_x H| \tau_x y_0^{i,N}(t\varepsilon) \tau_x v_0^{k,N}(t\varepsilon) \right)^2 \right] \\
\leq C(a_0) T^2 \varepsilon^{-1} \|G_{\varepsilon} - t_{\varepsilon}\|^2_{L^2(T)} \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} |\nabla^N_x H| \right)^2.
\]

These estimates with the inequality \((a + b)^2 \leq 2a^2 + 2b^2\) finish the proof of the \(\{B^{i,N}_n\}_{N \geq 1}\) limit.

The proof for the limit of \(\{g^{i,N}_n\}_N\), following the same scheme, using Theorem 4.1 to control differences \(g_i^N(x) - g_i^N(0) - \sum_{j=1}^n \partial_{x^j} g_i^N(0) [\langle \alpha_i^{N}(t) \rangle(x) - \alpha_i^N] \), is analogous.

Also, the arguments for \(\{\mathcal{K}^{i,N}_n\}_N\) and \(\{\mathcal{M}^{i,N}_n\}_N\) and identification of limits of \(\mathcal{K}^{i}_l\) and \(\mathcal{D}^{i}_l\), noting their forms, and that the process starts from invariant product measure \(\nu_{a_0}\), follow by straightforward \(L^2\) calculations.

We now address the martingale convergence. By the identification given before, any limit point of the quadratic variation sequence equals \(\mathcal{D}_l(H)\). Also, the limit of martingale sequence, with respect to the uniform topology, \(\mathcal{M}_l(H)\), is a continuous martingale. Now, by the triangle inequality, Doob’s inequality and the quadratic variation bound (4.3), for \(1 \leq i \leq n\),

\[
\mathbb{E}_{\nu_{a_0}} \left[ \sup_{0 \leq s \leq t} |\mathcal{M}^{i,N}_s(H) - \mathcal{M}^{i,N}_{s-}(H)| \right] \\
\leq 2 \mathbb{E}_{\nu_{a_0}} \left[ \sup_{s \in [0,t]} |\mathcal{M}^{i,N}_s(H)|^2 \right]^{1/2} \\
\leq 2 \mathbb{E}_{\nu_{a_0}} \left[ \langle \mathcal{M}^{i,N}(H) \rangle_t \right]^{1/2} \leq C(c, a_0, g, H, T).
\]

Then, by Corollary VI.6.30 of [32], \(\langle \mathcal{M}^{i,N}(H), \langle \mathcal{M}^{j,N}(H) \rangle \rangle\) converges in distribution to \(\langle \mathcal{M}^i(H), \langle \mathcal{M}^j(H) \rangle \rangle\). Since \(\langle \mathcal{M}^{i,N}(H) \rangle\) converges in distribution to \(\mathcal{D}^i(H)\), we have \(\langle \mathcal{M}^i(H) \rangle_t = \tilde{g}_i(a_0) t \|\nabla H\|^2_{L^2}\) for \(0 \leq t \leq T\).

Moreover, for \(i \neq j\), the cross variations vanish:

\[
\frac{d}{dt} \langle \mathcal{M}^{i,N}(G_1), \mathcal{M}^{j,N}(G_2) \rangle_t = N \left( L_N(\langle \alpha_i^{N}, G_1 \rangle, \langle \alpha_j^{N}, G_2 \rangle) \\
- \langle \alpha_i^{j,N}, G_1 \rangle L_N(\langle \alpha_i^{j,N}, G_2 \rangle, \langle \alpha_j^{j,N}, G_1 \rangle) \right) = 0.
\]

Hence, by Levy’s theorem, \(\mathcal{M}_l\) is a version of the noise desired. This finishes the proof.

\[\square\]
4.5. Proof of Theorem 3.4: Nonlinear fluctuations. Let $H \in \mathcal{D}(\mathbb{R})$, $t \in [0, T]$. By the decomposition (4.2), identification Proposition 4.3 and tightness of the constituent processes $\mathcal{M}_t^N$, $\mathcal{Y}_t^N$, $\mathcal{U}_t^N$, $\mathcal{A}_t^N$ and $\mathcal{B}_t^N$ and $\mathcal{K}_t^N$ in the uniform topology, any limit point of

$$ (\mathcal{M}_t^N, \mathcal{Y}_t^N, \mathcal{U}_t^N, \mathcal{A}_t^N, \mathcal{B}_t^N, \mathcal{K}_t^N) $$

is such that $\mathcal{Y}_t$ satisfies the multi-species energy condition (3.5) where $\mathcal{A}_t$ has zero quadratic variation. Also, componentwise,

$$ \mathcal{M}_t^i(H) = \mathcal{Y}_t^i(H) - \mathcal{Y}_0^i(H) - \frac{1}{2} \partial_{a_i} \tilde{g}_i(a_0) \int_0^t \mathcal{Y}_s^i(\triangle H) ds - c\mathcal{A}_t^i(H) $$

is a continuous martingale with respect to the filtration generated by $\mathcal{Y}_t$, with quadratic variation $\tilde{g}_i(a_0) \| \nabla H \|_{L^2}$. In addition, the cross variations between $\mathcal{M}_t^i$ and $\mathcal{M}_t^j$ vanish. Moreover, $\mathcal{Y}_0$, as the limit of $\mathcal{Y}_t^N$, is a spatial white noise with covariance (3.2). At this point, we have verified items (i), (ii) and (iii) of Definition 3.1 in the specification of the multi-scale energy solution.

Finally, to complete the item, we note by explicit computation that

$$ \lim_{\epsilon \to 0} \hat{\mathcal{A}}_t^{i,\epsilon}(H) = \lim_{\epsilon \to 0} \sum_{j,k} \partial_{a_j} \partial_{a_k} \tilde{g}_i(a_0) \int_0^t \nabla H(u) \tau_{-u} \mathcal{Y}_s^j(\tau_{-u}^k(t_\epsilon)) duds $$

$$ = \lim_{\epsilon \to 0} \sum_{j,k} \partial_{a_j} \partial_{a_k} \tilde{g}_i(a_0) \int_{T-1}^T \nabla H(u) \tau_{-u} \mathcal{Y}_s^j(\tau_{-u}^k(t_\epsilon)) duds $$

$$ = A_T^i(H) - A_{T-1}^i(H). $$

5. Proof of Theorem 4.1: Boltzmann-Gibbs principle

We adapt the proof of Theorem 3.2 in [22] and Theorem 3.1 in [44] to the multi-species setting. For the convenience of the reader, although some of the arguments are similar, we give the pertinent details. We first recall some preliminary notions and estimates, before proving Theorem 4.1 at the end of the Subsection 5.1.

We will need an ‘equivalence of ensembles’ estimate for the zero-range invariant measure $\nu_{a_0}$, proved in Subsection 5.2. We remark the density $a_0$ here is generic and need not satisfy the frame condition (FC). (1.6).
In the following, for $\zeta \in \Omega$ or $\zeta \in \Omega^n$, we will abbreviate $\zeta^{(\ell)}(0) = \zeta^{(\ell)}$ for $\ell \geq 1$. Recall the covariance of $\alpha^j$ and $\alpha^k$, under $\nu_{a_0}$, is denoted by $\Gamma_{j,k}(a_0)$ for $1 \leq j, k \leq n$. We will also drop the superscript ‘$N$’ and write $\alpha^N = \alpha$.


**Theorem 5.1** (equivalence of ensembles). Let $f : \Omega^n \to \mathbb{R}$ be a local $L^5(\nu_{a_0})$ function, supported on sites in $\Lambda_{\ell_0}$, such that $\bar{f}(a_0) = 0$ and $\nabla \bar{f}(a_0) = 0$. Then, there exists a constant $C = C(a_0, \ell_0, n)$ such that for $\ell \geq \ell_0$ we have

$$
\left\| E_{\nu_{a_0}}[f(\alpha)|\alpha^j(\ell) : 1 \leq i \leq n] - \sum_{j,k=1}^n \left\{ (\alpha^j(\ell) - a^j_0)(\alpha^k(\ell) - a^k_0) \right\} \partial_{\alpha^j} \partial_{\alpha^k} \bar{f}(a_0) \right\|_{L^4(\nu_{a_0})} \leq \frac{C \|f\|_{L^5(\nu_{a_0})}}{\ell^{3/2}}.
$$

On the other hand, when only $\bar{f}(a_0) = 0$ is known,

$$
\left\| E_{\nu_{a_0}}[f(\alpha)|\alpha^j(\ell) : 1 \leq i \leq n] - \sum_{j=1}^n \{ \alpha^j(\ell) - a^j_0 \} \partial_{\alpha^j} \bar{f}(a_0) \right\|_{L^4(\nu_{a_0})} \leq \frac{C \|f\|_{L^5(\nu_{a_0})}}{\ell}.
$$

**Proof.** The theorem is proved in Subsection 5.2.

We now define notions of $H_1$ and $H_{-1}$ norms which will be useful. Let $S_N = (L_N + L_N^*)/2$ be the generator of the process with respect to symmetric nearest-neighbor jump probability $s(\pm 1) = 1/2$ and $s(x) = 0$ for $x \neq \pm 1$. Define the $H_{1,N}$ semi-norm $\| \cdot \|_{1,N}$ on local, bounded functions by

$$
\| f \|_{1,N}^2 := E_{\nu_{a_0}}[f(-S_N)f] = N^2D_{\nu_{a_0}}(f),
$$

where $D_{\nu_{a_0}}(f)$ is the grand-canonical Dirichlet form

$$
D_{\nu_{a_0}}(f) = \frac{1}{2} \sum_{i=1}^n \sum_{x,y \in \mathbb{T}_N} E_{\nu_{a_0}}\left[ g_i(\alpha(x))(\nabla_{x,y}^i f(\alpha))^2 \right].
$$

Here, $\nabla_{x,y}^i f(\alpha) := f(\alpha^{x,y;i}) - f(\alpha)$ for $1 \leq i \leq n$ and $x, y \in \mathbb{T}_N$.

Let $H_{1,N}$ be the Hilbert space consisting of the completion of functions with finite $H_{1,N}$ norm modulo norm-zero functions. Note that local bounded functions are dense in $H_{1,N}$. Let $\| \cdot \|_{-1,N}$ be the dual semi-norm with respect to the $L^2(\nu_{a_0})$ inner-product given by

$$
\| f \|_{-1,N} := \sup \left\{ \frac{E_{\nu_{a_0}}[f\phi]}{\|\phi\|_{1,N}} : \phi \neq 0 \text{ local, bounded s.t. } \|\phi\|_{1,N} > 0 \right\}.
$$

Denote $H_{-1,N}$ as the Hilbert space corresponding to the completion over those functions with finite $\| \cdot \|_{-1,N}$ norm modulo norm-zero functions.
We now state a multi-species form of Proposition 4.1 in [22]. Denote the $\Lambda_\ell$-restricted grand-canonical Dirichlet form, on local, bounded functions, by

$$D_{\nu_0,\ell}(\phi) = \frac{1}{4} \sum_{i=1}^n \sum_{\nu_0, x, y \in \Lambda_\ell} E_{\nu_0} \left[ g_i(\alpha(x)) (\nabla_{x,y} \phi(\alpha))^2 \right].$$

Recall the inverse of the spectral gap, $W(k, \ell)$, defined in Subsection 2.2.

**Proposition 5.2.** Let $r : \Omega^d \to \mathbb{R}$ be a local $L^4(\nu_0)$ function, supported on sites in $\Lambda_{\ell_0}$, for $\ell_0 \geq 1$. Suppose that $E_{\nu_0}[r | \alpha(\ell_0)] = 0$ a.s. Then, for local, bounded functions $\phi$, we have

$$|E_{\nu_0}[r(\alpha)\phi(\alpha)]| \leq E_{\nu_0}\left[ W\left( \sum_{x \in \Lambda_{\ell_0}} \alpha(x), \ell_0 \right)^2 \right]^{1/4} \|r\|_{L^4(\nu_0)} D_{\nu_0,\ell_0}^{1/2}(\phi).$$

**Proof.** Recall the notation for the canonical process in Subsection 2.2. Since

$$E_{\nu_0}[r | \alpha(\ell_0)] = E_{\nu_0}[r] = 0,$$

the restriction $r_k$ of the function $r$ to $\mathcal{G}_{k,\ell_0} = \{ \alpha : \sum_{x \in \Lambda_{\ell_0}} \alpha(x) = k \}$ is orthogonal to constant functions. Hence, $r_k$ belongs to the range of $-S_{k,\ell_0}$, and the equality $r_k = -S_{k,\ell_0} u$ holds for a function $u$ on $\mathcal{G}_{k,\ell_0}$. Consider the random variable $k_0 = \sum_{x \in \Lambda_{\ell_0}} \alpha(x)$ and write

$$|E_{\nu_0}[r\phi]| = |E_{\nu_0}[E_{\nu_0}[r\phi | k_0]]| = |E_{\nu_0}[E_{\nu_0}[E_{\nu_0}[r\phi | k_0]]]| = |E_{\nu_0}[E_{\nu_0}[E_{\nu_0}[r_k \phi]]]|$$

$$= |E_{\nu_0}[E_{\nu_0}[E_{\nu_0}[-S_{k_0,\ell_0} u] | \phi]]|$$

$$\leq E_{\nu_0}[E_{\nu_0}[E_{\nu_0}[u(-S_{k_0,\ell_0} u) | \phi(\phi)]) | 1/2 E_{\nu_0}[E_{\nu_0}[\phi(-S_{k_0,\ell_0} \phi)] | 1/2].$$

To obtain the last line, as, for any $k$, $-S_{k,\ell}$ is a nonnegative symmetric operator, we used that it has a square root. Since $W(k, \ell_0)$ is the reciprocal of the spectral gap for $-S_{k,\ell_0}$, we have, for any $k$, that

$$E_{\nu_0}[r_k u] \leq W(k, \ell_0) E_{\nu_0}[r_k^2].$$

Inputting this estimate into the previous display, we obtain

$$|E_{\nu_0}[r\phi]| \leq E_{\nu_0}[W(k_0, \ell_0)]^{1/2} E_{\nu_0}[r_k^2]^{1/2} D_{k_0,\ell_0}^{1/2}(\phi).$$

We now use Schwarz inequality and the fact that

$$E_{\nu_0}[D_{k_0,\ell_0}(\phi)] = D_{\nu_0,\ell_0}(\phi)$$
to finish the proof. 

We now state a useful estimate on the variance of additive functionals, which reduces a dynamic estimate to a static $H_{-1,N}$-estimate. A proof is found in Proposition 4.3 in [44], with a straightforward change of notation; see also Appendix 1.6 in [34] for a similar estimate in a general context. Recall the translation $\tau_c \alpha$ given by $\tau_c \alpha(x) = \alpha(x + c)$. For $c \in \mathbb{R}$ and $R \in L^2(\nu_0)$, let $r : \mathbb{T}_N \times \Omega \to \mathbb{R}$ be a function such that $\|r(z, \cdot)\|_{-1,N} \leq \|R\|_{-1,N}$ for each $z \in \mathbb{T}_N$. 

Proposition 5.3. Let $R : \Omega^a \to \mathbb{R}$ be a mean-zero $L^2(v_{a_0})$ function, $\tilde{R}(a_0) = 0$. Then, there exists a universal constant $C$ such that
\[ \mathbb{E}v_{a_0} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t R([cs], \alpha_s) ds \right)^2 \right] \leq CT ||R||_{-1, N}^2. \]

Recall the definition of $\tilde{h}_{c,s}$, for $c \in \mathbb{R}$ and $s \in [0, T]$, above the statement of Theorem 4.1.

Lemma 5.4. Let $f : \Omega^a \to \mathbb{R}$ be a local $L^4(v_{a_0})$ function supported on sites in $\Lambda_{\ell_0}$ such that $\tilde{f}(a_0) = 0$. Then, there exists a constant $C = C(a_0)$ such that, for $\ell \geq \ell_0$, and $h : \mathbb{T}_N \to \mathbb{R}$,
\[ \mathbb{E}v_{a_0} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t \sum_{x \in \mathbb{T}_N} \tilde{h}_{c,s}(x) f(\tau_x \alpha_s) - \mathbb{E}v_{a_0} [f(\tau_x \alpha_s) | \alpha_s^{(\ell)}] ds \right)^2 \right] \leq CT \frac{\ell^3}{N^2} ||f||^2_{L^4(v_{a_0})} \sum_{x \in \mathbb{T}_N} h^2(x). \]

Proof. We may write the integrand function as follows:
\[ \sum_{x \in \mathbb{T}_N} \tilde{h}_{c,s}(x) \left\{ f(\tau_x \alpha) - \mathbb{E}v_{a_0} [f(\tau_x \alpha) | \alpha^{(\ell)}(x)] \right\} = r([cs], \alpha) \]
where
\[ r(z, \alpha) := \sum_{x \in \mathbb{T}_N} h(x) \left\{ f(\tau_{z+x} \alpha_s) - \mathbb{E}v_{a_0} [f(\tau_{z+x} \alpha_s) | \alpha_s^{(\ell)}(z+x)] \right\}. \]
By translation invariance of $v_{a_0}$, we have that $||r(z, \cdot)||_{-1, N} = ||r||_{-1, N}$ where $r(\alpha) = r(0, \alpha)$. Hence, by Proposition 5.3, we need only a sufficient estimate of the $H_{-1, N}$ norm of $r$ to finish. Using Proposition 5.2, bound the $H_{-1, N}$ norm as follows:
\[ ||r||_{-1, N} = \sup_{\phi} \left\{ \frac{E_{v_{a_0}} [r \phi]}{||\phi||_{1, N}} \right\} \]
\[ = N^{-1} \sup_{\phi} \left\{ D_{v_{a_0}}^{-\frac{1}{2}}(\phi) E_{v_{a_0}} \left[ \sum_{x \in \mathbb{T}_N} h(x) \left\{ f(\tau_x \alpha) - \mathbb{E}v_{a_0} [f(\tau_x \alpha) | \alpha^{(\ell)}(x)] \right\} \phi \right] \right\} \]
\[ = N^{-1} \sup_{\phi} \left\{ \sum_{x \in \mathbb{T}_N} D_{v_{a_0}}^{-\frac{1}{2}}(\phi) E_{v_{a_0}} \left[ h(x) \left( f(\alpha) - \mathbb{E}v_{a_0} [f(\alpha) | \alpha^{(\ell)}]] \right) \phi(\tau_{-x} \alpha) \right] \right\} \]
\[ \leq N^{-1} \sup_{\phi} D_{v_{a_0}}^{-\frac{1}{2}}(\phi) \sum_{x \in \mathbb{T}_N} ||h||_{L^2(v_{a_0})} \left[ W \left( \sum_{z \in \Lambda_{\ell}} \alpha(z) \right) L^2 \right] \frac{1}{2} ||f||_{L^4(v_{a_0})} D_{v_{a_0}}^{\frac{1}{2}}(\phi(\tau_{-x} \alpha)) \right\}. \]
By translation-invariance of $v_{a_0}$, and counting the number of repetitions,
\[ \sum_{x \in \mathbb{T}_N} D_{v_{a_0}}(\phi(\tau_{-x} \alpha)) \leq (2\ell + 1) D_{v_{a_0}}(\phi). \]
Then, by the spectral gap assumption (SG) (2.5), and \( 2ab = \inf_{\kappa > 0}[\kappa a^2 + \kappa^{-1}b^2] \), we bound (5.1) by a constant times

\[
N^{-1} \sup_0 D_{\nu_{a_0}}^{-\frac{1}{2}}(\phi) \inf_{\kappa > 0} \left\{ \kappa \ell^2 \|f\|_{L^2(\nu_{a_0})}^2 \sum_{x \in \mathbb{Z}_N} h^2(x) + \kappa^{-1} \ell D_{\nu_{a_0}}(\phi) \right\}
\]

\[
\lesssim \left( \frac{\ell^3}{N^2} \|f\|_{L^2(\nu_{a_0})}^2 \sum_{x \in \mathbb{Z}_N} h^2(x) \right)^\frac{1}{2}.
\]

Proof. We prove only the first statement since the second has a similar argument. Define

\[
\tilde{f}(\alpha_0) = \inf_{\kappa > 0} \left\{ \kappa \ell^2 \|f\|_{L^2(\nu_{a_0})}^2 \sum_{x \in \mathbb{Z}_N} h^2(x) + \kappa^{-1} \ell D_{\nu_{a_0}}(\phi) \right\}
\]

Then, by the spectral gap assumption (SG) (2.5), and \( \tilde{f}(\alpha_0) = 0 \) and \( \nabla \tilde{f}(\alpha_0) = 0 \). There exists a constant \( C = C(\alpha_0, \ell_0, n) \) such that, for \( \ell \geq \ell_0 \), and \( h : \mathbb{T}_N \to \mathbb{R} \),

\[
\mathbb{E}_{\nu_{a_0}} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t \sum_{x \in \mathbb{Z}_N} \tilde{h}_{c,s}(x) \right.ight.
\]

\[
\times \left\{ \mathbb{E}_{\nu_{a_0}} \left[ f(\tau_s \alpha_0) | \alpha_s^{(t)}(x) \right] - \mathbb{E}_{\nu_{a_0}} \left[ f(\tau_s \alpha_0) | \alpha_0^{(2\ell)}(x) \right] \right\} ds \right)^2
\]

\[
\leq CT\|f\|_{L^2(\nu_{a_0})}^2 \frac{\ell}{N^2} \sum_{x \in \mathbb{Z}_N} h^2(x).
\]

On the other hand, when only \( \tilde{f}(\alpha_0) = 0 \) is known,

\[
\mathbb{E}_{\nu_{a_0}} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t \sum_{x \in \mathbb{Z}_N} \tilde{h}_{c,s}(x) \right.ight.
\]

\[
\times \left\{ \mathbb{E}_{\nu_{a_0}} \left[ f(\tau_s \alpha_0) | \alpha_s^{(t)}(x) \right] - \mathbb{E}_{\nu_{a_0}} \left[ f(\tau_s \alpha_0) | \alpha_0^{(2\ell)}(x) \right] \right\} ds \right)^2
\]

\[
\leq CT\|f\|_{L^2(\nu_{a_0})}^2 \frac{\ell^2}{N^2} \sum_{x \in \mathbb{Z}_N} h^2(x).
\]

Proof. We prove only the first statement since the second has a similar argument. Define

the sigma-field \( \mathcal{F}_\ell = \sigma\{\alpha_0^{(\ell)}, \alpha_c^{(\ell)}\} \) where \( \alpha_c^{(\ell)} = \{\alpha(x) : x \notin \Lambda_\ell\} \) for \( \ell \geq 1 \). Since \( f \) is supported on sites \( \Lambda_{\ell_0} \), and \( \nu_{a_0} \) is a product measure, we have that

\[
\mathbb{E}_{\nu_{a_0}} \left[ f(\alpha) | \alpha^{(m)} \right] = \mathbb{E}_{\nu_{a_0}} \left[ f(\alpha) | \alpha^{(m)}, \alpha_c^{(m)} \right]
\]

and since \( \mathcal{F}_{2\ell} \subset \mathcal{F}_\ell, \ell \geq \ell_0 \) we get that

\[
\mathbb{E}_{\nu_{a_0}} \left[ \mathbb{E}_{\nu_{a_0}} \left[ f(\alpha) | \alpha^{(\ell)} \right] | \alpha^{(2\ell)} \right] = \mathbb{E}_{\nu_{a_0}} \left[ \mathbb{E}_{\nu_{a_0}} \left[ f(\alpha) | \alpha^{(\ell)}, \alpha_c^{(\ell)} \right] | \alpha^{(2\ell)}, \alpha_c^{(2\ell)} \right]
\]

\[
= \mathbb{E}_{\nu_{a_0}} \left[ f(\alpha) | \alpha^{(2\ell)}, \alpha_c^{(2\ell)} \right] = \mathbb{E}_{\nu_{a_0}} \left[ f(\alpha) | \alpha^{(2\ell)} \right].
\]
We now follow similar steps as in the proof of Lemma 5.4 to the last line, with
\[
r(z, \alpha) = \sum_{x \in \mathbb{Z}^N} h(x) \left\{ E_{V_{a_0}} \left[ f(\tau_z \alpha) | \alpha^{(\ell)}(z) \right] - E_{V_{a_0}} \left[ f(\tau_z \alpha) | \alpha^{(2\ell)}(z) \right] \right\}
\]
and \( r(\alpha) = r(0, \alpha) \). To finish, we claim that the following variance is bounded as
\[
\left\| E_{V_{a_0}} \left[ f(\alpha) | \alpha^{(\ell)} \right] - E_{V_{a_0}} \left[ f(\alpha) | \alpha^{(2\ell)} \right] \right\|_{L^4(V_{a_0})}^2 \lesssim \| f \|_{L^5(V_{a_0})}^2 \ell^{-2}.
\]
Indeed, by the inequality \((a + b + c)^2 \leq 3a^2 + 3b^2 + 3c^2\), the variance is bounded by
\[
3 \left\| E_{V_{a_0}} \left[ f(\alpha) - \sum_{j,k} \frac{\partial_{\alpha^j} \partial_{\alpha^k}}{2(2\ell)+1} \alpha^{(\ell)} \right] \right\|_{L^4(V_{a_0})}^2
+ 3 \left\| E_{V_{a_0}} \left[ f(\alpha) - \sum_{j,k} \frac{\partial_{\alpha^j} \partial_{\alpha^k}}{2(2\ell)+1} \alpha^{(2\ell)} \right] \right\|_{L^4(V_{a_0})}^2
+ 3 \left\| \sum_{j,k} \frac{\partial_{\alpha^j} \partial_{\alpha^k}}{2(2\ell)+1} E_{V_{a_0}} \left[ (\alpha^{j,\ell} - a_0^j)(\alpha^{k,\ell} - a_0^k) \right] - \frac{\Gamma_{j,k}(a_0)}{2(2\ell)+1} \alpha^{(\ell)} \right\|_{L^2(V_{a_0})}^2
\]
\[
+ E_{V_{a_0}} \left[ (\alpha^{j,2\ell} - a_0^j)(\alpha^{k,2\ell} - a_0^k) - \frac{\Gamma_{j,k}(a_0)}{2(2\ell)+1} \alpha^{(2\ell)} \right] \right\|_{L^2(V_{a_0})}^2
\]
The first two terms are bounded by Theorem 5.1 of order \( O(\| f \|_{L^5(V_{a_0})}^2 \ell^{-3}) \). However, the last term, by a fourth moment bound of \( (\alpha^{j,2\ell} - a_0^j)^2 \) with variously \( m = \ell \) and \( m = 2\ell \) and using that \( |\partial_{\alpha^j} \partial_{\alpha^k} \tilde{f}(a_0)| \lesssim \| f \|_{L^2(V_{a_0})} \) is of order \( O(\| f \|_{L^2(V_{a_0})}^2 \ell^{-2}) \).

Combining the two estimates, we obtain that the variance is of order \( O(\| f \|_{L^5(V_{a_0})}^2 \ell^{-2}) \) as desired. Replacing now \( \| f \|_{L^4(V_{a_0})}^2 \) in the last line of Lemma 5.4 by this variance estimate, one recovers the bound in the first statement. \( \square \)

The next lemma replaces \( \ell_0 \) with \( \ell \geq \ell_0 \) and Lemma 5.7 will apply for large \( \ell \).

**Lemma 5.6.** Let \( f : \Omega^n \to \mathbb{R} \) be a local \( L^5(V_{a_0}) \) function supported on sites in \( \Lambda_{\ell_0} \) such that \( \tilde{f}(a_0) = 0 \) and \( \nabla \tilde{f}(a_0) = 0 \). Then, there exists a constant \( C = C(a_0, \alpha, \ell_0, n) \) such that, for \( \ell \geq \ell_0 \), and \( h : \mathbb{T}_N \to \mathbb{R} \),
\[
\mathbb{E}_{V_{a_0}} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t \right. \sum_{x \in \mathbb{T}_N} \tilde{h}_{c,s}(x) \left\{ E_{V_{a_0}} \left[ f(\tau_s \alpha) | \alpha^{(\ell_0)}(x) \right] - E_{V_{a_0}} \left[ f(\tau_s \alpha) | \alpha^{(\ell)}(x) \right] \right\} ds \left. \right)^2 \right] \leq CT \| f \|_{L^5(V_{a_0})}^2 \frac{\ell}{N^2} \sum_{x \in \mathbb{T}_N} h^2(x).
\]
On the other hand, when only $\tilde{f}(a_0) = 0$ is known,

$$
\mathbb{E}_{\nu_0} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t \sum_{x \in \mathbb{T}_N} \tilde{h}_{c,s}(x) \left\{ \mathbb{E}_{\nu_0} \left[ f(\tau_s \alpha) | \alpha^{(\ell_0)}(x) \right] - \mathbb{E}_{\nu_0} \left[ f(\tau_s \alpha) | \alpha^{(\ell)}(x) \right] \right\} ds \right)^2 \right] \\
\leq C T \|f\|^2_{L^5(\nu_0)} \frac{\ell^2}{N^2} \sum_{x \in \mathbb{T}_N} h^2(x).
$$

Proof. As the second statement has a similar proof, we only demonstrate the first display.

Write $\ell = 2^{m+1}\ell_0 + r$ where $0 \leq r \leq 2^{m+1}\ell_0 - 1$. Then,

$$
\begin{align*}
\mathbb{E}_{\nu_0} \left[ f(\alpha) | \alpha^{(\ell_0)} \right] - \mathbb{E}_{\nu_0} \left[ f(\alpha) | \alpha^{(\ell)} \right] &= \mathbb{E}_{\nu_0} \left[ f(\alpha) | \alpha^{(2^{m+1}\ell_0)} \right] - \mathbb{E}_{\nu_0} \left[ f(\alpha) | \alpha^{(\ell)} \right] \\
&+ \sum_{i=0}^{m} \left\{ \mathbb{E}_{\nu_0} \left[ f(\alpha) | \alpha^{(2^i\ell_0)} \right] - \mathbb{E}_{\nu_0} \left[ f(\alpha) | \alpha^{(2^{i+1}\ell_0)} \right] \right\}.
\end{align*}
$$

Now, by Minkowski’s inequality and Lemma 5.5, we obtain that the left-side of the display in the lemma statement is bounded by a constant times

$$
\begin{align*}
&\left\{ \left( \frac{T 2^{m+1}\ell_0}{N^2} \right)^{1/2} + \sum_{i=0}^{m} \left( \frac{T 2^i\ell_0}{N^2} \right)^{1/2} \right\}^2 \|f\|^2_{L^5(\nu_0)} \sum_{x \in \mathbb{T}_N} h^2(x) \\
&\leq T \ell \|f\|^2_{L^5(\nu_0)} \sum_{x \in \mathbb{T}_N} h^2(x),
\end{align*}
$$

to finish the proof. \qed

The last step is an ‘equivalence of ensembles’ estimate.

Lemma 5.7. Let $f : \Omega^n \rightarrow \mathbb{R}$ be a local $L^5(\nu_0)$ function supported on sites in $\Lambda_{\ell_0}$ such that $\tilde{f}(a_0) = 0$ and $\nabla \tilde{f}(a_0) = 0$. Then, there exists a constant $C = C(a_0, \ell_0, n)$ such that, for $\ell \geq \ell_0$, and $h : \mathbb{T}_N \rightarrow \mathbb{R},$

$$
\begin{align*}
\mathbb{E}_{\nu_0} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t \sum_{x \in \mathbb{T}_N} \tilde{h}_{c,s}(x) \left\{ \mathbb{E}_{\nu_0} \left[ f(\tau_s \alpha_s) | \alpha_s^{(\ell)}(x) \right] \\
- \frac{1}{2} \sum_{j,k} \partial_{\alpha^j_s} \partial_{\alpha^k_s} \tilde{f}(a_0) \left( (\alpha_s^{j,\ell}(x) - a_0^j)(\alpha_s^{k,\ell}(x) - a_0^k) - \frac{\Gamma_{j,k}(a_0)}{2\ell + 1} \right) \right\} ds \right)^2 \right] \\
\leq C T^2 \|f\|^2_{L^5(\nu_0)} \frac{N^2}{\ell^3} \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} |h(x)| \right)^2.
\end{align*}
$$

On the other hand, when only $\tilde{f}(a_0) = 0$ is known,

$$
\begin{align*}
\mathbb{E}_{\nu_0} \left[ \sup_{0 \leq t \leq T} \left( \int_0^t \sum_{x \in \mathbb{T}_N} \tilde{h}_{c,s}(x) \left\{ \mathbb{E}_{\nu_0} \left[ f(\tau_s \alpha_s) | \alpha_s^{(\ell)}(x) \right] \\
- \sum_{i} \partial_{\alpha^i_s} \tilde{f}(a_0) (\alpha_s^{i,\ell}(x) - a_0^i) \right\} ds \right)^2 \right] \\
\leq C T^2 \|f\|^2_{L^5(\nu_0)} \frac{N^2}{\ell^3} \left( \frac{1}{N} \sum_{x \in \mathbb{T}_N} |h(x)| \right)^2.
\end{align*}
$$
\[ \leq C T^2 \|f\|^2_{L^2(v_{a_0})} \frac{N^2}{\ell^2} \left( \frac{1}{N} \sum_{x \in T_N} |h(x)| \right)^2. \]

**Proof.** By squaring and using stationarity and translation-invariance of \( v_{a_0} \), the left-hand side of each display is bounded by

\[
\mathbb{E}_{v_{a_0}} \left[ \left( \int_0^T \sum_{x \in T_N} |\tilde{h}_{c,s}(x)||\psi(x, \alpha_s)| ds \right)^2 \right] \leq T \int_0^T \mathbb{E}_{v_{a_0}} \left[ \left( \sum_{x \in T_N} |\tilde{h}_{c,s}(x)||\psi(x, \alpha)| \right)^2 \right] ds
\]

where \( \psi(x, \alpha) \) is the expression in curly braces. Now, for each \( \alpha \), by Schwarz inequality,

\[
\left( \sum_{x \in T_N} |\tilde{h}_{c,s}(x)\psi(x, \alpha)| \right)^2 \leq \left( \sum_{x \in T_N} |\tilde{h}_{c,s}(x)| \right) \sum_{x \in T_N} |\tilde{h}_{c,s}(x)| \psi^2(x, \alpha).
\]

Since \( v_{a_0} \) is translation-invariant, \( E_{v_{a_0}}[\psi^2(x, \alpha)] = E_{v_{a_0}}[\psi^2(0, \alpha)] \). Moreover, \( \sum_x |\tilde{h}_{c,s}(x)| = \sum_x |h(x)| \). The desired bound now follows, noting the form of \( \psi(0, \alpha) \), from Theorem 5.1.

**Proof of Theorem 4.1.** With the above ingredients in place, the estimate follows now by first applying Lemma 5.4 with \( \ell = \ell_0 \), and then Lemmas 5.6 and 5.7.

5.2. **Proof of Theorem 5.1:** **Equivalence of ensembles.** We will adapt the proof of Proposition 5.1 in [22] to the multi-species setting. We prove the first display in Theorem 5.1 as the second statement, following the same scheme, has a simpler argument. At the expense of the constant, we need only to consider all large \( \ell > \ell_0 \). To simplify expressions, we will make averages over \( \Lambda_m^+ = \{ x : 1 \leq x \leq m \} \), instead of the two-sided block \( \Lambda_m \), but we will keep similar notations for the averages. We recall that the density \( a_0 \) is generic and need not satisfy the frame condition (FC). (1.6).

The argument follows in several steps.

**Step 1.** Recall the definition of the covariance matrix \( \Gamma := \Gamma(z) \) where \( \Gamma_{i,j}(z) = E_{\nu}(\alpha^i(0) - z_i)(\alpha^j(0) - z_j) \) for \( 1 \leq i, j \leq n \) and \( z \in (0, \infty)^n \cap \text{Dom}_\phi \). Note also the canonical expectation \( E_{\nu}(f(\alpha)|\alpha^{(\ell)} = y) \), does not depend on \( z \), and that we are free to choose it as desired. Develop

\[
E_{\nu}(f(\alpha)|\alpha^{(\ell)} = y) = E_{v_{a_0}}[f(\alpha) \left| \frac{1}{\ell} \sum_{x \in \Lambda_\ell^+} \alpha(x) - a_0 = y \right]
\]

\[= \frac{E_{v_{a_0}}[f(\alpha)1(\frac{1}{\ell} \sum_{x \in \Lambda_\ell^+} \alpha(x) - a_0 = y)]}{v_{a_0}(\frac{1}{\ell} \sum_{x \in \Lambda_\ell^+} \alpha(x) - a_0 = y)}. \]

Define for \( m \geq 1, \theta_m(z) = m^{n/2} v_{\nu + a_0}(\sum_{x \in \Lambda_m^+} (\alpha(x) - a_0 - y) = z) \), and since \( f \) is a function supported only on sites in \( \Lambda_\ell^+, \) write the last expression as

\[
E_{v_{a_0}} \left[ f(\alpha) \frac{\ell^{n/2} \theta_{\ell - \ell_0}(-\sum_{x \in \Lambda_{\ell_0}^+(\alpha(x) - y - a_0))}}{(\ell - \ell_0)^{n/2} \theta_0(0)} \right].
\]
The goal will be now to expand $\theta_{t-t_0}(z)$ to recover the main terms approximating the conditional expectation $E_{\nu_{a_0}}[f(\alpha)|\alpha(t) = y]$ when $\|y\|$ is small. We will treat the case when $\|y\|$ is bounded away from 0 afterwards in Step 8.

**Step 2.** To expand $\theta_m(z)$, let $\psi_y : t \in \mathbb{R} \rightarrow \psi_y(t) = E_{\nu_{y+a_0}}[e^{it(\alpha(0)-a_0-y)}]$ be the characteristic function of $\alpha(0) - a_0 - y$ under $\nu_{y+a_0}$. Then, one can write

$$
\theta_m(z) = \frac{m^{n/2}}{(2\pi)^n} \int_{[-\pi,\pi]^n} e^{-it\cdot z} \psi_y^n(t)dt
$$

$$
= \frac{1}{(2\pi)^n} \int_{[-\pi\sqrt{m},\pi\sqrt{m}]^n} e^{-it\cdot z/\sqrt{m}} \psi_y^m(t/\sqrt{m})dt.
$$

By Taylor expansion,

$$
(2\pi)^n \theta_m(z) = \int_{[-\pi\sqrt{m},\pi\sqrt{m}]^n} \psi_y^m(t/\sqrt{m})dt
$$

$$
- \int_{[-\pi\sqrt{m},\pi\sqrt{m}]^n} \frac{i t \cdot z}{\sqrt{m}} \psi_y^m(t/\sqrt{m})dt
$$

$$
- \frac{1}{2} \int_{[-\pi\sqrt{m},\pi\sqrt{m}]^n} \frac{(t \cdot z)^2}{m} \psi_y^m(t/\sqrt{m})dt
$$

$$
+ O\left(\frac{|z|^3}{m^{3/2}}\right) \int_{[-\pi\sqrt{m},\pi\sqrt{m}]^n} |t|^3 |\psi_y^m(t/\sqrt{m})|dt.
$$

**Step 3.** Let $\delta > 0$ be sufficiently small such that the ball with radius $\delta$ around $a_0$ is contained in the allowable densities $\text{Dom}_\phi \cap (0, \infty)^n$. Let also $0 < \varepsilon \leq \pi$ and $1 = (1, 1, \ldots, 1) \in \mathbb{R}^n$. First, for $\varepsilon > 0$,

$$
\sup_{|y| \leq \delta, |x| \leq |t| \leq \pi} |\psi_y^m(t)| < C_0^m
$$

where $C_0 < 1$. To prove this, write

$$
|\psi_y(t)| \leq |\nu_{y+a_0}(\alpha(0) = 0) + e^{it\cdot 1} \nu_{y+a_0}(\alpha(0) = 1)| + \sum_{k \neq 0, 1} \nu_{y+a_0}(\alpha(0) = k)
$$

$$
\leq \left(A^2 - 2 \nu_{y+a_0}(\alpha(0) = 0) \nu_{y+a_0}(\alpha(0) = 1) [1 - \cos(t \cdot 1)]\right)^{1/2} + 1 - A
$$

where $A = \nu_{y+a_0}(\alpha(0) = 0) + \nu_{y+a_0}(\alpha(0) = 1)$. By continuity of $\nu_{y+a_0}(\alpha(0) = k)$ in $y$, we have $0 < \nu_{y+a_0}(\alpha(0) = k) < 1$ for $k = 0, 1$ uniformly for $|y| \leq \delta$. Hence, uniformly over $\varepsilon \leq |t| \leq \pi$ and $|y| \leq \delta$, the right hand side of the display above is strictly bounded by a constant $C_0 < 1$.

Second, for $0 \leq \frac{|t|}{\sqrt{m}} < \varepsilon$ and $|y| \leq \delta$,

$$
\psi_y^m(t/\sqrt{m}) = \left[1 - \frac{1}{2m} \sum_{j,k} t_j t_k \Gamma_{jk}(a_0 + y) + O(C(a_0, \delta)|t|^3 m^{-3/2})\right]^m.
$$
Then, by using the smoothness of \( y \to \Gamma(a_0 + y) \), \( |\psi_y^m(t/\sqrt{m})| \leq e^{-C_1(\delta, \varepsilon) t} \Gamma(a_0) t \). Here, \( C_1 > 0 \) and we recall the covariance matrix \( \Gamma(a_0) \) is positive-definite, symmetric, and invertible.

Last, by the classical local limit theorem, \( \lim_{m \to \infty} \theta_m(0) = (2\pi)^{-n/2} \sqrt{\det \Gamma^{-1}(a_0 + y)} \).

**Step 4.** We now observe, for \( |y| \leq \delta \) and \( m \geq 1 \), as a consequence of the estimates in Step 3, that the integral in the last term in (5.2) is uniformly bounded: Split the integral over the ranges \( |t/\sqrt{m}| < \varepsilon \) and \( |t/\sqrt{m}| \geq \varepsilon \) and bound each part separately. Hence, the last term in (5.2) is of order \( O(|z|^{3/2}) \).

Similarly, we split the second integral in (5.2), when \( |y| \leq \delta \), over ranges \( |t/\sqrt{m}| \geq \varepsilon \) and \( |t/\sqrt{m}| < \varepsilon \). On the first range, the restricted integral exponentially decays, and on the range \( |t/\sqrt{m}| < \varepsilon \), the integrand is almost an odd function as

\[
\psi_y^m(t/\sqrt{m}) = \left(1 - \frac{t \cdot \Gamma(y + a_0)t}{2m}\right)^m [1 + O(C(\varepsilon)|t|^3m^{-1/2})].
\]

Then, we conclude that the second term in (5.2) is of order \( O(|z|/m^{1/2}) \).

**Step 5.** Then, for \( |y| \leq \delta \), we have

\[
E_{\nu_0} [f(\alpha)|\alpha^{(\ell)} = y] = \kappa_0(\ell) E_{\nu_0} [f(\alpha)]
\]

\[
+ \frac{1}{\ell - \ell_0} \sum_{j=1}^n \kappa_1^j(\ell) E_{\nu_0} [f(\alpha)(\sum_{z \in \Lambda_0^+} \alpha^j(z) - a_0^j - y^j)]
\]

\[
+ \frac{1}{\ell - \ell_0} \sum_{j,k=1}^n \kappa_2^{j,k}(\ell) E_{\nu_0} [f(\alpha)(\sum_{z \in \Lambda_0^+} \alpha^j(z) - a_0^j - y^j)(\sum_{z \in \Lambda_0^+} \alpha^k(z) - a_0^k - y^k)]
\]

\[
+ \varepsilon(\ell),
\]

where

\[
|\varepsilon(\ell)| \leq C(a_0, \ell_0, \delta, n) \| f \|_{L^1(\nu_0 + y)} \ell^{-3/2} \leq C'(a_0, \ell_0, \delta, n) \| f \|_{L^2(\nu_0)} \ell^{-3/2}
\]

and \( \kappa_p := \kappa_p(\ell) \) for \( p = 0, 1, 2 \) are explicit expressions. Indeed, from the discussion in Step 4, one observes

\[
\kappa_0(\ell) = \frac{\ell^{n/2}}{(\ell - \ell_0)^{n/2}} \frac{\theta_{\ell - \ell_0}(0)}{\theta_{\ell}(0)} = 1 + O(\ell^{-1/2}),
\]

\[
\kappa_1^j(\ell) = \frac{\ell^{n/2}}{\theta_{\ell}(0)(\ell - \ell_0)^{n/2}(2\pi)^n} \int_{[-\pi\sqrt{\ell -\ell_0},\pi\sqrt{\ell -\ell_0}]} t^j \psi_y^{\ell - \ell_0}(\frac{t}{\sqrt{\ell - \ell_0}}) dt = O(\ell^{-1/2}),
\]

\[
\kappa_2^{j,k}(\ell) = \frac{\ell^{n/2}}{2\theta_{\ell}(0)(\ell - \ell_0)^{n/2}(2\pi)^n} \int_{[-\pi\sqrt{\ell -\ell_0},\pi\sqrt{\ell -\ell_0}]} t^j t^k \psi_y^{\ell - \ell_0}(\frac{t}{\sqrt{\ell - \ell_0}}) dt.
\]

When \( \ell \to \infty \) we may evaluate \(-\kappa_2^{j,k}(\ell)\) as

\[
(2\pi)^{n/2} \left( \sqrt{\det \Gamma^{-1}(y + a_0)} \right)^{-1} \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} t^j t^k e^{-t \cdot \Gamma(y + a_0)t} dt + O(\ell^{-1/2}).
\]
Since $\Gamma = (\Gamma^{-1})^{-1}$ and
\[
(2\pi)^{-n/2} \left( \sqrt{\det \Gamma^{-1}(y + a_0)} \right)^{-1} \int_{\mathbb{R}^n} t^j t^k e^{-t \Gamma(y + a_0)t} dt = [\Gamma^{-1}(y + a_0)]_{jk},
\]
manipulating the above display, we have
\[
\kappa_2^{i,k}(\ell) = -[\Gamma^{-1}(y + a_0)]_{jk} + O(\ell^{-1/2}). \tag{5.3}
\]

**Step 6.** We now develop expansions of $E_{\nu_y + a_0}[h(\alpha)]$ for a local $L^2(\nu_{a_0})$ function $h$ supported on coordinates in $\Lambda^+_0$. Through ‘tilting’, we have
\[
E_{\nu_y + a_0}[h(\alpha)] = E_{\nu_{a_0}} \left[ \frac{\lambda(y + a_0) \sum_{\alpha \in \Lambda^+_0} \sum_{(\alpha(x) - a_0)}}{M(\lambda(y + a_0))} \right],
\]
where the chemical potential or ‘tilt’ $\lambda(y + a_0)$ is chosen to change the density to $y + a_0$ and $M(\lambda) = E_{\nu_{a_0}}[e^{\lambda(\alpha(0) - a_0)}]$. Consider now the gradient and Hessian of $E_{\nu_y + a_0}[h]$:
\[
\partial_y E_{\nu_y + a_0}[h(\alpha)] = \sum_{r=1}^n \partial_y \lambda^r(y + a_0) E_{\nu_y + a_0} \left[ (h(\alpha) - E_{\nu_y + a_0}[h])(\sum_{x \in \Lambda^+_0} (\alpha^r(x) - y^r - a_0^r)) \right], \tag{5.4}
\]
and
\[
\partial_y \partial_y E_{\nu_y + a_0}[h(\alpha)]
= \sum_{r=1}^n \partial_y \partial_y \lambda^r(y + a_0) E_{\nu_y + a_0} \left[ (h(\alpha) - E_{\nu_y + a_0}[h])(\sum_{x \in \Lambda^+_0} (\alpha^r(x) - y^r - a_0^r)) \right]
+ \sum_{j,r} \partial_y \lambda^j(y + a_0) \partial_y \lambda^r(y + a_0)
\times E_{\nu_y + a_0} \left[ (h(\alpha) - E_{\nu_y + a_0}[h])(\sum_{x \in \Lambda^+_0} (\alpha^j(x) - y^j - a_0^j))(\sum_{x \in \Lambda^+_0} (\alpha^r(x) - y^r - a_0^r)) \right]. \tag{5.5}
\]

The third partial derivatives can also be computed as in the single species case (cf. step 6 in proof of Proposition 5.1 in [22]). Recall from Lemma 2.1 that
\[
\nabla \lambda(y + a_0) = \Gamma^{-1}(y + a_0).
\]

Suppose now all partial derivatives vanish, $\partial_y E_{\nu_y + a_0}[h(\alpha)] = 0$ for $1 \leq j \leq n$. Then, by (5.4), with
\[
w = \left( E_{\nu_y + a_0} \left[ (h(\alpha) - E_{\nu_y + a_0}[h])(\sum_{x \in \Lambda^+_0} (\alpha^r(x) - y^r - a_0^r)) \right] \right)_{r=1}^n,
\]
thought of as a row vector, we will have $w \Gamma^{-1}(y + a_0) = 0$, and so $w = 0$. Hence, in this case, the formula for the second partial derivatives $\partial_y \partial_y E_{\nu_y + a_0}[h]$ simplifies, the first term vanishing.
Moreover, when \( \tilde{h}(a_0) = 0 \) and \( \nabla \tilde{h}(a_0) = 0 \), we see by (5.4) that

\[
\partial_{\alpha_i} \tilde{h}(a_0) = \sum_{r=1}^{n} \partial_{\alpha_i} \lambda_r(a_0) E_{\nu(a_0)} \left[ h(\alpha) \left( \sum_{x \in \Lambda_0^+} (\alpha^r(x) - a_0^r) \right) \right]
\]

and by (5.5) that

\[
\partial_{\alpha_i} \partial_{\alpha_j} \tilde{h}(a_0) = \sum_{j \neq r} \sum_{r=1}^{n} \partial_{\alpha_i} \lambda_j(a_0) \partial_{\alpha_j} \lambda_r(a_0) E_{\nu(a_0)} \left[ h(\alpha) \left( \sum_{x \in \Lambda_0^+} (\alpha^j(x) - a_0^j) (\alpha^r(x) - a_0^r) \right) \right].
\]

Finally, for \( |y| \leq \delta \), when \( \tilde{h}(a_0) = 0 \) and \( \nabla \tilde{h}(a_0) = 0 \), we may expand around \( y = 0 \):

\[
E_{\nu(a_0)} [h(\alpha)] = \frac{1}{2} \sum_{k,l} \left[ \sum_{j,r} \partial_{\alpha_i} \lambda_j(a_0) \partial_{\alpha_j} \lambda_r(a_0) E_{\nu(a_0)} \left[ h(\alpha) \left( \sum_{x \in \Lambda_0^+} \alpha^j(x) - a_0^j \right) \left( \sum_{x \in \Lambda_0^+} \alpha^r(x) - a_0^r \right) \right] \right] y^j y^k + \|y\|^3 r(a_0, \delta, h).
\]

When, only \( \tilde{h}(a_0) = 0 \) is known,

\[
E_{\nu(a_0)} [h(\alpha)] = \sum_{j=1}^{n} \left[ \sum_{r=1}^{n} \partial_{\alpha_i} \lambda_r(a_0) E_{\nu(a_0)} \left[ (h(\alpha) - E_{\nu(a_0)} [h]) \left( \sum_{z \in \Lambda_0^+} (\alpha^r(z) - a_0^r) \right) \right] \right] y^j + \|y\|^2 r(a_0, \delta, h).
\]

When possibly \( \tilde{h}(a_0) \neq 0 \),

\[
E_{\nu(a_0)} [h(\alpha)] = E_{\nu(a_0)} [h(\alpha)] + \|y\| r(a_0, \delta, h).
\]

Here, as the first, second and third partial derivatives of \( E_{\nu(a_0)} [h] \) are bounded for \( |y| \leq \delta \), we may conclude that the remainders \( |r(a_0, \delta, h)| \leq C(a_0, \delta) \|h\|_{L^2(\nu(a_0))} \).

\textbf{Step 7.} Consider the expansion of \( E_{\nu(a_0)} [f(\alpha) \mid \alpha^{(f)} = y] \) in Step 5 when \( |y| \leq \delta \). With \( h(\alpha) \) equal to variously \( f(\alpha), f(\alpha) \left( \sum_{x \in \Lambda_0^+} (\alpha^j(x) - y^j) \right), \) and \( f(\alpha) \left( \sum_{x \in \Lambda_0^+} (\alpha^j(x) - a_0^j) \right) \).
Then, noting Lemma 2.1 and recalling (5.3),

\[ \kappa_0(\ell) \sum_{k,i} \left[ \sum_{j,r} \partial_{a^j} \lambda^j \partial\lambda^r E_{\mathcal{V}_{a_0}} \left[ f(\bm{\alpha}) \left( \sum_{x \in \Lambda^+_0} (\alpha^j(x) - a_0^j) \right) \left( \sum_{x \in \Lambda^+_0} (\alpha^r(x) - a_0^r) \right) \right] \right] y^j y^k + \kappa_0(\ell) ||y||^2 r(f) + \sum_{j=1}^n \frac{\kappa_1(j) \ell}{\ell - \ell_0} ||y||^2 r(f) + \sum_{j,r} \frac{\kappa_2(j,r) \ell}{\ell - \ell_0} ||y|| r(f) + \varepsilon_f(\ell), \]

where \( |r(f)| \leq C(\alpha_0, \ell, \delta) ||f||^2 L^2(\mathcal{V}_{a_0}). \)

To group more the above expressions, note that \( \Gamma^{-1} = \Gamma \) as \( \Gamma \) is symmetric. Then, noting Lemma 2.1 and recalling (5.3),

\[-\kappa_2(j,r) \ell = (\Gamma^{-1})_{jr} (y + a_0) + O(\ell^{-1/2}) = (\Gamma^{-1} \Gamma^{-1})_{jr} (y + a_0) + O(\ell^{-1/2}) = \sum_{k,i} \left[ \partial_{a^i} \lambda^i \partial\lambda^k \Gamma_{ik} \right] (y + a_0) + O(\ell^{-1/2}). \]

Hence, with the assumptions \( \tilde{f}(a_0) = 0 \) and \( \nabla \tilde{f}(a_0) = 0 \), the estimates and relations on \( \kappa_i \) for \( i = 0, 1, 2, (5.6) \), and \( E_{\mathcal{V}_{a_0}} \left[ ||y||^{2p} \right] = O(\ell^{-p}) \) so that each \( y^j \) factor is \( O(\ell^{-1/2}) \), and by Taylor expansion around \( a_0 \) we can group the dominant terms to arrive at

\[ E_{\mathcal{V}_{a_0}} \left[ 1(||y|| \leq \delta) \left( E_{\mathcal{V}_{a_0}} \left[ f(\bm{\alpha}) | \bm{\alpha}^{(\ell)} = y \right] - \sum_{i,k} \left\{ y^i y^k - \Gamma_{ik}(a_0) \right\} \frac{\partial_{a^i} \partial_{a^k} \tilde{f}(a_0)}{2} \right)^4 \right] \leq C ||f||^4 L^2(\mathcal{V}_{a_0}) \ell^{-6}. \]

**Step 8.** On the other hand, by say large deviations estimates, we bound

\[ E_{\mathcal{V}_{a_0}} \left[ 1(||y|| > \delta) \left( E_{\mathcal{V}_{a_0}} \left[ f(\bm{\alpha}) | \bm{\alpha}^{(\ell)} = y \right] - \sum_{i,k} \left\{ y^i y^k - \Gamma_{ik}(a_0) \right\} \frac{\partial_{a^i} \partial_{a^k} \tilde{f}(a_0)}{2} \right)^4 \right] \leq C ||f||^4 L^5(\mathcal{V}_{a_0}) O(\ell^{-6}) \]
to finish the proof. □

6. TRILINEAR CONDITION

In this section, we show that the coupled KPZ-Burgers equation obtained in the limit satisfies the so-called trilinear condition (6.4) stated below. Recall that, under the frame condition (FC) (1.6) for the density, the equation (3.4), after centering the fields \( Y^i \) around their drifts as in Remark 3.2, has the form:

\[
\partial_t Y^i = \frac{\lambda}{2} \Delta Y^i + c \sum_{j,k=1}^n \gamma^i_{j,k} \nabla (Y^j Y^k) + q_i \nabla \mathcal{W}_t, \quad 1 \leq i \leq n,
\]

(6.1)

where \( \lambda = \partial \tilde{a}_i \tilde{g}_i(a) \bigg|_{a_0} \), \( \gamma^i_{j,k} = \partial \tilde{a}_i \partial \tilde{a}_j \tilde{g}_k(a) \bigg|_{a_0} \) and \( q_i = \sqrt{\tilde{g}_i(a)} \bigg|_{a_0} \). By the change of time and magnitude defined by \( \bar{Y}^i_t := \frac{\sqrt{\lambda} q_i}{q_i} Y^i_{\lambda^{-1} t} \), the equation (6.1) is rewritten as

\[
\partial_t \bar{Y}^i = \frac{1}{2} \Delta \bar{Y}^i + \frac{c}{\lambda^{3/2}} \sum_{j,k=1}^n \frac{q_j q_k}{q_i} \gamma^i_{j,k} \nabla (\bar{Y}^j \bar{Y}^k) + \nabla \mathcal{W}_t^i, \quad 1 \leq i \leq n,
\]

(6.2)

in a canonical form in the sense of law.

**Proposition 6.1.** The coupling constants

\[
\Gamma^i_{j\ell} := \frac{c}{\lambda^{3/2}} \frac{q_j q_k}{q_i} \gamma^i_{j\ell},
\]

(6.3)

satisfy the trilinear condition:

\[
\Gamma^i_{j\ell} = \Gamma^i_{\ell j} = \Gamma^i_{i\ell},
\]

(6.4)

for every \( 1 \leq i, j, \ell \leq n \).

**Remark 6.1.** If the coupling constants \( (\Gamma^i_{j\ell})_{i,j,\ell} \) satisfy the trilinear condition, the coupled KPZ-Burgers equation has the distribution of the white noise as its invariant measure, see [19]. One can expect that the converse would be also true, see [18].

**Proof.** Recall that \( \varphi(a) = (\tilde{g}_i(a))_{i=1}^n \) is defined by the relation

\[
a^i = R_i(\varphi) = \frac{1}{Z_\varphi} \sum_k k^i \varphi^k g^!(k), \quad 1 \leq i \leq n.
\]

Consider the notation

\[
\langle f(k) \rangle_{\varphi} := \frac{1}{Z_\varphi} \sum_k f(k) \varphi^k g^!(k).
\]

It will be convenient now to revisit the proof of Lemma 2.1: Write

\[
\partial_{\varphi_i} a^i = \frac{1}{Z_\varphi} \sum_k k^i \varphi^{k-\delta_j} g^!(k) - \frac{1}{Z_\varphi} \sum_k k^i \varphi^k g^!(k) \sum_k k^j \varphi^{k-\delta_j} g^!(k)
\]

(6.5)

\[
= \frac{1}{\varphi} \left( \langle k^i k^j \rangle_{\varphi} - \langle k^i \rangle_{\varphi} \langle k^j \rangle_{\varphi} \right)
\]

\[
= \frac{1}{\varphi} \left( \text{cov}(\bar{\nu}_\varphi) \right)_{ij},
\]

\[
= \frac{1}{\varphi} \left( \text{cov}(\bar{\nu}_\varphi) \right)_{ij},
\]
where $\delta_j \in \mathbb{Z}_n^d$ is defined by $(\delta_j)_i = \delta_{ij}$ for $1 \leq i \leq n$. Then,

$$\nabla a \equiv \left( \partial_{\varphi_i} a' \right)_{ij} = \text{cov}(\tilde{\varphi}) \ \text{diag}\left( \frac{1}{\varphi'_i} \right)_{1 \leq j \leq n}, \quad (6.6)$$

so that

$$\nabla \varphi \equiv \left( \partial_{\varphi_i} \varphi' \right)_{ij} = \left( \text{diag}\left( \tilde{g}_i \right)_{1 \leq i \leq n} \right) \text{cov}(\tilde{\varphi})^{-1}, \quad (6.7)$$

or equivalently, as in Lemma 2.1,

$$\partial_{\varphi_i} \tilde{g}_i = \tilde{g}_i \left( \text{cov}(\tilde{\varphi})^{-1} \right)_{ij}. \quad (6.8)$$

Taking a further derivative of (6.7), we have

$$\partial_{\varphi_{ij}} \nabla \varphi = \partial_{\varphi_{ij}} \left( \text{diag}\left( \tilde{g}_i \right)_{1 \leq i \leq n} \right) \text{cov}(\tilde{\varphi})^{-1} + \left( \text{diag}\left( \tilde{g}_i \right)_{1 \leq i \leq n} \right) \partial_{\varphi_{ij}} \left( \text{cov}(\tilde{\varphi})^{-1} \right). \quad (6.9)$$

By (6.7) again, the first term in the right hand side of (6.8) is equal to

$$\text{diag}\left( \left( \tilde{g}_i \left( \text{cov}(\tilde{\varphi})^{-1} \right)_{i\ell} \right)_{1 \leq i \leq n} \right) \text{cov}(\tilde{\varphi})^{-1},$$

whose $ij$-component is

$$\tilde{g}_i \left( \text{cov}(\tilde{\varphi})^{-1} \right)_{ij} \left( \text{cov}(\tilde{\varphi})^{-1} \right)_{ij}. \quad (6.9)$$

By Proposition 3.3, when $a = a_0$, $\text{cov}(\tilde{\varphi})$ and therefore $\text{cov}(\tilde{\varphi})^{-1}$ is a diagonal matrix and, after multiplying by $q_{ij}q_{\ell j}$, noting $\tilde{g}_i = q_i^2$, (6.9) becomes

$$q_{ij}q_{\ell j} \delta_{ij} \delta_{ij} \left( \text{cov}(\tilde{\varphi})^{-1} \right)_{ij}^2.$$

This term is invariant under the permutations of $i, j, \ell$.

The final task is to show the invariance of the second term of (6.8) after multiplying $q_{ij}q_{\ell j}$. We first note that in general for $n \times n$ non-degenerate matrix $A(a)$ which is smooth in $a$, we have

$$\partial_{\varphi} A^{-1}(a) = -A^{-1}(a) \left[ \partial_{\varphi} A(a) \right] A^{-1}(a). \quad (6.10)$$

Indeed, this follows from

$$0 = \partial_{\varphi} A(a) A^{-1}(a) = \partial_{\varphi} A(a) A^{-1}(a) + A(a) \partial_{\varphi} A^{-1}(a).$$

In particular, using again (6.7), we have

$$\left( \partial_{\varphi_{ij}} \text{cov}(\tilde{\varphi})^{-1} \right)_{ij} = - \sum_{p, q=1}^n (\text{cov}(\tilde{\varphi})^{-1})_{ip} \partial_{\varphi_{ij}} \left( \text{cov}(\tilde{\varphi}) \right)_{pq} (\text{cov}(\tilde{\varphi})^{-1})_{qj}$$

$$= - \sum_{m, p, q=1}^n (\text{cov}(\tilde{\varphi})^{-1})_{ip} \partial_{\varphi_{ij}} \varphi_m \partial_{\varphi_{pq}} (\text{cov}(\tilde{\varphi})^{-1})_{qj}$$

$$= - \sum_{m, p, q=1}^n (\text{cov}(\tilde{\varphi})^{-1})_{ip} \varphi_m (\text{cov}(\tilde{\varphi})^{-1})_{mt} \partial_{\varphi_{m}} (\text{cov}(\tilde{\varphi})^{-1})_{pq} (\text{cov}(\tilde{\varphi})^{-1})_{qj}.$$
\[
\begin{align*}
&= \frac{1}{\varphi_m} (\langle k^i k^j k^m \rangle \tilde{\varphi} - \langle k^i k^j \rangle \tilde{\varphi} (k^m) \varphi) - \frac{1}{\varphi_m} (\langle k^i k^m \rangle \varphi (k^j) \tilde{\varphi} - \langle k^i \rangle \varphi (k^m) \tilde{\varphi} (k^j) \varphi) \\
&\quad - \frac{1}{\varphi_m} (\langle k^i k^m \rangle \tilde{\varphi} - \langle k^i \rangle \varphi (k^m) \tilde{\varphi}) \langle k^j \rangle \varphi \\
&= \frac{1}{\varphi_m} (\langle k^i k^j k^m \rangle \tilde{\varphi} - \langle k^i k^j \rangle \tilde{\varphi} (k^m) \varphi) - \frac{1}{\varphi_m} (\langle k^i k^m \rangle \varphi (k^j) \tilde{\varphi} - \langle k^i \rangle \varphi (k^m) \tilde{\varphi} (k^j) \varphi) \\
&\quad - \langle k^m k^i \rangle \tilde{\varphi} (k^j) \varphi + 2 \langle k^i \rangle \tilde{\varphi} (k^j) \varphi (k^m) \tilde{\varphi} (k^j) \varphi).
\end{align*}
\]

Note that except \(\frac{1}{\varphi_m}\), which actually cancels with \(\varphi_m\) in the last formula, the right hand side is invariant under the permutations of \(i, j, m\). Since the \(ij\)-component of the second term of (6.8) is equal to
\[
\tilde{g}_i \left( \partial_{a_i} \text{cov}(\tilde{\varphi})^{-1} \right)_{ij}
\]
after multiplying by \(\frac{q_j q_i}{q_i}\), this is invariant under the permutations of \(i, j, \ell\). This completes the proof of the trilinearity of \(\Gamma\). \(\square\)

7. Multi-colored systems

We now discuss a special case of multi-colored zero-range processes. Here, the dynamics is determined as follows. With respect to a jump rate \(g : \mathbb{Z}_+ \to (0, \infty)\) of color-blind particles, define the jump rates \(g_i(k)\) of \(i\)th colored particles by
\[
g_i(k) = g(|k|) \frac{k^i}{|k|}, \quad 1 \leq i \leq n,
\]
where we recall \(|k| = k^1 + \cdots + k^n\) for \(k = (k^1, \ldots, k^n)\). Let the color-blind jump probability be in form \(p(\pm 1) = 1/2 \pm c/\sqrt{N}\). In other words, at time \(t = 0\), we paint every particle in \(n\)-different colors. They evolve due to the color-blind particles dynamics and the evolution of colors is determined simply by choosing a particle with equal probability when a jump is going to happen. This gives the factor \(\frac{k^i}{|k|}\).

We will assume that the the jump rates \(g_i(k)\) given by (7.1) satisfy the model conditions (ND), (ORI) and (SG) (and also (LG) when the model is on \(\mathbb{Z}\)); recall the summary Subsection 2.4. By the form of \(g_i(k)\), condition (INV) already holds. A sufficient condition for these assumptions to hold is that the monochrome rate \(g\) itself satisfies (ND), and (LB0) (see also Remark 2.1).

Now, the invariant measures are given by
\[
\nu_a(k) = \nu_{\rho(|k|)} \left( \frac{|k|!}{k^1! \cdots k^n!} \prod_{i=1}^n \left( \frac{a^i}{\rho} \right)^{k^i} \right).
\]
for \(k = (k^1, \ldots, k^n), a = (a^1, \ldots, a^n), \rho = a^1 + \cdots + a^n\), and
\[
\nu_{\rho}(k) \equiv \nu_{\varphi(\rho)}(k) = \frac{1}{Z_{\varphi(\rho)}} \left( \varphi(\rho) \right)^k
\]
is the distribution of the color-blind particles. Here the 1:1 correspondance \(\rho \to \varphi(\rho)\) is similar to the correspondance described in Subsection 2.1.
7.1. **Frame condition.** We show in Proposition 7.4 below that the frame condition (FC) (1.6) holds exactly for $a_0$ when $\rho_0 = a_0^1 + \ldots + a_0^n$ satisfies

$$
(\partial_\rho \varphi)(\rho_0) = \frac{\varphi(\rho_0)}{\rho_0}.
$$

(7.2)

Since $\rho(\varphi) = Z^{-1}_\varphi \sum k \varphi^k / g(k)!$ and so $(\partial_\rho \varphi)(\rho_0) = \varphi(\rho_0) / \sigma^2(\rho_0)$, equivalent to (7.2) is the condition

$$
\sigma^2(\rho_0) = \rho_0
$$

(7.3)

where $\sigma^2(\rho)$ is the variance of the law $\nu_\rho$.

In the $n$-color setting, the conditions given in Proposition 3.3 are read as

$$
\Gamma_{ii}(a_0) = 0, \quad \tilde{g}_i(a_0) = \rho(\varphi) a_i, \quad \tilde{g}_i(a_0) \Gamma_{jj}(a_0) = \tilde{g}_j(a_0) \Gamma_{ii}(a_0),
$$

(7.4)

for every $i \neq j$.

We now develop a series of computations leading to Proposition 7.4. We will use the notation $\langle f(k) \rangle_{\nu_a} = E_{\nu_a}[f(k)]$ in the sequel.

**Lemma 7.1.** We have

$$
\langle k^i \rangle_{\nu_a} = a_i^i,
$$

$$
\langle k^i k^j \rangle_{\nu_a} = \frac{a_i^i a_j^j}{\rho^2} \langle k(k-1) \rangle_{\nu_\rho}, \quad \text{if } i \neq j,
$$

$$
\langle [k^i]^2 \rangle_{\nu_a} = \frac{(a_i^i)^2}{\rho^2} \langle k(k-1) \rangle_{\nu_\rho} + a_i^i,
$$

\[ \tilde{g}_i(a) = \frac{\varphi(\rho) a_i^i}{\rho}. \]

**Proof.** We have

$$
\langle k^i \rangle_{\nu_a} = \sum_k \nu_\rho(k) \frac{a_i^i}{\rho} \sum' \frac{(k-1)!}{k_1! \ldots (k^i - 1)! \ldots k^n!} \prod_{j=1}^n \left( \frac{a_j^j}{\rho} \right)^{k_j - \delta_{ij}}
$$

$$
= \frac{a_i^i}{\rho} \sum_k k \nu_\rho(k) = a_i^i.
$$

where sum $\sum'$ is over $k$ such that $k^1 + \ldots + (k^i - 1) + \ldots + k^n = k - 1$. Also, for $i \neq j$,

$$
\langle k^i k^j \rangle_{\nu_a} = \sum_k \nu_\rho(k) (k(k-1)) \frac{a_i^i a_j^j}{\rho^2} \frac{(k-2)!}{k_1! \ldots (k^i - 1)! \ldots (k^j - 1)! \ldots k^n!} \prod_{\ell=1}^n \left( \frac{a_{\ell}^\ell}{\rho} \right)^{k_{\ell} - \delta_{i\ell} - \delta_{j\ell}}
$$

$$
= \frac{a_i^i a_j^j}{\rho^2} \langle k(k-1) \rangle_{\nu_\rho},
$$

\[ \text{and similarly for } \langle [k^i]^2 \rangle_{\nu_a}. \]
where the sum $\sum'$ is over $k$ such that $k^1 + \cdots + (k^i - 1) + \cdots + (k^j - 1) + \cdots + k^n = k - 2$. Moreover,

$$
\langle \langle k^2 \rangle \rangle_{\nu} = \langle \langle k^i (k^i - 1) \rangle \rangle_{\nu} + \langle \langle k^i \rangle \rangle_{\nu} \\
= \sum_k \nu_p(k) k(k-1) \left( \frac{a^i}{\rho} \right)^2 + \langle \langle k^i \rangle \rangle_{\nu} \\
= \frac{(a^i)^2}{\rho^2} \langle \langle k(k-1) \rangle \rangle_{\nu} + a^i.
$$

The last identity for $\tilde{g}_i(a)$ is obtained by noting $g_i(k) = g(k) \frac{k^i}{k}$, in the present setting.

**Lemma 7.2.** We have

$$
\lambda \frac{dZ_\lambda}{d\lambda} = \rho Z_\lambda, \quad \text{(7.5)}
$$

$$
\lambda^2 \frac{d^2Z_\lambda}{d\lambda^2} = \langle \langle k(k-1) \rangle \rangle_{\nu} \rho Z_\lambda, \quad \text{(7.6)}
$$

where $\rho$ and $\lambda$ are related by $\phi(\rho) = \langle g(k) \rangle_{\nu} = \lambda$.

**Proof.** Recall

$$
Z_\lambda = \sum_k \frac{\lambda^k}{k!}
$$

and take the derivatives in $\lambda$.

**Lemma 7.3.** We have $\Gamma_{ij}(a_0) = 0$ for $i \neq j$ is equivalent to (7.2).

**Proof.** From Lemma 7.1 we have

$$
\Gamma_{ij}(a) = \frac{a^i a^j}{\rho^2} \left( \langle \langle k(k-1) \rangle \rangle_{\nu} - \rho^2 \right), \quad \text{(7.7)}
$$

for $i \neq j$. On the other hand, (7.5) shows

$$
\frac{d}{d\lambda} \log Z_\lambda = \frac{\rho}{\lambda} = \frac{\rho}{\phi(\rho)}.
$$

Since

$$
\frac{d^2}{d\lambda^2} \log Z_\lambda = \frac{d^2Z_\lambda}{d\lambda^2} \left( \frac{dZ_\lambda}{d\lambda} \right)^2,
$$

from (7.6),

$$
\langle \langle k(k-1) \rangle \rangle_{\nu} = \lambda^2 \left\{ \frac{d}{d\lambda} \left( \frac{\rho}{\phi(\rho)} \right) + \left( \frac{\rho}{\phi(\rho)} \right)^2 \right\}.
$$
Since
\[
\frac{d}{d\lambda} = \frac{d\rho}{d\lambda} \frac{d}{d\rho} = \frac{1}{\phi'(\rho)} \frac{d}{d\rho},
\]
we have
\[
\langle k(k-1) \rangle_{\nu_\rho} = \phi(\rho)^2 \left\{ \frac{1}{\phi'(\rho)} \frac{d}{d\rho} \left( \frac{\rho}{\phi(\rho)} \right) + \left( \frac{\rho}{\phi(\rho)} \right)^2 \right\}
= \frac{1}{\phi'(\rho)} \left( \phi(\rho) - \rho \phi'(\rho) \right) + \rho^2,
\]
where \( \rho' = \frac{d}{d\rho} \). Thus, from (7.7), we have
\[
\Gamma_{ij}(a) = \frac{\alpha_i \alpha_j}{\rho^2 \phi'(\rho)} \left( \phi(\rho) - \rho \phi'(\rho) \right).
\]
This implies the conclusion. \( \square \)

**Proposition 7.4.** In the present setting, the conditions in Proposition 3.3 (or (7.4)) hold for \( a_0 \) if and only if (7.2) is satisfied for the corresponding \( \rho_0 \).

**Proof.** Lemma 7.3 shows that (7.4) implies (7.2). Therefore, we need only prove that (7.2) implies \( \tilde{g}_i(a_0) \Gamma_{jj}(a_0) = \tilde{g}_j(a_0) \Gamma_{ii}(a_0) \) for \( i \neq j \). Note that from Lemma 7.1
\[
\Gamma_{ii}(a) = \langle [k_i]^2 \rangle_{\nu_\rho} - \langle k_i^2 \rangle_{\nu_\rho} = \frac{(\alpha_i^2)}{\rho^2} \langle k(k-1) \rangle_{\nu_\rho} + \alpha^i - (\alpha^i)^2.
\]
But, if (7.2) holds, \( \langle k(k-1) \rangle_{\nu_\rho} = \rho_0^2 \) from (7.8). Therefore \( \Gamma_{ii}(a_0) = a_0^i \). Thus we obtain \( \tilde{g}_i(a_0) \Gamma_{jj}(a_0) = \tilde{g}_j(a_0) \Gamma_{ii}(a_0) \) recalling Lemma 7.1 for \( \tilde{g}_i \). \( \square \)

### 7.2 Multi-colored coupled KPZ-Burgers equations

We assume the frame condition (7.2), equivalent to (FC) (1.6), is satisfied and we compute now the constants appearing in the KPZ-Burgers equation (6.1). By the fourth item of Lemma 7.1, we have that
\[
\partial_{a^i} \tilde{g}_i(a_0) = \frac{\phi(\rho_0)}{\rho_0} + \partial_p \left( \frac{\phi(p)}{p} \right) \bigg|_{\rho_0} a_0^i = \frac{\phi(\rho_0)}{\rho_0}.
\]
and
\[
\partial_{a^i} \partial_{a^i} \tilde{g}_i(a_0) = [\delta_{ki} + \delta_{ji}] \partial_p \left( \frac{\phi(p)}{p} \right) \bigg|_{\rho_0} + a_0^i \partial_p^2 \left( \frac{\phi(p)}{p} \right) \bigg|_{\rho_0} = a_0^i \frac{\phi''(\rho_0)}{\rho_0}.
\]
Hence we get
\[
\partial_{t} y_i^j = c_1 \Delta y_i^j + c_2 a_0^j \nabla \left( \sum_{j=1}^{n} y_i^j \right)^2 + c_3 \sqrt{a_0^j} \nabla \hat{w}_t^j,
\]
where \( c_1 = \frac{1}{2} \frac{\phi(\rho_0)}{\rho_0}, \ c_2 = \frac{\phi''(\rho_0)}{\rho_0}, \ c_3 = \sqrt{\phi(\rho_0)} \rho_0 \). Or, if we write at KPZ level, that is when \( y_i^j = \partial_{a^i} h_i^j \), we have
\[
\partial_{t} h_i^j = c_1 \Delta h_i^j + c_2 a_0^j \left( \nabla \sum_{j=1}^{n} h_i^j \right)^2 + c_3 \sqrt{a_0^j} \hat{w}_t^j, \quad i = 1, 2, \ldots, n.
\]
One can actually decouple the coupled KPZ equation (7.10) as follows. The process $H := \sum_{i=1}^{n} h^i$, which corresponds to the color-blind system, satisfies the scalar KPZ equation:

$$\partial_t H_t = c_1 \Delta H_t + c_2 \left( \sum_{i=1}^{n} a_0^i \right) (\nabla H_t)^2 + c_3 \mathcal{W}_t, \quad \mathcal{W}_t := \sum_{i=1}^{n} \sqrt{a_0^i} \mathcal{W}_t^i.$$ 

On the other hand, $H_{t}^{ij} := a_0^i h^j - a_0^j h^i$ are Ornstein-Uhlenbeck processes satisfying

$$\partial_t H_{t}^{ij} = c_1 \Delta H_{t}^{ij} + c_2 \mathcal{W}_{t}^{ij}, \quad \mathcal{W}_{t}^{ij} := \sqrt{a_0^i a_0^j} \mathcal{W}_t^i - \sqrt{a_0^j a_0^i} \mathcal{W}_t^j$$

Moreover, it turns out that noises $\{\mathcal{W}_t\}_{t \geq 0}$ and $\{\mathcal{W}_t^{ij}\}_{t \geq 0}$ are independent, since (by multiplying by a test function)

$$\mathbb{E} \left[ \left( \sum_{k=1}^{n} \sqrt{a_0^k w_t^k} \right) \left( \sqrt{a_0^i a_0^j w_t^i} - \sqrt{a_0^j a_0^i w_t^j} \right) \right] = a_0^i a_0^j t - a_0^j a_0^i t = 0.$$

Now, the uniqueness of the (stationary) energy solutions of our coupled KPZ-Burgers equation follows from the uniqueness of (stationary) scalar-valued KPZ-Burgers equation and Ornstein-Uhlenbeck processes, respectively, and independence of these processes. Since, such uniqueness also holds for systems on $\mathbb{R}$, as shown in [23] (see also Subsection 5.3 [19]), in this multi-color situation, we can formulate Theorem 3.4 in the infinite volume on $\mathbb{R}$, as mentioned in Remark 3.3.

Next, we show in the multi-color setting that the limit SPDE (3.4) or (6.1) is genuinely nonlinear. The previous discussion shows that the nonlinearity is equivalent to the condition $c_2 \neq 0$, namely there exist a jump rate $g$ of color-blind particles and a density $\rho_0$, for which both $\phi''(\rho_0) \neq 0$ and the condition (7.2) holds. To simplify notation we write $\langle \cdot \rangle$ instead of $\langle \cdot \rangle_{\nu_a}$, where $\nu_a$ is the equilibrium distribution of the color-blind particles system. By (6.8), (6.7) and computations made after (6.8) with $n = 1$, we have

$$g''(a) = \phi''(a) = \partial_a \phi \, \text{cov}(\tilde{\nu}_\phi)^{-1} + \phi \, \partial_a \text{cov}(\tilde{\nu}_\phi)^{-1} = \phi \left( \text{cov}(\tilde{\nu}_\phi)^{-1} \right)^2 - \phi \left( \text{cov}(\tilde{\nu}_\phi)^{-1} \right)^3 \left( \langle k^3 \rangle - 3 \langle k^2 \rangle \langle k \rangle + 2 \langle k^2 \rangle \right) = -\phi \left( \text{cov}(\tilde{\nu}_\phi)^{-1} \right)^3 \left( \langle k^3 \rangle - 3 \langle k^2 \rangle \langle k \rangle + 2 \langle k^3 \rangle - \langle k \rangle + \langle k^2 \rangle \right).$$

Therefore, the condition $\phi''(\rho_0) \neq 0$ is equivalent to

$$\phi(\rho_0) \neq 0 \quad \text{and} \quad c(\rho_0) := \langle k^3 \rangle - 3 \langle k^2 \rangle \langle k \rangle + 2 \langle k^3 \rangle - \langle k \rangle + \langle k^2 \rangle \neq 0.$$ 

(7.11)

Thus our goal is to show that there exists a rate $g$ and a density $\rho_0$ such that (7.11) and the condition (7.3), that is equivalently $\sigma^2(\rho_0) = \rho_0$ or (7.2) or

$$\langle k^2 \rangle - \langle k \rangle^2 = \langle k \rangle$$

(7.12)

hold.

For example, in the simplest case with $g(k) = k$, $\tilde{\nu}_\phi$ is a Poisson distribution and

$$Z_\phi = \sum_{k=0}^{\infty} \frac{\phi^k}{k!} = e^\phi,$$
\[ \langle k \rangle = \rho = \frac{1}{Z_\varphi} \varphi Z'_\varphi = \varphi, \]
\[ \langle k(k-1) \rangle = \frac{1}{Z_\varphi} \varphi^2 Z''_\varphi = \varphi^2, \]
\[ \langle k(k-1)(k-2) \rangle = \frac{1}{Z_\varphi} \varphi^3 Z'''_\varphi = \varphi^3, \]
which imply \( \langle k^2 \rangle = \varphi^2 + \varphi \) and \( \langle k^3 \rangle = \varphi^3 + 3 \varphi^2 + \varphi \). In particular, \( \rho = \varphi \) and \( \sigma^2(\varphi) = \rho^2 - \langle k^2 \rangle = \varphi = \rho \) so that the condition (7.12) holds for all \( \rho \). On the other hand, one easily see \( \mathcal{C}(\rho) = (\varphi^3 + 3 \varphi^2 + \varphi) - 3(\varphi^2 + \varphi)\varphi + 2 \varphi^3 - (\varphi^2 + \varphi) + \varphi^2 = 0 \) so that \( \tilde{g}''(\rho) = 0 \) for all \( \rho \). Therefore, the nonlinearity in the limit SPDE becomes trivial if we take \( g(k) = k \).

We believe however that (7.11) holds for generic \( g \). To see this, let us consider a perturbation \( g(k) = k(1 + h(k)) \) of \( g(k) = k \) with a function \( h \) on \( \mathbb{Z}_+ \) having a compact support. Then, since \( g(k)! = \frac{k!}{H(k)} \) with
\[ H(k) = \frac{1}{(1 + h(k))!} = \frac{1}{(1 + h(k))(1 + h(k-1)) \cdots (1 + h(0))}, \]
we see
\[ \nu_h(k) \equiv \nu_{\varphi,h}(k) = \frac{1}{Z_{\varphi,h} g(k)!} = \frac{\varphi^k H(k)}{Z_{\varphi,h} k!}, \]
where
\[ Z_{\varphi,h} = \sum_{k=0}^{\infty} \frac{\varphi^k H(k)}{k!}. \]
We denote now the expectation with respect to \( \nu_h \) by \( \langle \cdot \rangle_h \); in particular, \( \langle \cdot \rangle_0 \) is the average under the Poisson distribution with parameter \( \varphi \).

**Lemma 7.5.** We have
\[ \langle k \rangle_h = c_1 \varphi, \]
\[ \langle k(k-1) \rangle_h = c_2 \varphi^2, \]
\[ \langle k(k-1)(k-2) \rangle_h = c_3 \varphi^3, \]
where
\[ c_i = \frac{\langle H(k+i) \rangle_0}{\langle H(k) \rangle_0}, \quad i = 1, 2, 3. \]
In particular, the condition (7.12) is equivalent to the statement that \( c_1^2 = c_2 \) or \( \varphi = 0 \).

**Proof.** Compared with the case of \( h \equiv 0 \) (i.e., \( H \equiv 1 \)), we have
\[ Z_{\varphi,h} = Z_{\varphi,0} \langle H(k) \rangle_0, \]
\[ Z'_{\varphi,h} = \sum_{k=1}^{\infty} \frac{\varphi^{k-1} H(k)}{(k-1)!} = Z_{\varphi,0} \langle H(k+1) \rangle_0. \]
On the other hand,
\[ Z'_{\varphi,h} = \sum_{k=1}^{\infty} k \varphi^{k-1} H(k) \frac{1}{k!} = \varphi^{-1} \langle k \rangle_h Z_{\varphi,h}. \]
Therefore,

$$\langle k \rangle_h = \phi \frac{Z'_{\phi,h}}{Z_{\phi,h}} = \phi \frac{\langle H(k+1) \rangle_0}{\langle H(k) \rangle_0}.$$ 

The rest is similar. □

**Example 7.1.** Let $h(0) = \frac{1}{a} - 1, h(1) = \frac{g}{b} - 1, h(2) = \frac{b}{c} - 1, h(3) = h(4) = \cdots = 0$ with $a, b, c \neq 0$. Then, $H(0) = a, H(1) = b, H(2) = H(3) = H(4) = \cdots = c$. Thus,

$$\langle H(k) \rangle_0 = e^{-\phi}(a + b\varphi + \frac{c}{2}\varphi^2 + \frac{c}{3!}\varphi^3 + \cdots)$$

$$= e^{-\phi}(a + b\varphi - c\varphi + ce^\varphi),$$

$$\langle H(k + 1) \rangle_0 = e^{-\phi}(b + c\varphi + \frac{c}{2}\varphi^2 + \cdots)$$

$$= e^{-\phi}(b - c + ce^\varphi),$$

$$\langle H(k + 2) \rangle_0 = \langle H(k + 3) \rangle_0 = \cdots = c,$$

and we set

$$c_1 = \frac{(b - c) + ce^\varphi}{(a - c) + (b - c)\varphi + ce^\varphi}, \quad c_2 = \frac{ce^\varphi}{(a - c) + (b - c)\varphi + ce^\varphi}.$$ 

The condition (7.12) is equivalent to “$c_1^2 = c_2$ or $\varphi = 0$” as we pointed out. On the other hand, by Lemma 7.5 and using this relation, the condition (7.11) is: $\varphi \neq 0$ and

$$0 \neq \langle k^3 \rangle - 3\langle k^2 \rangle \langle k \rangle + 2\langle k \rangle^3 - \langle k^3 \rangle + \langle k \rangle^2$$

$$= \langle k(k - 1)(k - 2) \rangle + 2\langle k(k - 1) \rangle - 3\langle k(k - 1) \rangle \langle k \rangle - 2\langle k^2 \rangle + 2\langle k \rangle^3$$

$$= c_2\varphi^3 + 2c_2\varphi^2 - 3c_2\varphi^2 \cdot c_1\varphi - 2c_1^2\varphi^2 + 2c_1^3\varphi^3$$

$$= c_1^2(1 - c_1)\varphi^3.$$ 

Therefore, our condition for both (7.11) and (7.12) to hold is summarized as “$c_1^2 = c_2, c_1 \neq 1, \varphi \neq 0$”, which is realized under a proper choice of $a, b, c$ and $\varphi$. Indeed, let $\varphi = 1$ and then the condition $c_1^2 = c_2$ reduces to

$$(b - c)^2 + (b - c)ce = (a - c)ce,$$

which can be realized if we take $a = 1/2, b = 1/4$ for some $c < 1/4$.

8. **Non-decoupleable model**

We show that one can construct a model which satisfies all necessary conditions (ND), (INV), (ORI), (SG) (and (LG) when the model is on $\mathbb{Z}$), as well as the frame condition (FC) (cf. Subsection 2.4) and the equivalent form of (FC) in Proposition 3.3) such that some nonlinear coupling terms appearing in the system of KPZ-Burgers equation are non zero and remain so even after any suitable change of variables, that is the KPZ-Burgers system cannot be fully decoupled.

Let us first define what means for us to have a coupled system of KPZ-Burgers equation. We consider the stochastic PDE (6.1) in a canonical form, that is, in the form (6.2) (especially, the noise term of the form $\nabla \mathcal{W}_t$) and define the coupling constants $\Gamma'_{j\ell}$ as in
Then, noting that $\sigma \dot{W}_t$ remains to be an $\mathbb{R}^n$-valued space-time white noise (in law) if $\sigma$ is an orthogonal matrix, we consider the corresponding transform: $\tilde{Y}_t := \sigma \check{Y}_t$. Then $(\Gamma_{j\ell}^i)_{i,j,\ell}$ is transformed as

$$(\sigma \circ \Gamma)_{j\ell}^i := \sum_{j',\ell',\ell'=1}^n \sigma_{ii'} \Gamma_{j\ell}^{j'} \sigma_{jj'} \sigma_{\ell\ell'}.$$ 

**Definition 8.1.** We say that the KPZ-Burgers system (6.2) is fully decoupleable if there exists an orthogonal matrix $\sigma$ such that for any $i \in \{1, \ldots, n\}$, the coupling constants $(\sigma \circ \Gamma)_{j\ell}^i$ are zero for any $(j, \ell) \neq (i, i)$. Otherwise, we say it cannot be fully decoupled.

We say that it is partially decoupleable if there exists an orthogonal matrix $\sigma$ such that there exists $i \in \{1, \ldots, n\}$ for which the coupling constants $(\sigma \circ \Gamma)_{j\ell}^i$ are zero for any $(j, \ell) \neq (i, i)$. Otherwise we say it cannot be partially decoupled.

Observe that a KPZ-Burgers system can be partially decoupleable without being fully decoupleable and that if a system is not fully decoupleable then its evolution is non-trivial. The article [19] discusses the example of [14] for which one can find a matrix $\tau$ such that $(\tau \circ \Gamma)_{j\ell}^i = 0$ for any $i$ and $(j, \ell) \neq (i, i)$ but the noise term $\tau \dot{W}_t$ has correlated components since $\tau$ is not an orthogonal matrix. Hence, according to the previous definition, this does not mean that this system is fully decoupleable.

A natural question is to know under what additional conditions a multi-species zero range process satisfying (ND), (INV), (ORI), (SG) (and (LG) when the model is on $\mathbb{Z}$), and the frame condition (FC) (cf. Subsection 2.4 and the equivalent form of (FC) in Proposition 3.3) gives rise to a fully decoupleable (resp. partially decoupleable) KPZ-Burgers system. We believe that generically this is not the case but this seems to be a non-trivial question in full generality.

In this section, we restrict however to the case $n = 2$, and give an example of a multi-species zero range process which is not fully decoupleable. In fact we cannot hope better for 2-components models since the next proposition shows that any 2-components KPZ-Burgers system satisfying the trilinear condition (6.4) is partially decoupleable.

**Proposition 8.1.** Let $n = 2$ and consider a KPZ-Burgers system (6.2) with the coupling constants (6.3) satisfying the trilinear condition (6.4). Then, there exists an orthogonal matrix which partially decouples the KPZ-Burgers system.

**Proof.** For $\psi \in [0, 2\pi]$ let us consider the orthogonal matrix $\sigma_\psi$ given by

$$\sigma_\psi = \begin{pmatrix} \cos \psi & -\sin \psi \\ \sin \psi & \cos \psi \end{pmatrix}.$$ 

The condition $(\sigma_\psi \circ \Gamma)^{12} = 0$ is equivalent to

$$F(\psi) = \cos^2 \psi \sin \psi \Gamma_{11}^1 + \sin^2 \psi \cos \psi \Gamma_{22}^2 + (\cos^3 \psi - 2 \cos \psi \sin^2 \psi) \Gamma_{11}^2 + (\sin^3 \psi - 2 \sin \psi \cos^2 \psi) \Gamma_{22}^1 = 0.$$ 

The continuous function $F : [0, 2\pi] \rightarrow \mathbb{R}$ satisfies

$$F(0) = \Gamma_{11}^2, \quad F(\pi) = -\Gamma_{11}^2.$$
Hence by the intermediate value theorem there exists $\psi \in [0, 2\pi]$ such that $F(\psi) = 0$, which concludes the proof. \qed

8.1. **Perturbation of models keeping the compatibility condition (INV).** The condition \text{(INV)} is equivalent to the existence of a function $G : \mathbb{Z}_+^n \to \mathbb{R}$ such that $G(0) = 0$ (normalization) and

$$
\log g_i(k) = G(k) - G(k', k' - 1),
$$

see [24]. We perturb $G$ as

$$
G^\lambda(k) = G(k) - \log \lambda(k),
$$

with some $\lambda = \{\lambda(k) > 0\}$ such that $\lambda(0) = 1$. Then, introducing the superscript $\lambda$ to signify the perturbation,

$$
\log g_i^\lambda(k) = G^\lambda(k) - G^\lambda(k', k' - 1)
= \log g_i(k) - \log \lambda(k) + \log \lambda(k', k' - 1),
$$

and therefore

$$
g_i^\lambda(k) = \frac{\lambda(k', k' - 1)}{\lambda(k)} g_i(k).
$$

In particular, we have

$$
g^\lambda ! (k) = \prod \frac{\lambda(k', k' - 1)}{\lambda(k)} g_i(k),
$$

where the product is taken along a path connecting $0$ and $k$ and, in fact,

$$
g^\lambda ! (k) = \frac{g ! (k)}{\lambda (k)}. \tag{8.1}
$$

Then, by [8.1], we have

$$
Z^\lambda_\phi = \sum_k \frac{\phi^k}{g^\lambda ! (k)} = e^{\phi_1 + \phi_2} + \sum_{|k| \leq k_0} (\lambda(k) - 1) \frac{[\phi_1]_k! [\phi_2]_k!}{k_0!},
$$

$$
\tilde{\psi}^\lambda_\phi (k) = \frac{1}{Z^\lambda_\phi} \lambda(k) \frac{[\phi_1]_k! [\phi_2]_k!}{k_1! k_2!},
$$

and

$$
E_\phi \left[ k^1 (k^1 - 1) \cdots (k^1 - m + 1) k^2 (k^2 - 1) \cdots (k^2 - n + 1) \right]
= \frac{1}{Z^\lambda_\phi} \sum_{k=(k^1,k^2)} \lambda(k) \frac{[\phi_1]_k! [\phi_2]_k!}{(k^1 - m)! (k^2 - n)!}, \quad m, n \geq 1.
$$
8.2. Example of a non fully decoupleable perturbation. We take \( n = 2 \) and consider a perturbation of independent random walks (or another candidate would be the multi-color system). Let us consider the situation that all particles of two different species perform totally independent random walks with same speeds. In other words, we take jump rates

\[
g_1(k) = g_1(k^1) = k^1!, \quad g_2(k) = g_2(k^2) = k^2!
\]

Note that \( Z_{\phi} = Z_{\phi^1}Z_{\phi^2} = e^{\phi^1 e_{\phi^2}} \) for \( \phi = (\phi^1, \phi^2) \in (0, +\infty)^2 \) and \( \tilde{v}_\phi = \tilde{v}_{\phi^1} \otimes \tilde{v}_{\phi^2} \) is a product of two Poisson measures.

We perturb this system by changing finitely many \( G(k) \)'s as \( \hat{G}_k \) as we mentioned in Section 8.1. In this way, the number of parameters for the perturbation can be taken as many as we need and we will see that 2 will be sufficient. The perturbation is chosen as \( \lambda(k) = 1 + x \) (resp. \( 1 + y \)) with \( x > -1 \) (resp. \( y > -1 \)) if \( k = (1, 0) \) (resp. \( k = (0, 1) \)), and \( \lambda(k) = 1 \) otherwise. For such a perturbation, model conditions (ND), (LB0) (and also (LG)) from which (SG) follows, (INV), and (ORI) hold (cf. Subsection 2.4).

We now check that the frame condition (FC) (cf. Proposition 3.3), equivalent to \( \Gamma_{12} = \Gamma_{21} = 0 \) and \( \Gamma_{11}/\tilde{g}_1 = \Gamma_{22}/\tilde{g}_2 \), holds. We have

\[
Z^{\lambda}_{\phi} = e^{\phi^1 + \phi^2} + x\phi^1 + y\phi^2.
\]

A simple computation shows that

\[
E_{\tilde{v}^{\lambda}_{\phi}}(k^1) = \frac{1}{Z^\lambda_{\phi}} \left[ \phi^1 e^{\phi^1 + \phi^2} + x\phi^1 \right],
\]

\[
E_{\tilde{v}^{\lambda}_{\phi}}(k^2) = \frac{1}{Z^\lambda_{\phi}} \left[ \phi^2 e^{\phi^1 + \phi^2} + y\phi^2 \right],
\]

\[
E_{\tilde{v}^{\lambda}_{\phi}}(k^1 k^2) = \frac{1}{Z^\lambda_{\phi}} \phi^1 \phi^2 e^{\phi^1 + \phi^2},
\]

\[
E_{\tilde{v}^{\lambda}_{\phi}}([k^1]^2) = \frac{1}{Z^\lambda_{\phi}} \left[ (\phi^1 + [\phi^1]^2) e^{\phi^1 + \phi^2} + x\phi^1 \right],
\]

\[
E_{\tilde{v}^{\lambda}_{\phi}}([k^2]^2) = \frac{1}{Z^\lambda_{\phi}} \left[ (\phi^2 + [\phi^2]^2) e^{\phi^1 + \phi^2} + y\phi^2 \right].
\]

Later we will also need some third moments estimates:

\[
E_{\tilde{v}^{\lambda}_{\phi}}([k^1]^3) = \frac{1}{Z^\lambda_{\phi}} \left[ ([\phi^1]^3 + 3[\phi^1]^2 + \phi^1) e^{\phi^1 + \phi^2} + x\phi^1 \right],
\]

\[
E_{\tilde{v}^{\lambda}_{\phi}}([k^2]^3) = \frac{1}{Z^\lambda_{\phi}} \left[ ([\phi^2]^3 + 3[\phi^2]^2 + \phi^2) e^{\phi^1 + \phi^2} + y\phi^2 \right],
\]

\[
E_{\tilde{v}^{\lambda}_{\phi}}([k^1]^2 k^2) = \frac{1}{Z^\lambda_{\phi}} \phi^2 \phi^1 (\phi^1 + 1) e^{\phi^1 + \phi^2},
\]

\[
E_{\tilde{v}^{\lambda}_{\phi}}([k^2]^2 k^1) = \frac{1}{Z^\lambda_{\phi}} \phi^2 \phi^1 (\phi^2 + 1) e^{\phi^1 + \phi^2}.
\]

It follows that

\[
\text{cov}(\tilde{v}^{\lambda}_{\phi}) = \frac{1}{[Z^\lambda_{\phi}]^2} \begin{pmatrix} N_{11} & N_{12} \\ N_{21} & N_{22} \end{pmatrix}
\]
with

\[ N_{11} = \varphi^1 \{ e^{2(\varphi^1 + \varphi^2)} + xe^{\varphi^1 + \varphi^2} (\varphi^1 - 1) + ye^{\varphi^1 + \varphi^2} (1 + \varphi^1) \varphi^2 + xy \varphi^2 \}, \]

\[ N_{12} = N_{21} = xe^{\varphi^1 + \varphi^2} \varphi^1 (\varphi^1 - 1) + ye^{\varphi^1 + \varphi^2} \varphi^2 \varphi^1 (\varphi^2 - 1) - xy \varphi^1 \varphi^2, \]

\[ N_{22} = \varphi^2 \{ e^{2(\varphi^1 + \varphi^2)} + ye^{\varphi^1 + \varphi^2} (\varphi^1 - 1) + xe^{\varphi^1 + \varphi^2} (1 + \varphi^2) \varphi^1 + xy \varphi^2 \}. \]

The frame condition (FC) (cf. Proposition 3.3), equivalent to \( N_{11} = N_{22} \) and \( N_{12} = 0 \), is satisfied if

\[ x(\varphi^1 - 1) + y(\varphi^2 - 1) = xy e^{-(\varphi^1 + \varphi^2)}, \]

\[ x[(\varphi^1 - 1)^2 - \varphi^1 \varphi^2] + y[\varphi^1 \varphi^2 - (\varphi^2 - 1)^2] = xy(\varphi^1 - \varphi^2) e^{-(\varphi^1 + \varphi^2)}. \]

This implies

\[ x = y = (\varphi^1 + \varphi^2 - 2)e^{\varphi^1 + \varphi^2} \]

or

\[ \varphi^1 + \varphi^2 = 1, \quad x(\varphi^1 - 1) - y \varphi^1 - e^{-1} xy = 0. \]

We make the choice

\[ \varphi^1 + \varphi^2 = 1, \quad x(\varphi^1 - 1) - y \varphi^1 - e^{-1} xy = 0. \]

We can choose \( \varphi^1 \in (0, 1) \) and \( x > -1 \) arbitrarily but the condition \( y > -1 \) has to be satisfied which gives some restrictions. Assuming this, we get then that

\[ Z^2_{\varphi} = e + x \varphi^1 + y \varphi^2 \]

and

\[ \text{cov}(\tilde{V}^2_{\varphi}) = \begin{pmatrix} e \varphi^1 & 0 \\ 0 & e \varphi^2 \end{pmatrix} \]

To simplify notations we denote by \( M := M^2_{\varphi} \) the matrix

\[ M = \left[ \text{cov}(\tilde{V}^2_{\varphi}) \right]^{-1} = e^{-1} \begin{pmatrix} 1/\varphi^1 & 0 \\ 0 & 1/\varphi^2 \end{pmatrix}. \]

With this choice, we compute now the coupling constants \( \Gamma_{j\ell}^i \) by using the computations performed in the proof of Proposition 6.1 which give

\[ \Gamma_{j\ell}^i = c \sqrt{\varphi^i \varphi^j \varphi^\ell} \left[ M_{ij}M_{ij} - \sum_{m,p,q=1}^{2} M_{ip}M_{qj}M_{m\ell} \kappa(k^p, k^q, k^\ell) \right] \]

where \( \kappa(X, Y, Z) \) denotes the joint cumulant of the random variables \( X, Y, Z \) under the probability measure \( \tilde{V}^2_{\varphi} \). We obtain

\[ \Gamma_{11}^1 = c \sqrt{M_{11}} \{ 1 - M_{11} \kappa(k^1, k^1, k^1) \} = \frac{c}{\sqrt{e \varphi^1}} \left\{ 1 - \frac{\kappa(k^1, k^1, k^1)}{e \varphi^1} \right\}, \]

\[ \Gamma_{22}^2 = c \sqrt{M_{22}} \{ 1 - M_{22} \kappa(k^2, k^2, k^2) \} = \frac{c}{\sqrt{e \varphi^2}} \left\{ 1 - \frac{\kappa(k^2, k^2, k^2)}{e \varphi^2} \right\}, \]
We recall that any orthogonal matrix \( \sigma \). Therefore, the condition \((\sigma \circ \Gamma)_{12} = (\sigma \circ \Gamma)_{12}^2 = 0\).

We get the following expressions for the following moments:

\[
E_{\bar{\nu}}(k^1) = \frac{1}{Z_{\bar{\nu}}} \left[ \varphi^1 e^{\varphi^1 + \varphi^2} + x\varphi^1 \right] = \frac{\varphi^1 (e + x)}{e + x\varphi^1 + y\varphi^2},
\]

\[
E_{\bar{\nu}}(k^2) = \frac{1}{Z_{\bar{\nu}}} \left[ \varphi^2 e^{\varphi^1 + \varphi^2} + y\varphi^2 \right] = \frac{\varphi^2 (e + y)}{e + x\varphi^1 + y\varphi^2},
\]

\[
E_{\bar{v}}(k^1 k^2) = \frac{1}{Z_{\bar{v}}} \varphi^1 \varphi^2 e^{\varphi^1 + \varphi^2} = \frac{e\varphi^1 \varphi^2}{e + x\varphi^1 + y\varphi^2},
\]

\[
E_{\bar{v}}([k^1]^2) = \frac{1}{Z_{\bar{v}}} \left[ (\varphi^1 + [\varphi^1]^2) e^{\varphi^1 + \varphi^2} + x\varphi^1 \right] = \frac{(\varphi^1 + [\varphi^1]^2) e + x\varphi^1}{e + x\varphi^1 + y\varphi^2},
\]

\[
E_{\bar{v}}([k^2]^2) = \frac{1}{Z_{\bar{v}}} \left[ (\varphi^2 + [\varphi^2]^2) e^{\varphi^1 + \varphi^2} + y\varphi^2 \right] = \frac{(\varphi^2 + [\varphi^2]^2) e + y\varphi^2}{e + x\varphi^1 + y\varphi^2},
\]

\[
E_{\bar{v}}([k^1]^3) = \frac{1}{Z_{\bar{v}}} \left[ ([\varphi^1]^3 + 3[\varphi^1]^2 + \varphi^1) e^{\varphi^1 + \varphi^2} + x\varphi^1 \right] = \frac{([\varphi^1]^3 + 3[\varphi^1]^2 + \varphi^1) e + x\varphi^1}{e + x\varphi^1 + y\varphi^2},
\]

\[
E_{\bar{v}}([k^2]^3) = \frac{1}{Z_{\bar{v}}} \left[ ([\varphi^2]^3 + 3[\varphi^2]^2 + \varphi^2) e^{\varphi^1 + \varphi^2} + y\varphi^2 \right] = \frac{([\varphi^2]^3 + 3[\varphi^2]^2 + \varphi^2) e + y\varphi^2}{e + x\varphi^1 + y\varphi^2},
\]

Recall the discussion at the beginning of Section 8. Since \( n = 2 \) the system is fully decoupleable if and only if there exists an orthogonal matrix \( \sigma \) such that

\[
(\sigma \circ \Gamma)_{12} = (\sigma \circ \Gamma)_{12}^2 = 0.
\]

We recall that any orthogonal matrix \( \sigma \) is in the form

\[
\sigma_{\psi} = \begin{pmatrix} \cos \psi & -\sin \psi \\ \sin \psi & \cos \psi \end{pmatrix} \quad \text{or} \quad \sigma_{\psi} = \begin{pmatrix} -\cos \psi & \sin \psi \\ \sin \psi & \cos \psi \end{pmatrix},
\]

where \( \psi \in [0, 2\pi] \).

Therefore, the condition \((\sigma_{\psi} \circ \Gamma)_{12} = 0\) is equivalent to

\[
F(\psi) = \cos^2 \psi \sin \psi \Gamma_{11}^1 + \sin^2 \psi \cos \psi \Gamma_{22}^2
\]

\[
+ (\cos^3 \psi - 2 \cos \psi \sin^2 \psi) \Gamma_{11}^2 + (\sin^3 \psi - 2 \sin \psi \cos^2 \psi) \Gamma_{22}^1 = 0.
\]
while the condition \((\tilde{\sigma}_\psi \circ \Gamma)_{12}^1 = 0\) is equivalent to the same condition. Similarly the condition \((\sigma_\psi \circ \Gamma)_{12}^2 = 0\) is equivalent to

\[
G(\psi) = \sin^2 \psi \cos^2 \psi \Gamma_{11}^1 - \cos^2 \psi \sin^2 \psi \Gamma_{22}^2 \\
+ (2 \sin^2 \psi \cos^2 \psi - \sin^3 \psi) \Gamma_{11}^2 + (\cos^3 \psi - 2 \cos \psi \sin^2 \psi) \Gamma_{22}^1 = 0,
\]

while the condition \((\tilde{\sigma}_\psi \circ \Gamma)_{12}^2 = 0\) is equivalent to the same condition.

A numerical simulation (see Figure 1) shows that if we choose \(x = 3\) and \(\phi_1 = 0.49\), then the functions \(F\) and \(G\) (resp. \(F\) and \(H\)) never vanish simultaneously. For these values, we have that \(\Gamma_{11}^1, \Gamma_{22}^2, \Gamma_{11}^2, \Gamma_{22}^1\) are all non zero.
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