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Abstract

We introduce a rough perturbation of the Navier-Stokes system and justify its physical relevance from balance of momentum and conservation of circulation in the inviscid limit. We present a framework for a well-posedness analysis of the system. In particular, we define an intrinsic notion of strong solution based on ideas from the rough path theory and study the system in an equivalent vorticity formulation. In two space dimensions, we prove that well-posedness and enstrophy balance holds. Moreover, we derive rough path continuity of the equation, which yields a Wong-Zakai result for Brownian driving paths, and show that for a large class of driving signals, the system generates a continuous random dynamical system. In dimension three, the noise is not enstrophy balanced, and we establish the existence of local in time solutions.
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1 Introduction

1.1 General motivation

In this paper, we investigate well-posedness and stability of a rough-path perturbation of the Navier-Stokes system. The deterministic Navier-Stokes equations are a system of non-linear partial differential equations that govern the velocity field $u$ and pressure $p$ of an incompressible homogeneous viscous fluid moving in some domain $\mathcal{D} \subseteq \mathbb{R}^d$:

$$\partial_t u + (u \cdot \nabla) u = -\nabla p + \partial \Delta u, \quad (t, x) \in (0, T) \times \mathcal{D},$$

$$\nabla \cdot u = 0, \quad u|_{t=0} = u_0,$$

(1.1)

where $\partial$ is the kinematic viscosity, $u_0$ is a given initial velocity and additional boundary conditions are needed depending on the domain $\mathcal{D}$. The system (1.1) can be derived from the basic physical principles by assuming conservation of mass and momentum in integral form, homogeneity, incompressibility (or conservation of kinetic energy) and viscous stress forces, and using Reynolds’s transport theorem. At least formally, the time-dependent vector field $u$ generates a time-homogeneous two-parameter flow $\eta_{s,t}$ on $\mathcal{D}$:

$$\eta_{s,t}(x) = u_t(\eta_{s,t}(x)), \quad \eta_{s,t}(x) = x, \quad s \leq t, \quad x \in \mathcal{D}.$$

That is, a particle initially at a point $x \in \mathcal{D}$ at time $s$ moves to the point $\eta_{s,t}(x) \in \mathcal{D}$ at time $t$ in such way that at each $t' \in (s, t)$, the instantaneous velocity is given by $u_{t'}(\eta_{s,t'}(x))$.

In practice, solutions of the Navier-Stokes system are numerically approximated. Due to limited computational resources, there are usually subgrid scales that cannot be resolved by a direct numerical simulation. The non-linear term $(u \cdot \nabla) u$ mixes the subgrid and grid scales. As such, accurate forecasts of turbulent fluid regimes are only possible at the moment if substantial computational resources are invested, which is not a luxury practitioners can afford in real-time applications where data is to be assimilated. Lewis Fry Richardson has said: “Big whirls have little whirls that feed on their velocity, and little whirls have lesser whirls and so on to viscosity.” Here, Richardson is describing the direct energy cascade in 3D turbulence, in which energy is transferred from larger eddies (modes) to smaller eddies to the minimum scale at which the energy is dissipated by viscosity. In fluid dynamics and turbulence modeling especially, the search for tractable models for subgrid-scale dynamics that are closable, parameterizable, and preserve physical laws is ongoing (see, e.g., [MTVE03] for one such example). While all parameterization schemes are designed to improve the quality of forecasts, stochastic parameterization schemes have the additional advantage of providing a natural mechanism to quantify uncertainty in prediction.

An important property of a parameterized dynamical system is the stability of the dynamics with respect to the parameters. In order to define stability, one must specify a set of input parameters and an output set (of the dynamical system), and endow the corresponding sets with a topology. For a parameterized stochastic dynamical system, there are two main types of stability, which we will briefly explain. Let $S$ denote the output of a parameterized stochastic dynamical system, which takes values in a space $\mathcal{N}$ and depends on time $t \in \mathbb{R}_+$, space $x \in \mathcal{M}$, a set of parameters $\Theta$, and a sample space outcome $\omega \in \Omega$ (where $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space). Probabilistic stability usually means continuity of the map

$$S : \Theta \to \mathcal{O} \subseteq L^0(\Omega \times \mathbb{R}_+ \times \mathcal{M}; \mathcal{N}),$$

where $\mathcal{O}$ is a metric space contained in $L^0(\Omega \times \mathbb{R}_+ \times \mathcal{M}; \mathcal{N})$, the space of measurable random variables from $\Omega \times \mathbb{R}_+ \times \mathcal{M}$ to $\mathcal{N}$. Pathwise stability, on the other hand, means continuity of the map

$$S : \Omega \times \Theta \to \mathcal{O} \subseteq L^0(\mathbb{R}_+ \times \mathcal{M}; \mathcal{N}),$$

where $\Omega$ shall be endowed with certain topology.
To study stability in this sense, a solution map needs to be constructed for each $\omega$; in other words, $S(\omega)$ is the outcome of a deterministic dynamical system. If $(\Omega, F, P)$ is the canonical probability space for a multi-dimensional Wiener process and the model contains a stochastic integral, then, in general, there is no separable Banach space contained in the space of continuous functions $\Omega$ that contains the trajectories of the Wiener process almost-surely and for which the solution map $S$ is pathwise stable. The key idea of rough paths is to consider an enriched set $\Omega$ of rough paths (i.e., an appropriate feature set for the Brownian paths) that contains additional information beyond the path itself, namely the iterated integrals of the path $\omega$, which one can construct by probabilistic methods. The map $S$ is then factorized as follows:

\[ \Omega \times \Theta \xrightarrow{\Phi \times \text{id}} L^0(\mathbb{R} \times \mathcal{M}; N), \]

where $\Phi$ is a measurable feature map which ‘lifts’ the path to a rough path and $\tilde{S}$ is a continuous (Lipschitz in some cases) ‘path-by-path’ solution map. The construction of $\tilde{S}$ allows Brownian paths to be treated as a parameter belonging to the set of rough paths, which puts the stochastic and deterministic parameterization schemes on equal footing as far as stability is concerned.

As mentioned above, stochastic parameterization schemes offer a natural mechanism to forecast uncertainty. That is, an ensemble of solutions can be generated. By constructing a path-by-path solution map $\tilde{S}$, any element of the enriched space $\Omega$ is an admissible driving path. For example, non-Markovian processes such as fractional Brownian motion have rough path lifts to $\Omega$. Thus, a highly flexible stochastic modeling framework is permissible once the pathwise solution map $\tilde{S}$ is constructed. Recent work on the statistics of 2D fluid turbulence suggests that the subgrid (or fast scales) dynamics of fluids are non-Markovian and non-Gaussian [LSE+17, FPD+14]. In fact, even piecewise linearly interpolated data from observations could serve as a driving path.

The system of rough partial differential equations we consider in this paper arise from perturbing the advecting vector field in (1.1) by a time-dependent vector field that is rough in time and smooth in space. More precisely, we re-write (1.1) in covariant form, and then perturb the advecting vector field. The perturbation can be understood as a parameterization of the subgrid dynamics of the fluid velocity field. Therefore, the well-posedness and stability results we establish clear the way for the development of a rich and robust modeling framework for fluids.

### 1.2 Derivation of the equation

In this section we present a heuristic derivation of our main equation and discuss its physical relevance. However, this is not essential for reading and understanding our results in the remainder of the paper and, as such, may be skipped during the first reading.

The Navier-Stokes system (1.1) is the differential form of the momentum balance principle under the additional assumption that the fluid is homogeneous (constant density) and incompressible. The momentum balance in integral-form and in standard coordinates reads

\[ \frac{d}{dt} \int_{\eta_{t0}(W)} u^i_t \rho dx = \int_{\eta_{t0}(W)} v \Delta u^i_t dx - \int_{\eta_{t0}(W)} p n^i dA = \int_{\eta_{t0}(W)} (v \Delta u^i_t - \partial_x p_t) dx, \]

for all nice regions $W \subset \mathcal{D}$, where we have written the coordinates to emphasize the fact that the momentum balance principle, as stated, is coordinate dependent.

It is a worthwhile endeavor to derive an equation for the momentum balance that is invariant under a change of the coordinate system (see, e.g., for [Tao16] for motivation and [AMR12] or [Tay11] for more
details). The language of differential geometry provides the tools to do so, while also providing a natural generalization of the fluid equations to a manifold \( M \).

One usually considers the fluid velocity \( u \) in (1.1) as a vector field, which we write as \( u = u^i \frac{\partial}{\partial x^i} \), where \((x, U)\) is a local coordinate system of \( M \) and \( \frac{\partial}{\partial x^i} \) is the local basis of the tangent bundle \( TM \). Here and for the rest of the paper we use the convention of summation over repeated indices. In the inviscid case \( \vartheta = 0 \), that is, for Euler’s equations, the momentum balance principle implies conservation of circulation by Reynold’s transport theorem:

\[
\oint_{\eta, t(C)} u_t = \oint_C u_0
\]

for any \( s, t \) and any contour \( C \). The reader will notice the ambiguity of the above integrals—the contour is a 1-dimensional subset of \( M \) and as such one should really understand \( u \) as a 1-form. One can obtain a 1-form from \( u \) on a Riemannian manifold \((M, g)\) by setting \( u^i := g_{ij}u^j \), where \( dx^j \) is a local basis of the cotangent bundle \( T^*M \) and \( g_{ij} \) is the metric tensor in local coordinates. To simplify our discussion below, we assume the manifold is flat \( g_{ij} = \delta_{ij} \) (globally) and boundaryless (e.g., the Torus). Thus, the contour integrals above can be written as line integrals of the one-form \( \hat{u}^i \):

\[
\oint_{\eta, t(C)} u_t^i = \oint_C u_0^i.
\]

To obtain a coordinate-free expression for \( u^i \), we first consider the Navier-Stokes equation in standard coordinates:

\[
\partial_t u^i + u^j \frac{\partial}{\partial x^j} u^i = -\frac{\partial}{\partial x^i} p + \vartheta \Delta u^i, \quad i \in \{1, \ldots, d\}.
\]

Adding \( u^j \frac{\partial}{\partial x^j} u^i \) to both sides of the equation, we get

\[
\partial_t u^i + u^j \frac{\partial}{\partial x^j} u^i + u^j \frac{\partial}{\partial x^i} u^j = -\frac{\partial}{\partial x^i} \tilde{p} + \vartheta \Delta u^i,
\]

where \( \tilde{p} = p - \frac{1}{2}|u|^2 \). The reason for adding this term to both sides is that the last two terms on the left-hand side of the equality can be identified with the Lie derivative of the one-form \( u^b \) along \( u \):

\[
\mathcal{L}_u u^i = \frac{d}{dt}(\eta, t)^* u^i|_{t=\tau} = u^i \frac{\partial}{\partial x^j} u_j \, dx^j + u^i \frac{\partial}{\partial x^i} u^j \, dx^j,
\]

where the latter equality is a direct consequence of Cartan’s magic formula. Let \( d \) be the exterior differential operator and \( \delta \) the co-differential operator. The operator \( d\delta + \delta d \) is called the Hodge-Laplacian, and is equal to the (Levi-Civita) connection Laplacian on flat space by the Weitzenböck identity. In particular,

\[
\Delta u = ((d\delta + \delta d) u^b)^\sharp \Leftrightarrow \Delta u^i = ((d\delta + \delta d) u^b)_i, \quad i \in \{1, \ldots, d\},
\]

where \( \sharp \) denotes the inverse of the \( b \) operator. Putting it all together, the covariant form of the Navier-Stokes equation is given by

\[
\partial_t u^i + \mathcal{L}_u u^i = -d\tilde{p} + \vartheta \delta u^b, \quad \delta u^b = 0,
\]

where the divergence-free condition is written in terms of the codifferential. The term \( \mathcal{L}_u u^i \) is the non-linear Lie-advection of the one-form \( u^b \) by the vector-field \( u \) whose associated flow generates the integral curves \( \eta \). As an application of Reynold’s transport theorem, we find

\[
\frac{d}{dt} \oint_{\eta, t(C)} u_t^i = \oint_{\eta, t(C)} (\partial_t + \mathcal{L}_u) u^i_t = \oint_{\eta, t(C)} (d\tilde{p} + \vartheta (d + \delta)^2 u^b),
\]
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\[ \frac{\partial}{\partial t} u^L + \mathcal{L}_u u^L = -d\tilde{\rho} + \theta \delta u^L, \quad \delta u^L = 0, \]
where $u^L$ has only modes up to a certain order. A way of improving approximations on a limited computational budget is to parameterize the high-modes $u^H$ of $u$ by a vector field $\tilde{u}^H$ and compute

\[ \frac{\partial}{\partial t} u^L + \mathcal{L}_u u^L = -d\tilde{\rho} + \theta \delta u^L, \quad \delta u^L = 0. \]

One possible choice of a parameterization of $u^H$ is given by $\tilde{u}^H = \sigma_k B^k_t$, where $\sigma_k : M \to \mathbb{R}^d$, $k \in \{1, \ldots, K\}$, are sufficiently regular divergence-free vector fields and $B^k : \mathbb{R}_+ \to \mathbb{R}$ are independent Brownian motions. The hope is that $u$ is approximated by a stochastic ensemble of solutions of $u^L$. In fact, such an equation can be derived from the theory of stochastic homogenization combined with a variational principle, and we refer the reader to \cite{Hol15, CGH17, CCH} for more details about the derivation and for verifiable proof that the parameterization is flexible enough to capture the high-modes of $u$. Motivated by the practical success of this approach, we seek to develop a framework for more flexible parameterizations, where instead of Brownian motions $B^k$, one considers rough paths $\tilde{z}^k$, and to develop pathwise stability of the Brownian case, at least in dimension two.

Motivated by this problem, we perturb the advecting vector field $u$ in $\mathcal{L}_u u^H$ in (1.2) by a random vector field of the form $\sigma_k \tilde{z}^k$, where $\sigma_k : M \to \mathbb{R}^d$, $k \in \{1, \ldots, K\}$, are sufficiently regular divergence-free vector fields and $\tilde{z}^k : \mathbb{R}_+ \to \mathbb{R}$ are driving paths, which shall eventually possess only a limited regularity. That is, we replace $\mathcal{L}_u u^H$ with $\mathcal{L}_{u + \sigma_k \tilde{z}^k} u^H$ and consider

\[ \frac{\partial}{\partial t} u^H + \mathcal{L}_{u + \sigma_k \tilde{z}^k} u^H = \frac{\partial}{\partial t} u^H + \mathcal{L}_u u^H + \mathcal{L}_{\sigma_k \tilde{z}^k} u^H = -d\tilde{\rho} + \theta \delta u^H. \tag{1.3} \]

The vector field $u + \sigma_k \tilde{z}^k$ generates the two-parameter flow $\tilde{\eta}$ on $M$:

\[ \tilde{\eta}_{s,t}(x) = u_t(\tilde{\eta}_{s,t}(x)) + \sigma_k(\tilde{\eta}_{s,t})\tilde{z}_t^k, \quad \tilde{\eta}_{s,s}(x) = x, \quad s \leq t, \quad x \in M. \]

We understand this on a formal level, since it is not clear how to construct the flow map $\tilde{\eta}$ due to the low regularity. Applying Reynold’s transport theorem, we find

\[ \frac{d}{dt} \int_{\eta_{s,t}(C)} u^H \bigg|_{\eta_{s,t}(C)} = \int_{\eta_{s,t}(C)} (\frac{\partial}{\partial t} + \mathcal{L}_{u + \sigma_k \tilde{z}^k}) u^H \bigg|_{\eta_{s,t}(C)} = \int_{\eta_{s,t}(C)} (d\tilde{\rho} + \theta (d + \delta)^2 u^H), \]

which yields conservation of circulation in the inviscid case $\theta = 0$ (see also, \cite{CFH19}).

Writing (1.3) in local coordinates, we obtain

\[ \frac{\partial}{\partial t} u^I + u^I \frac{\partial}{\partial x_j} u^I + \left[ \sigma_k^j \frac{\partial}{\partial x_j} u^I + u^I \frac{\partial}{\partial x_j} \sigma_k^j \right] \tilde{z}_t^k = -\frac{\partial}{\partial x_j} \rho + \theta \Delta u^I, \tag{1.4} \]

where we note that we are again writing $\rho$ (and not $\tilde{\rho}$) which explains that $u^I \frac{\partial}{\partial x_j} u^I$ does not appear in the equation. This is the main equation we study in this paper. In particular, we introduce a formulation of the equation well suited to make sense of the distributional terms $\tilde{z}_t^k$ and to study well-posedness (see (3.1)).

However, for technical reasons related to the noise term $\tilde{z}_t^k$, the non-local nature of the pressure term (which translates to the divergence-free condition) makes it difficult to obtain a priori estimates directly from this formulation. We elaborate on this issue a bit more in Section 1.3.

One way to circumvent dealing with the pressure is to consider the 2-form $\tilde{\xi} = du^H$, called the vorticity. Taking the exterior derivative in (1.3) and using that $d$ commutes with the Lie derivative, we get

\[ \frac{\partial}{\partial t} \tilde{\xi} + \mathcal{L}_u \tilde{\xi} + \mathcal{L}_{\sigma_k \tilde{z}^k} \tilde{\xi} = \theta d\delta \tilde{\xi}. \]
Let us consider the Hodge star of the vorticity, which we denote by $\xi$, and is equal to the scalar $\ast \xi$ in dimension two and the vector field $(\ast \xi)^d$ in dimension three, where $\ast$ is the Hodge-star operator, which maps 2-forms to $d-2$-forms. It follows that (see, e.g., pages 451 and 566 in [Tay11] or Appendix A.6. of [BF17] which proves $[\ast d^2, \mathcal{L}_s] = 0$ and recall that we have assumed flatness)

$$\partial_t \xi + u_j \frac{\partial}{\partial x_j} \xi + \mathcal{L}_{\sigma_k} \xi z^k = \theta \Delta \xi,$$

where $\mathcal{L}_{\sigma_k} \xi = \sigma_k(\xi)$ in dimension two since $\xi$ is a scalar and $\mathcal{L}_{\sigma_k} \xi = \{\sigma_k, \xi\}$ in dimension three since $\xi$ is a vector field, and we have slightly abused notation in writing the Laplacian on the right-hand-side. In standard coordinates, $\xi$ solves a scalar transport equation in dimension two:

$$\partial_t \xi + u_j \frac{\partial}{\partial x_j} \xi = \theta \Delta \xi,$$

and $\xi$ solves a perturbed version of the usual vorticity equation in dimension three:

$$\left(\partial_t \xi + [u + \sigma_k \cdot z^k, \xi] \right)^d = \partial_t \xi^d + u_j \frac{\partial}{\partial x_j} \xi^d - \xi^d \frac{\partial}{\partial x_j} u^i + \left[ \sigma^d_j \frac{\partial}{\partial x_j} \xi^d - \xi^d \frac{\partial}{\partial x_j} \sigma^d_k \right] z^k = \theta \Delta \xi^d, \quad i \in \{1, 2, 3\}.$$

The reader will notice that the difference between $d = 2$ and $d = 3$ is the presence of the formidable vorticity stretching terms $\xi^d_j \frac{\partial}{\partial x_j} u^i$ and $\xi^d_j \frac{\partial}{\partial x_j} \sigma^d_k$ in $d = 3$, whose presence causes difficulty from the analytic point of view, but interesting dynamics from the modeling point of view. For convenience (and with a slight abuse of notation) we abbreviate the two equations for $\xi$ as

$$\partial_t \xi + (u \cdot \nabla) \xi - 1_{d=3}(\xi \cdot \nabla) u + \left[ \{\sigma_k \cdot \nabla \} \xi - 1_{d=3}(\xi \cdot \nabla) \sigma_k \right] z^k = \theta \Delta \xi,$$

and we note that there is no non-locality, meaning no pressure term which would influence the noise. In dimension two, by formally testing against $\xi$ and using the fact that the $\sigma_k$ are divergence-free, we find

$$|\xi|^2_{L^2} + 2 \theta \int_0^t |\nabla \xi|^2_{L^2} \, dr = |\xi_0|^2_{L^2},$$

which implies that enstrophy is balanced in dimension two.

Equation (1.5) is, of course, still non-linear due to the presence of $\mathcal{L}_u$, so one needs to write $u$ in terms of $\xi$. This operation, which is the Biot-Savart operator and acts as an inverse of $\mathbf{d}$, can only be done up to additive constants since $\mathbf{d}$ is a derivative (that is, in the Hodge decomposition, there is a Harmonic part). More precisely, on the Torus, one can see that the missing constant is the spatial average of $u$, which by formally integrating (1.4) in space, should satisfy

$$\partial_t \int_{\mathbb{T}^d} u_j(x) \, dx + \int_{\mathbb{T}^d} u_j(x) \frac{\partial}{\partial x_j} \sigma^d_k(x) \, dx z^k = 0$$

when we assume $u$ and $\sigma_k$ are divergence-free. Notice that there is no geometric ambiguity in the above spatial integrals since we are considering the components of $u$.

Throughout our analysis, it is therefore necessary to preserve the information in (1.6) as it allows us to recover the full velocity. In other words, we solve (1.5) and (1.6) as a system of equations, which is better suited for deriving a priori estimates of (1.5), which from now on will be referred to as enstrophy estimates. In addition, the system (1.5), (1.6) is shown to be equivalent to (1.4) under the condition $\nabla \cdot u = 0$. We note that there this issue does not appear in the classical Navier-Stokes equations, that is, in the case $z^k = 0$. Indeed, equation (1.6) shows that the Navier-Stokes system conserves the spatial average so that one may without loss of generality assume that $\int_0^t u_j'(x) \, dx = 0$. 
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1.3 Related literature and main contributions

The stochastic Navier-Stokes equation has been well studied using Brownian motion as the driving noise. With no ambition at an exhaustive list of references, let us mention [BCF91, BCF92, FG95, MR04, MR05]. Moreover, a similar multiplicative noise as in the present paper have been studied in [CFH19] and [BFM16]. In the pathwise setting, using regularity structures, the Navier-Stokes system with space-time white noise has been studied in [ZZ15].

A problem similar to (1.4), namely,

\[
\begin{align*}
\partial_t u + (u \cdot \nabla) u + (\sigma^k \cdot \nabla) u \, \dot{Z}^k_t &= -\nabla p + \vartheta \Delta u \\
\nabla \cdot u &= 0, \\
u|_{t=0} &= u_0,
\end{align*}
\]

has been studied by the same authors in [HLN19]. On the surface, the main difference between (1.4) and (1.7) is that the noise in (1.7) is energy conservative for the velocity. However, based on the discussion in Section 1.2, we see that, in general, the perturbation does not conserve circulation in the inviscid case nor enstrophy balance in dimension two. In fact, (1.7) is usually obtain by treating the solution of Navier-Stokes as a collection of scalar equations, thus ignoring the geometry of the problem (i.e., the Lie derivative). Furthermore, there are deep, highly technical and structural reasons why energy conservation for the velocity does not yield satisfactory well-posedness results.

More precisely, as it will become clear in the derivation below in Section 3, applying the Helmholtz projection to the equation entangles a non-locality into the rough integral term. The only available method\footnote{An alternative method has been introduced in [HNS19], but it is not clear whether it is applicable to systems or how to encode the divergence-free condition.} to obtain uniqueness of weak solutions for rough PDEs in the variational setting is the method introduced in [BG17], based on commutator estimates à la DiPerna and Lions [DL89]. However, this approach seems to fail under the presence of the Helmholtz projection. Consequently, uniqueness in [HLN19] could only be proved under very restrictive assumptions on the vector fields $\sigma^k$, namely the ones for which the rough term commutes with the Helmholtz projection, effectively restricting to constant vector fields.

Leaving this aside, there is also a structural problem with the equation containing the projection, even if one could use the techniques of [DL89]. Indeed, since the Helmholtz projection is not continuous on $L^\infty$, the equation for $u^T$, which is needed for the energy estimates, contains noise that cannot be made sense of in an appropriate Banach space as for instance $(L^\infty)^*$ that is dictated by the deterministic part of the equation. To summarize, it is the unfavorable interplay between the energy conservative noise and the deterministic part of the equation reflected through the Helmholtz projection, which makes the problem not easily accessible for a direct pathwise analysis.

In the present paper, we take a different path and develop a model in which the noise conserves circulation in the inviscid limit (which we do not address in this paper) and enstrophy balance in dimension two. Note that the enstrophy corresponding to the $L^2$-norm of the vorticity is balanced in two space dimensions and conserved in case $\vartheta = 0$ as in the deterministic unforced setting. Enstrophy, however, is not balanced in three dimensions, which leads to a significantly more involved analysis and only local in time solutions. Moreover, since the vorticity formulation eliminates the pressure, the non-locality of the equation for the vorticity does not influence the noise-term. On the other hand, as discussed above, particular care has to be taken in order to fully recover the velocity from the vorticity formulation on the Torus. This subtlety seems to have been missed in the available literature.

Additionally, we establish pathwise continuity properties which easily enables the study of Wong-Zakai results for the case of Brownian motion with Stratonovich integration in dimension two. Furthermore, the generation of a continuous random dynamical system from the unique solution follows for a large class of driving stochastic processes. This set up could also be used for studying large deviations and support theorems.
Another contribution of this paper is that it develops the theory of unbounded rough drivers as introduced in [BG17] and further developed in [DGHT19]—the unbounded rough driver theory is a method to study PDEs perturbed by an unbounded operator-valued noise term. Still, an abstract variational method in the spirit of [RL15] for these equations is not available. That we had to tailor the method of unbounded rough drivers to the Navier-Stokes equation in a non-trivial is an indication why a general theory is not yet available. On the other hand, exactly this fact of being able to tune the method demonstrates its flexibility and suggests that this mentality could be used for studying other equations, and possibly build towards a general theory.

The paper is organized as follows. Section 2 is devoted to notation and definitions. The precise formulation of the problem, derivation of the vorticity formulation and the main results are described in Section 3. Section 4 contains basic a priori estimates. Enstrophy balance, uniqueness as well as the rough path stability translation of the problem, derivation of the vorticity formulation and the main results are described in Section 3. Sections 5 contains the proof of existence. Certain auxiliary results are collected in the appendix.

2 Preliminaries

In this section, we introduce the notation and collect the basic definitions needed in the sequel.

2.1 Sobolev spaces and vector calculus

We begin by fixing the notation that we use throughout the paper.

For a given $d \in \{2, 3\}$, let $T^d = \mathbb{R}^d/(2\pi \mathbb{Z})^d$ be the $d$-dimensional flat torus and denote by $dx$ the unnormalized Lebesgue measure on $T^d$. As usual, we blur the distinction between periodic functions defined on the whole space and functions defined on the torus $T^d$. We let $\partial_i$ denote the partial derivative $\partial / \partial x_i$ in the $i$-th standard direction.

For a given $m \in \mathbb{Z}$ and $d' \in \mathbb{N}$, we define the Sobolev spaces $W^{m,2}(T^d; \mathbb{R}^{d'}) = (I - \Delta)^{-\frac{m}{2}}L^2(T^d; \mathbb{R}^{d'})$ and denote by $| \cdot |_m$ the corresponding norm. We let $W^{m,2} = W^{m,2}(T^d; \mathbb{R})$ and $W^{m,2} = W^{m,2}(T^d; \mathbb{R}^{d'})$. For a given $m \in \mathbb{N}$ and $d' \in \mathbb{N}$, we denote by $W^{m,\infty}(T^d; \mathbb{R}^{d'})$ the Sobolev space of functions whose weak-derivatives up to and including order $m$ are in $L^{\infty}(T^d; \mathbb{R}^{d'})$. For $m < 0$, we define $W^{m,\infty}(T^d; \mathbb{R}^{d'}) = (W^{-m,\infty}(T^d; \mathbb{R}^{d'}))^\ast$. We denote the corresponding norms of $W^{m,\infty}(T^d; \mathbb{R}^{d'})$ by $| \cdot |_{m,\infty}$. Moreover, for $m \geq 0$, we denote by $W^{m,\infty}_{\text{div}}$ the functions in $W^{m,\infty}(T^d; \mathbb{R}^{d'})$ that are weakly-divergence free.

The Leray projection onto divergence-free vector fields is denoted by $P$ and is defined by $Pu := \text{Id} - \nabla \Delta^{-1}(\nabla \cdot u)$. We let $Q = I - P$ be the orthogonal projection onto to gradient vector fields. We set $H^m = PW^{m,2}$ and $H^m = QW^{m,2}$ and recall that for all $m \in \mathbb{Z}$ (see Lemma 3.7 in [Mik02]), $W^{m,2} = H^m \oplus H^m_\perp$, where

\[ H^m = \{ f \in W^{m,2} : \nabla \cdot f = 0 \}, \quad \text{and} \quad H^m_\perp = \{ g \in W^{m,2} : (f, g) = 0, \forall f \in H^{-m} \}. \]

We denote by $\tilde{H}^m$ the subspace of functions in $H^m$ that are mean-free $\tilde{f} := \int_{T^d} f(x) \, dx = 0$. Similarly, we define $\tilde{W}^{m,2}$ and $\tilde{W}^{m,2}$. However, we often abuse notation and use $\tilde{H}^{m,2}$ for scalar functions when it is clear from the context (see Remark 2.21).

Let $\sigma : T^d \to \mathbb{R}^d$ and $c : T^d \to \mathbb{R}^{d \times d}$ be twice differentiable and assume that the derivatives up to order two are bounded uniformly. Define the operators

\[ \mathcal{M}\phi = \sigma \cdot \nabla \phi + c\phi = \sum_{i=1}^d \sigma^i \partial_i \phi + c\phi, \quad \mathcal{M}^2\phi = (\sigma \cdot \nabla + c)^2 \phi. \]

It follows that there is a constant $N = N(|\sigma|_{2,\infty}, |c|_{2,\infty})$ such that

\[ |\mathcal{M}|_{L(W^{m+1,2},W^{m,2})} \leq N, \quad m = 0, 1, 2, \quad |\mathcal{M}^2|_{L(W^{m+2,2},W^{m,2})} \leq N, \quad m = -1, 0, 1, \quad (2.1) \]
where $\mathcal{L}(V, V')$ denotes the Banach of bounded linear operators between two arbitrary Banach spaces $V$ and $V'$. We note that there is also a constant $N = N(|\sigma|_{2, \infty}, |c|_{2, \infty})$ such that
\[ |M|_{\mathcal{L}(W^{m+1, \infty}, W^{m, \infty})} \leq N, \quad m = 0, 2, \quad |M^2|_{\mathcal{L}(W^{m+2, \infty}, W^{m, \infty})} \leq N, \quad m = 0, 1, \]
Because $P \in \mathcal{L}(W^{m, 2}, H^m)$ and $Q \in \mathcal{L}(W^{m, 2}, H^m)$ for all $m \in \mathbb{Z}$, both of which have operator norm bounded by 1, we have
\[ |PM^1|_{\mathcal{L}(H^{m+1, \infty})} \leq N, \quad m = 0, 1, 2, \quad |PM^2|_{\mathcal{L}(H^{m+2, \infty})} \leq N, \quad m = -1, 0, 1, \]
\[ |QM^1|_{\mathcal{L}(H^{m+1, \infty})} \leq N, \quad m = 0, 1, 2, \quad |QM^2|_{\mathcal{L}(H^{m+2, \infty})} \leq N, \quad m = -1, 0, 1. \tag{2.2} \]

Moreover, for all $n \in \mathbb{N}$, we have
\[ \mathcal{K} \in \mathcal{L}(H^{n-1,2}, H^n), \quad \text{curl} \in \mathcal{L}(W^{n,2}, H^{n-1}), \]
and
\[ |\nabla \mathcal{K}|_n = |f|_n. \tag{2.3} \]
Moreover, for all $n \in \mathbb{N}$, $\text{curl} \circ \mathcal{K} \in \mathcal{L}(H^{n-1,2}, H^{n-1})$ is the identity operator if $d = 2$ and restricts to the identity operator on $H^{n-1}$ if $d = 3$, and $\mathcal{K} \circ \text{curl} \in \mathcal{L}(W^{n,2}, H^n)$ restricts to the identity on $H^n$ if $d \in \{2, 3\}$.

In order to analyze the non-linear term in (1.4), we employ the classical notation and bounds. Owing to Lemma 2.1 in [Tem83], the trilinear form
\[ b(u, v, w) = \int_{\mathbb{T}^d} (u \cdot \nabla)v \cdot w \, dx = \sum_{i,j=1}^d \int_{\mathbb{T}^d} u_i^j \partial_i v^j w \, dx \]
satisfies the continuity property
\[ |b(u, v, w)| \leq m_1 m_2 m_3, \quad |u|_{m_1} |v|_{m_2} |w|_{m_3}, \quad m_1 + m_2 + m_3 > \frac{d}{2}, \quad m_1, m_2, m_3 \geq 0. \tag{2.4} \]
Moreover, for all \( u \in H^{m_1} \) and \( (v, w) \in W^{m_2+1.2} \times W^{m_3, 2} \) such that \( m_1, m_2, m_3 \) satisfy (2.4), we have

\[
b(u, v, w) = -b(u, w, v) \quad \text{and} \quad b(u, v, v) = 0.
\] (2.5)

For \( m_1, m_2, \) and \( m_3 \) that satisfy (2.4), we obtain a bilinear mapping \( B : W^{m_1, 2} \times W^{m_2+1.2} \to W^{-m_3, 2} \) defined by \( (B(u, v), w) = b(u, v, w) \). We define \( B_p = PB \) and \( B_Q = QB \) and giving the continuous bilinear mappings

\[
B_p : W^{m_1, 2} \times W^{m_2+1.2} \to H^{-m_3}, \quad B_Q : W^{m_1, 2} \times W^{m_2+1.2} \to H_{-m_3}.
\]

We set \( B(u) = B(u, u) \) and similarly for \( B_p \) and \( B_Q \).

### 2.2 Rough paths

For an interval \( I \), we use the notation \( \Delta_I := \{(s, t) \in I^2 : s \leq t\} \) and \( \Delta_I^{(2)} := \{(s, \theta, t) \in I^3 : s \leq \theta \leq t\} \). For simplicity, we let \( \Delta_T := \Delta_{[0, T]} \) and \( \Delta_T^{(2)} = \Delta_{[0, T]}^{(2)} \) for \( T > 0 \). Let \( E \) be a Banach space with norm \( |\cdot|_E \). A function \( g : \Delta_I \to E \) is said to have finite \( p \)-variation for some \( p > 0 \) on \( I \) if

\[
|g|_{p-\text{var};I;E} := \sup_{\{t_i\} \in \mathcal{P}(I)} \left( \sum_{i} |g_{t_{i+1}} - g_{t_i}|_E^p \right)^{\frac{1}{p}} < \infty,
\]

where \( \mathcal{P}(I) \) is the set of all partitions of \( I \). We denote by \( C_2^{p-\text{var}}(I; E) \) the set of all continuous functions with finite \( p \)-variation on \( \Delta_I \) equipped with the seminorm \( |\cdot|_{p-\text{var};I;E} \) and by \( C^{p-\text{var}}(I; E) \) the set of all paths \( z : I \to E \) such that \( \delta z \in C_2^{p-\text{var}}(I; E) \), where \( \delta z := z_t - z_s \). In this section, we drop the dependence of norms on the space \( E \) when convenient.

A continuous mapping \( \omega : \Delta_I \to [0, \infty) \) is called a control on \( I \) provided \( \omega(s, s) = 0 \) and it is superadditive, namely

\[
\omega(s, \theta) + \omega(\theta, t) \leq \omega(s, t), \quad s \leq \theta \leq t.
\]

If for a given \( p > 0 \), \( g \in C_2^{p-\text{var}}(I; E) \), then it can be shown that the 2-index map \( \omega_g : \Delta_I \to [0, \infty) \) defined by

\[
\omega_g(s, t) = |g|_{p-\text{var};[s,t]}^p
\]

is a control (see, e.g., Proposition 5.8 in [FV10]). Moreover, it is straightforward to check that one could equivalently define the semi-norm on \( C_2^{p-\text{var}}(I; E) \) by

\[
|g|_{p-\text{var};,[s,t]} = \inf\left\{ \omega(s, t)^\frac{1}{p} : \omega \text{ is a control s.t. } |g_{uv}| \leq \omega(u, v)^\frac{1}{p} \text{ for all } (u, v) \in \Delta_I \right\}.
\] (2.6)

We shall need the following local version of the \( p \)-variation spaces.

**Definition 2.2.** Given an interval \( I = [a, b] \), a control \( \sigma \) and real number \( L > 0 \), we denote by \( C_2^{p-\text{var}}(I; E) \) the space of continuous two-index maps \( g : \Delta_I \to E \) for which there exists a control \( \omega \) such that for every \( (s, t) \in \Delta_I \) with \( \sigma(s, t) \leq L \), it holds that \( |g_{st}|_E \leq \omega(s, t)^\frac{1}{p} \). We define a semi-norm on this space by

\[
|g|_{p-\text{var},\sigma,L;I} := \sup \left\{ \omega(a, b)^\frac{1}{p} : \omega \text{ is a control s.t. } |g_{st}| \leq \omega(s, t)^\frac{1}{p}, \forall (s, t) \in \Delta_I \text{ with } \sigma(s, t) \leq L \right\}.
\]

It follows that for \( \sigma_1 \leq \sigma_2 \) and \( L_2 \leq L_1 \),

\[
C_2^{p-\text{var}}(\sigma_2, L_2; I; E) \subseteq C_2^{p-\text{var}}(\sigma_1, L_1; I; E)
\]

Next, we present the definition of a rough path and the reader is referred to [LCL07, FV10, FH14] for a thorough exposition of the theory of rough paths. For a two-index map \( g : \Delta_I \to \mathbb{R} \), we define the second order increment operator

\[
\delta g_{st\theta} = g_{st} - g_{s\theta} - g_{s\theta}, \quad (s, \theta, t) \in \Delta_I^{(2)}.
\]
Definition 2.3. Let $K \in \mathbb{N}$ and $p \in [2, 3)$. A continuous $p$-rough path is a pair 
\[ \mathbf{Z} = (Z, \mathbb{Z}) \in C^{p-\var}([0, T]; \mathbb{R}^K) \times C^{p-\var}([0, T]; \mathbb{R}^{K\times K}) \]
that satisfies the Chen’s relation
\[ \delta Z_{s,t} = 0, \quad \delta Z_{s,t} = \delta Z_{s,t} \otimes \delta Z_{s,t}, \quad \forall (s, \theta, t) \in \Delta_2^{(2)} . \]
We will denote by $\omega_{\mathbf{Z}}$ the smallest control dominating both $|Z_{s,t}|^p$ and $|Z_{s,t}|^q$. Given a smooth path $z$, there is a canonical lift to a rough path $(Z, \mathbb{Z})$, where
\[ Z_{s,t} = \delta z_{s,t}, \quad Z_{s,t} := \int_s^t \delta z_{s,r} \otimes dz_r, \]
for which Chen’s relation is readily checked. A continuous $p$-rough path $\mathbf{Z} = (Z, \mathbb{Z})$ is said to be geometric if it can be obtained as the limit in the product topology $C^{p-\var}([0, T]; \mathbb{R}^K) \times C^{p-\var}([0, T]; \mathbb{R}^{K\times K})$ of a sequence of rough paths $((Z^n, \mathbb{Z}^n))_{n=1}^{\infty}$ that are canonical lifts of some smooth paths $z^n : [0, T] \rightarrow \mathbb{R}^K$. We denote by $C^{p-\var}([0, T]; \mathbb{R}^K)$ the set of geometric $p$-rough paths and endow it with the product topology.

2.3 Unbounded rough drivers

In [Dav10], A.M. Davie made the groundbreaking observation that rough differential equations can be interpreted as an equation in Taylor expansions. The notion of solution is obtained by iterating a rough differential equation into itself and using Taylor’s formula to re-expand non-linearities in terms of the equation itself. The final expression is an increment equation that allows for detailed analysis of the solution in terms of the oscillations of the temporal noise.

Extending this to the framework of PDEs with unbounded perturbations, we are led to iterating the vector fields acting on the solution. In this setting, the oscillations in time are coupled with spatial derivatives. Thus, one needs appropriate function spaces in order to capture the behavior of the involved quantities with respect to the spatial variable.

Consider a quadruple $(E^n, |\cdot|_n)^3_{n=0}$ of Banach spaces such that $E^{n+k}$ is continuously embedded into $E^n$ for $k, n \in \{0, 1, 2, 3\}$ such that $n + k \leq 3$. We denote by $E^{-n}$ the topological dual of $E^n$, and note that, in general, $E^{-0} \neq E^0$. When the norm is clear from the context, we call $(E^n)_n$ a scale of spaces, and it is understood that $n \in \{-3, -2, -1, 0, 1, 2, 3\}$.

Definition 2.4. Let $p \in [2, 3)$ and $T > 0$ be given. A continuous unbounded $p$-rough driver with respect to the scale $(E^n)_n$, is a pair $A = (A^1, A^2)$ of 2-index maps such that there exists a continuous control $\omega_A$ on $[0, T]$ such that for every $(s, t) \in \Delta_T$,
\[ |A^1_{s,t}|_{L(E^{-n}, E^{-(n+1)})} \leq \omega_A(s, t) \quad \text{for} \quad n \in \{0, 2\}, \quad |A^2_{s,t}|_{L(E^{-n}, E^{-(n+2)})} \leq \omega_A(s, t) \quad \text{for} \quad n \in \{0, 1\}, \quad (2.7) \]
and Chen’s relation holds true,
\[ \delta A^1_{s,t} = 0, \quad \delta A^2_{s,t} = A^1_{s,t} A^1_{s,t}, \quad \forall (s, \theta, t) \in \Delta_2^{(2)} . \quad (2.8) \]

We shall need a tool that allows us to compare the regularity of the different spaces in the scale $(E^n)_n$.

Definition 2.5. A family of smoothing operators $(J^p)_{p \in (0, 1]}$ acting on $(E^n)_n$ is a family of operators such that,
\[ |(1 - J^p)f|_{ln} \leq \eta^k |f|_{ln+k} \quad \text{and} \quad |J^p f|_{ln+k} \leq \eta^{-k} |f|_{ln}, \quad (2.9) \]
for $0 \leq k \leq 2$ and $-2 \leq n \leq 2$ such that $-3 \leq n + k \leq 3$. 
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In the scale $(\mathcal{H}^n)_n$, a family of self-adjoint smoothing operators can be constructed using the frequency cut-off (see, for example [HLN19]). In fact, in this case (2.9) is valid for all $k, n \in \mathbb{Z}$. In the case of the $L^\infty$-scale $(\mathcal{W}^n, \mathcal{E}^\infty)_n$, one may employ convolution with a nonnegative smoothing kernel to obtain (2.9) for $k \in \{0, 1, 2\}$.

We include here the main a priori estimate from [DGHT19, Theorem 2.10]. See, however, Lemma 4.1 for a related result.

**Theorem 2.6.** Assume

- $(E^n)_n$ is a scale of spaces for which there exists a family of smoothing operators;
- $\mathbf{A} = (A^1, A^2)$ is an unbounded $p$-rough driver on $(E^n)_n$ for $p \in [2, 3)$;
- $\mu : I \rightarrow E^{-1}$ is of bounded $l$-variation (i.e., $|\delta \mu|_{l-1} \leq \omega_\mu(s, t)$ for some control $\omega_\mu$);
- $g : I \rightarrow E^{-0}$ is a bounded path such that

$$dg_t = d\mu_t + \mathbf{A}(dt)g_t \quad (2.10)$$

in the sense that

$$g^\varphi_{st} := \delta g_{st} - \delta \mu_t - A^{11}_{st}g_s - A^{22}_{st}g_s$$

belongs to $C^{7-\varphi}_{2, l, \omega, L}(I; E^{-3})$ for some $L > 0$.

Then there is a positive constant $\bar{L} = \bar{L}(p) < L$ such that for all $(s, t) \in \Delta_I$ with $\omega_A(s, t) \leq \bar{L}$, we have

$$|g^\varphi_{st}|^{-3} \leq \|g\|_{L^\infty(I; E^{-0})} \omega_A(s, t)^{\frac{3}{p} + \omega_\mu(s, t)\omega_A(s, t)^{\frac{1}{p}}.}

### 3 Formulation of the problem and the main results

As the first step of our analysis, we derive a rough path formulation of (1.4) and (1.5), which will be satisfied by solutions constructed in our main existence result below, Theorem 3.7. For notational convenience, we change the sign of the vector fields $\sigma_k$, so that (1.4) becomes

$$\partial_t u_t + (u_t \cdot \nabla)u_t + \nabla p_t = \partial \Delta u_t + \left[\left(\sigma_k \cdot \nabla\right)u_t + \left(\nabla \sigma_k\right)u_t\right]z^k_i,$$

$$\nabla \cdot u_t = 0, \quad u_t|_{t=0} = u_0. \quad (3.1)$$

for a given initial condition $u_0$ and divergence-free vector fields $\sigma_k$, $k \in \{1, \ldots, K\}$. The unknowns in (3.1) the velocity field $u : [0, T] \times \mathbb{T}^d \rightarrow \mathbb{R}^d$ and the pressure $p : [0, T] \times \mathbb{T}^d \rightarrow \mathbb{R}$. We note that the $i$-th component of $(\nabla \sigma_k)u_t$ is given by $\partial_i \sigma_k \cdot u_t = \partial_i \sigma_k^j u^j_t$ so that componentwise (3.1) reads

$$\partial_t u^j_i + u^j_i \partial_j u^i_t + \partial_i p_t = \partial \Delta u^j_i + \left[\sigma^j_k \partial_j u^i_t + \partial_i \sigma^j_k u^j_t\right]z^k_i, \quad i \in \{1, 2, \ldots, d\}. \quad (3.2)$$

where there is an implicit summation over the repeated indices $j, k$. We always consider $d \in \{2, 3\}$.

We study the Navier-Stokes equation in the variational framework by decoupling the velocity field and the pressure into two equations using the Leray projection $P$ defined in Section 2.1. Applying the solenoidal $P : \mathcal{W}^{m, 2} \rightarrow \mathcal{H}^n$ and gradient projection $Q : \mathcal{W}^{m, 2} \rightarrow \mathcal{H}^n$ separately to (3.1) yields

$$\partial_t u^j_t + P((u_t \cdot \nabla)u_t) = \partial \Delta u^j_t + \left[\left(\sigma_k \cdot \nabla\right)u_t + \left(\nabla \sigma_k\right)u_t\right]z^k_i,$$

$$\nabla p_t + Q((u_t \cdot \nabla)u_t) = Q\left[\left(\sigma_k \cdot \nabla\right)u_t + \left(\nabla \sigma_k\right)u_t\right]z^k_i,$$

(3.2)
where we note that $P\Delta u_t = \Delta P u_t = \Delta u_t$ when $\nabla \cdot u_t = 0$. As usual, we study the equation for $u$ and later show that we can give meaning to the equation for $\nabla p$, see Lemma 3.8 and Remark 3.9. To this end, let us assume that $\varphi^k$ is smooth and iterate the equation for $u$ into $\varphi^k$-term twice to obtain

$$
\delta u_{st} + \int_s^t P[(u_r \cdot \nabla)u_r] \, dr = \int_s^t \delta \Delta u_r \, dr + [\mathcal{A}^1_{st} + \mathcal{A}^2_{st}]u_s + u^k_{st},
$$

where we have defined

$$
\mathcal{A}^1_{st} : = P\tilde{\xi}_{\sigma^t} \varphi \tilde{Z}^k_{st}, \quad \mathcal{A}^2_{st} : = P\tilde{\xi}_{\sigma^t} P\tilde{\xi}_{\sigma^t} \varphi \tilde{Z}^l_{st}, \quad \tilde{\xi}_{\sigma^t} \varphi := (\sigma^t \cdot \nabla)\varphi + (\nabla \sigma^t)\varphi,
$$

and

$$
u^k_{st} := \int_s^t P\tilde{\xi}_{\sigma^t} \delta \mu_{st} \, dz^k_r + \int_s^t P\tilde{\xi}_{\sigma^t} \int_s^r P\tilde{\xi}_{\sigma^t} \left( \delta \mu_{st} + P \int_s^r \tilde{\xi}_{\sigma^m} u_r \, dz^m_r \right) \, dz^l_r \, dz^k_r,
$$

and

$$
\mu_t = \int_0^t [\delta \Delta u_r - P(u_r \cdot \nabla)u_r] \, dr.
$$

In the above, we have used suggestive notation for the operator $\tilde{\xi}_{\sigma^t}$ as a reminder that it related to the Lie derivative. Since $u$ is a vector field, the Lie-derivative of $u$ by $\sigma^t$ is given by $\xi^{\sigma^t} u := (\sigma^t \cdot \nabla)u - (u \cdot \nabla)\sigma^t$, which is not that same as $\tilde{\xi}_{\sigma^t} u$ unless $\sigma^t$ is constant in space. However, the Lie derivative of the one-form $u^b = \delta_i u^i dx^j$ by $\sigma^t$ is given by

$$
\xi^{\sigma^t} u^b = (\sigma^t_i \partial_j u^i + \partial_i \sigma^t_j u^i) \, dx^j,
$$

and hence $\tilde{\xi}_{\sigma^t} u = (\xi^{\sigma^t} u^b)^b$.

Since we are concerned with strong solutions, we expect $u \in L^\infty_T H^1$ and $\mu \in C^{1\,-\,var}([0, T]; H^0)$, and hence the remainder $u^k$ in (3.5) is expected to belong to $C^{\zeta\,-\,var}([0, T]; H^{-2})$, for some $\zeta < 1$. Assume now that $\varphi^k$ is not a smooth path, but we know how to make sense of $\varphi$. Then, the only term that lacks a priori meaning in (3.3) is the term $u^k$. However, from formal power counting of the integrals in (3.5), we still expect this term to be a negligible remainder provided $\sigma \in (W^{3,\infty}_{div})^t$. Thus, equation (3.3) is to be understood in the sense that we define the remainder term $u^k$ from the solution $u$. This will be made precise in Definition 3.1 below.

The pair $\mathcal{A} = (\mathcal{A}^1, \mathcal{A}^2)$ is an unbounded $p$-rough driver in the sense of Definition 2.4 on the scale $(H^p)_t$. Indeed, the existence of a control $\omega_{\mathcal{A}}$ such that (2.7) holds follows from (2.2) and the fact that $(Z, \Z) \in p$-rough path in the sense of Definition 2.3, which implies Chen’s relation (2.8). We note that control $\omega_{\mathcal{A}}$ can be chosen to satisfy

$$
\omega_{\mathcal{A}}(s, t) \leq |s-t|^{a}, \quad \omega_{\mathcal{A}}(s, t), \quad \forall (s, t) \in \Delta_T.
$$

In fact, owing to (2.2), we have more than what (2.7) strictly requires. We use these in the proof of Lemma 4.1.

We will now give our first definition of a solution to (3.1).

**Definition 3.1.** We say that $u$ is a strong solution of (3.1) up to time $T^*$ if $u : [0, T^*) \rightarrow H^1$ is weakly continuous, $u \in L^2_T H^2 \cap L^\infty_T H^1$ and $u^k : \Delta_T \rightarrow H^{-2}$ defined by

$$
u^k_{st}(\phi) := \delta u_{st}(\phi) + \int_s^t [\delta(\Delta u_r, \phi) + B_p(u_r)(\phi)] \, dr - u_s([\mathcal{A}^1_{st} + \mathcal{A}^2_{st}] \phi),
$$

for all $\phi \in H^2$ satisfies $u^k \in C^{\zeta\,-\,var}_{2,\omega_{\mathcal{A}}, L}([0, T^*]; H^{-2})$ for some $L > 0$. 
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Remark 3.2. By the regularity assumption on \( u \), it follows that the \( dr \)-integral in (3.7) is well-defined.

Remark 3.3. It is possible to formulate a rough version of (3.1) without projecting the equation onto the scale of divergence-free spaces by keeping the pressure in the equation. This formulation was discussed in [HLN19] for the case of an energy conservative noise, but the computations carry over mutatis mutandis to the current case giving an equivalent formulation of (3.3) and (3.14) below.

Remark 3.4. The expansion \( \mathcal{A}_{sl}^1 u_s + \mathcal{A}_{sl}^2 u_s + u_s^\delta \) should be thought of as the projection of the rough path integral; that is,

\[
\mathcal{A}_{sl}^1 u_s + \mathcal{A}_{sl}^2 u_s + u_s^\delta = P \int_s^t [(\sigma_k \cdot \nabla) + (\nabla \sigma_k)] u_r \, dZ^k_r.
\]

Indeed, the expression \( \mathcal{A}_{sl}^1 u_s + \mathcal{A}_{sl}^2 u_s \) represents a local expansion of the rough path integral. If \( u^\delta \) is a remainder, then by the sewing lemma, [HLN19, Lemma B.1], this uniquely defines a path representing the rough integral.

### 3.1 Vorticity formulation

Applying the curl operator \( \nabla \times \) to (3.1), we obtain

\[
\bar{\partial} \xi + (u \cdot \nabla) \xi - \mathbf{1}_{d=3} (\xi \cdot \nabla) u = \theta \Delta \xi + [(\sigma_k \cdot \nabla) \xi - \mathbf{1}_{d=3} (\nabla \sigma_k)] \xi^\delta.
\] (3.8)

Let us suppose that there exists a strong solution \( u \) of (3.1) on \([0, T]\) as defined by Definition 3.1. In order to find a rough version of the vorticity formulation, we apply the curl operator \( \nabla \times \) to both sides of (3.3). Using properties of the curl operator and that \( \xi = \nabla \times u \) is a weakly continuous function \( \xi : [0, T] \to \mathbf{H}^0 \) with \( \xi \in L^2_T \mathbf{H}^1 \cap L^\infty_T \mathbf{H}^0 \), we find that \( \xi^\delta : \Delta_T \to \mathbf{H}^{-3} \) defined for all \( \phi \in \mathbf{H}^3 \) and \((s, t) \in \Delta_T\) by

\[
\xi^\delta_{st}(\phi) = \delta \xi_{st}(\phi) + \int_s^t [\theta (\nabla \xi_r, \nabla \phi) + (u_r \cdot \nabla) \xi_r(\phi) - \mathbf{1}_{d=3} ((u \cdot \nabla) \xi_r)(\phi)] \, dr - \xi_s([A_{sl}^1 \ast + A_{sl}^2 \ast] \phi).
\]

satisfies \( \xi^\delta \in C^{p - \text{var}}_{\omega_Z, L} ([0, T]; \mathbf{H}^{-3}) \) for some \( L > 0 \), where \( A^1 \) and \( A^2 \) are defined by

\[
A_{sl}^1 \phi = \nabla \times \mathcal{A}_{sl}^1 \phi = L_{\sigma_k} \phi Z^k_{st} = ((\sigma_k \cdot \nabla) \phi - \mathbf{1}_{d=3} (\phi \cdot \nabla) \sigma_k) Z^k_{st}
\] (3.9)

and

\[
A_{sl}^2 \phi = \nabla \times \mathcal{A}_{sl}^2 \phi = L_{\sigma_k} L_{\sigma_l} \phi Z^{lk}_{st} = ((\sigma_k \cdot \nabla) (\sigma_l \cdot \nabla) \phi - \mathbf{1}_{d=3} ((\phi \cdot \nabla) \sigma_l))
\]

\[
- \mathbf{1}_{d=3} ((\sigma_l \cdot \nabla) \phi \cdot \nabla) \sigma_k + \mathbf{1}_{d=3} ((\phi \cdot \nabla) \sigma_l) \cdot \nabla) \sigma_k) Z^{lk}_{st}.
\] (3.10)

Indeed, the equalities (3.9) and (3.10) follows from the fact that \( \nabla \times P = \nabla \bar{\times} \) and \( \nabla \times \tilde{\xi}_{\sigma_k} = L_{\sigma_k} \nabla \times \) on divergence-free vector fields, which can be checked by direct calculation or by appealing to the differential geometry (see page 451 in [Tay11] or Appendix A.6. of [BF17]). We note that in dimension two, \( \xi \) is a mean-free scalar and the equation preserves the mean, which is zero. Moreover, in dimension three, \( \xi \) is a mean-free and divergence-free vector and the equation preserves mean and divergence-freeness.

It is clear that \( \mathbf{A} = (A^1, A^2) \) satisfies (2.7) for the scale \( (\mathbf{H}^n)_n \) with a control \( \omega_A \) by (2.1). The control of \( \omega_A \) can be chosen so that

\[
\omega_A(s, t) \lesssim_{\text{proj}, \omega} \omega_Z(s, t), \quad \forall (s, t) \in \Delta_T.
\]

The inverse of the curl (i.e., the Biot-Savart operator \( \mathcal{K} \)) can only recover the mean-free part of a vector field. Thus, in order to be able to recover \( u \) from \( \xi \), we need to control the mean of \( u \) in terms of \( \xi \). We denote by \( \bar{u} \) the spatial mean of \( u \); that is, \( \bar{u} \) is the \( d \)-dimensional vector with the \( m \)'th component given by
\( \bar{u}^m := (u, e_m) \) where \( e_m \) is the \( m \)’th basis vector of \( \mathbb{R}^d \). Furthermore, let \( v = u - \bar{u} \) be the mean-free part. The remainder of the mean satisfies

\[
\bar{u}_s^m := u_s^m(e_m) = (\delta u_s, e_m) - ([A^1_{st} + A^2_{st}]u_s, e_m) = \delta \bar{u}_s^m - ([A^1_{st} + A^2_{st}] \bar{u}_s, e_m) - ([A^1_{st} + A^2_{st}] v_s, e_m).
\]

Because \( \bar{u}_s \) is constant in space, we find that \( (A^i_{st} \bar{u}_s, e_m) = 0 \). Moreover, using that all vector fields under consideration are divergence free, we obtain

\[
(A^1_{st} v_s, e_m) = (P(\sigma_k \cdot \nabla) v_s), e_m)Z^k_{st} + (P(\nabla \sigma_k) v_s), e_m)Z^k_{st} = (v_s^l, \partial_m \sigma^l_k) Z^k_{st}
\]

and

\[
(A^2_{st} v_s, e_m) = (P(\sigma_k \cdot \nabla)P(\sigma_j \cdot \nabla) v_s), e_m)Z^k_{st} + (P(\sigma_k \cdot \nabla)(\nabla \sigma_j) v_s), e_m)Z^k_{st}
\]

\[
= (P(\nabla \sigma_k)P(\sigma_j \cdot \nabla) v_s), e_m)Z^k_{st} + (P(\nabla \sigma_k)P(\nabla \sigma_j) v_s), e_m)Z^k_{st}.
\]

For the remaining terms, we write

\[
(P(\nabla \sigma_k)P(\sigma_j \cdot \nabla) v_s), e_m) = (P(\sigma_j \cdot \nabla) v_s), \partial_m \sigma_k)
\]

\[
= (P(\sigma_j \cdot \nabla) v_s), \partial_m \sigma_k) = (\nabla \sigma_j, v_s), \partial_m \sigma_k).
\]

Consequently, we get that

\[
\bar{u}_s^m = \delta \bar{u}_s - L^1_{st}(\bar{u}_s) - L^2_{st}(\bar{u}_s),
\]

where the \( m \)’th component of \( L^1_{st}(\bar{u}_s) \) and \( L^2_{st}(\bar{u}_s) \) is given by

\[
(v_s^l, \partial_m \sigma^l_k) Z^k_{st} \quad \text{and} \quad (v_s^l, \partial_m \sigma^l_k \partial_m \sigma^n_k - \sigma^m_j \partial_m \sigma^l_k) Z^k_{st},
\]

respectively. It follows that

\[
|L^1_{st}(\bar{u}_s)| \leq |\sigma|_{\mathcal{L}^{3, \infty}} |v_s|_0 \omega_2(z, t)^{\frac{1}{2}} \quad \text{and} \quad |L^2_{st}(\bar{u}_s)| \leq |\sigma|_{\mathcal{L}^{3, \infty}} |v_s|_0 \omega_2(z, t)^{\frac{3}{2}}.
\] (3.11)

**Definition 3.5.** We say that a pair \((\xi, \bar{u})\) is a weak solution of (3.8) up to time \( T^* \) if \((\xi, \bar{u}) : [0, T^*] \rightarrow \tilde{\mathbb{H}}^0 \times \mathbb{R}^d \) is weakly continuous, \( \xi \in L^2_T \tilde{\mathbb{H}}^1, \tilde{\mathbb{H}}^1 \cap L^\infty_T \tilde{\mathbb{H}}^0 \), and \( \bar{u} : \Delta_{T^*} \rightarrow \mathbb{R}^d \) and \( \bar{\xi} : \Delta_{T^*} \rightarrow \tilde{\mathbb{H}}^{-3} \) defined by

\[
\bar{u}_s^m := \delta \bar{u}_s - [L^1_{st} + L^2_{st}](\mathcal{K}\xi_s)
\]

\[
\bar{\xi}_{st}(\phi) := \delta \xi_{st}(\phi) + \int_0^T \left[ \theta(\nabla \xi_{\tau, \tau} \nabla \phi) + \left( (\mathcal{K}\xi_{\tau} + \bar{u}_{\tau}) \cdot \nabla \right) \xi_{\tau}, \phi \right] d\tau
\]

\[
- \delta_s([A^1_{st} + A^2_{st}](\phi),
\]

for all \( \phi \in \tilde{\mathbb{H}}^3 \) satisfy \( \xi \in C^{\xi - \text{var}}_{2, \omega_2, L}([0, T^*]; \tilde{\mathbb{H}}^{-3}) \) and \( \bar{u}^m \in C^{\xi - \text{var}}_{2, \omega_2, L}([0, T^*]; \mathbb{R}^d) \) for some \( L \leq 0 \).

**Lemma 3.6.** There is a one-to-one correspondence between the solutions defined in Definitions 3.1 and 3.5.

**Proof.** If \( u \) is a strong solution of (3.1), then by defining

\[
\bar{\xi} := \nabla \times u, \quad \bar{\xi} := \nabla \times u^l, \quad u^l := (u^l(e_m))_{m=1}^d,
\]

we have
we obtain a solution in the sense of Definition 3.5. For the reverse direction, define

\[ v = \mathcal{K} \xi, \quad v^\delta = \mathcal{K} \xi^\delta, \quad u = \tilde{u} + v, \quad u^\delta = v^\delta + \tilde{u}^\delta. \]

Because \( \mathcal{K} \) is linear and commutes with derivatives, we have

\[ \delta v = \mathcal{K} \delta \xi, \quad \Delta v = \mathcal{K} \Delta \xi, \quad (\tilde{u} \cdot \nabla) v = \mathcal{K} ((\tilde{u} \cdot \nabla) \xi). \]

By direct calculation we obtain

\[ \text{curl}(P[(v \cdot \nabla) v]) = v \cdot \nabla \xi - I_{d=3}(\nabla v) \xi \]

and

\[ \text{curl}([\mathcal{A}^1_{st} + \mathcal{A}^2_{st}] u - [L^1_{st} + L^2_{st}](v)) = [A^1_{st} + A^2_{st}] \xi, \]

where we emphasize that both arguments of the curl are divergence and mean-free. Thus, using that \( \mathcal{K} \circ \text{curl} \) is the identity on the space of divergence and mean-free test functions, we get

\[ P[(v \cdot \nabla) v] = \mathcal{K}[(v \cdot \nabla) \xi - I_{d=3}(\nabla v) \xi] \]

\[ [\mathcal{A}^1_{st} + \mathcal{A}^2_{st}] u - [L^1_{st} + L^2_{st}](v) = \mathcal{K}([A^1_{st} + A^2_{st}] \xi). \]

Applying \( \mathcal{K} \) to the vorticity equation (3.12), we find that for all \( \phi \in H^3 \) and \( (s, t) \in \Delta T \),

\[ v^s_{st}(\phi) := \delta v_{st}(\phi) + \int_s^t [\vartheta (\nabla v, \nabla \phi) + B_p(v_r + \tilde{u}_r, v_r)(\phi)] dr \]

\[ - u^s_s([\mathcal{A}^1_{st} + \mathcal{A}^2_{st}] \phi) + [L^1_{st} + L^2_{st}](v_s)(\phi). \]

Therefore, for all \( \phi \in H^3 \) and \( (s, t) \in \Delta T \),

\[ u^s_{st}(\phi) = \delta u_{st}(\phi) + \int_s^t [\vartheta (\nabla u_r, \nabla \phi) + B_p(u_r, u_r)(\phi)] dr - u^s_s([\mathcal{A}^1_{st} + \mathcal{A}^2_{st}] \phi), \]

which completes the proof. \( \square \)

### 3.2 Main results

Our main results concern existence and uniqueness of strong solutions, stability with respect to the given data including the driving signal, and the existence of a random dynamical system generated by the solution. Let us begin with the precise formulation of the existence result.

#### 3.2.1 Existence and uniqueness

**Theorem 3.7.** Let \( d \in \{2, 3\} \). For a given \( u_0 \in H^1, Z \in C^{p-\text{var}}([0, T]; \mathbb{R}^K) \), and \( \sigma \in (W_{\text{div}}^{3, \infty})^K \), there exists a time \( T^* \) depending only on \( p, \omega, |\sigma|_{3, \infty} \) and \( |u_0|_1 \), and a strong solution up to time \( T^* \) of (3.1) satisfying the energy inequality

\[ \sup_{t \in [0, T^*]} |u_t|^2 + \int_0^{T^*} |\nabla^2 u_t|^2 dr \leq F(|u_0|_1), \quad (3.13) \]

for some continuous function \( F : \mathbb{R}_+ \to \mathbb{R}_+ \). Moreover, \( u \in C^{p-\text{var}}([0, T^*]; H^0) \), and if \( d = 2 \), the final time \( T^* \) can be taken to be \( T \).
The proof of existence of a solution is a consequence of the stronger statement in Theorem 6.1 presented in Section 6. The theorem is based on a suitable Galerkin approximation, combined with an approximation of the driving signal $z$ by smooth paths. The fact that $u \in C^{p-\text{var}}([0, T^*]; \mathcal{H}^0)$ follows from the a priori result in Lemma 4.3.

The next result shows how to construct the pressure from the velocity field. The proof of this statement can be found in Section 4.

**Lemma 3.8.** Working under the same assumptions as Theorem 3.7, if $u$ is a strong solution of (3.1) up to time $T^*$, the pressure $\pi$ can be recovered. More precisely, there exists $\pi \in C^{p-\text{var}}([0, T^*]; \mathcal{H}_z^{-2})$ satisfying

$$
\delta \pi_{st} + \int_s^t Q[(u_r \cdot \nabla)u_r] \, dr = [\mathcal{A}^{Q, 1}_{st} + \mathcal{A}^{Q, 2}_{st}] u_s + u_{st}^Q,
$$

where

$$
\mathcal{A}^{Q, 1}_{st} \phi := Q[(\sigma_k \cdot \nabla + \nabla \sigma_k) \phi] Z_{st}, \quad \mathcal{A}^{Q, 2}_{st} \phi := Q[(\sigma_k \cdot \nabla + \nabla \sigma_k) P[(\sigma_l \cdot \nabla + \nabla \sigma_l) \phi]] \varphi_{st},
$$

and $u_{st}^Q \in C^{\frac{p}{2}-\text{var}}_{2, \sigma, L}([0, T^*]; \mathcal{H}_z^{-2})$ for $\sigma(s, t) = t - s + \omega_2(s, t)$ and some $\tilde{L} > 0$.

**Remark 3.9.** In the lemma above, as in Remark 3.4, we note that $[\mathcal{A}^{Q, 1}_{st} + \mathcal{A}^{Q, 2}_{st}] u_s + u_{st}^Q$ is a rough integral $Q \int_s^t (\sigma_k \cdot \nabla + \nabla \sigma_k) u_r \, dz_{st}^k$. Thus, adding $u$ and $\pi$ and using that $P + Q = I$ gives that

$$
\delta u_{st} + \delta \pi_{st} = \int_s^t [\vartheta \Delta u_r - (u_r \cdot \nabla)u_r] \, dr + \int_s^t (\sigma_k \cdot \nabla + \nabla \sigma_k) u_r \, dz_{st}^k.
$$

We also remark that the pair $(\mathcal{A}^{Q, 1}, \mathcal{A}^{Q, 2})$ is, in general, not an unbounded rough driver on the scale $(\mathcal{H}_n^1)$, because it fails to satisfy Chen’s relation (2.8). Nevertheless, we have

$$
\delta \mathcal{A}^{Q, 2}_{st\theta} = \mathcal{A}^{Q, 1}_{st\theta} \mathcal{A}^{Q, 1}_{st\phi}, \quad \text{for all} \quad (s, \theta, t) \in \Delta_{ct}^{(2)},
$$

which is the correct Chen’s relation for the system of equations (3.3) and (3.14) needed to recover the pressure from $u$ (see the proof of Lemma 3.8).

In dimension two, we obtain classical enstrophy balance and uniqueness.

**Theorem 3.10.** In dimension two, for a given $u_0 \in \mathcal{H}^1$ and $Z \in C^{p-\text{var}}([0, T]; \mathcal{R}^K)$ and $\sigma \in (\mathcal{W}^{\text{div}, \infty}_d)^K$, there is at most one strong solution to (3.1). Moreover, the velocity $u$ belongs to $C_T \mathcal{H}^1$, the following enstrophy balance holds

$$
\sup_{t \in [0, T]} |\xi_t|^2 + 2 \theta \int_0^T |\nabla \xi_r|^2 \, dr = |\xi_0|^2,
$$

and the velocity satisfies the energy estimate (3.13) for any $T^* \leq T$.

Theorem 3.10 will follow from Theorem 5.6 and Theorem 5.10 presented in Section 5.

**Remark 3.11.** Except in the case when the $\sigma_k$, $k \in \{1, \ldots, K\}$ are all constant in space, there is no reason to believe that one could obtain energy equality for the velocity $u$, since the multiplicative term $(\nabla \sigma_k) u_z^k$ will add or subtract energy to the system.
3.2.2 Stability

Owing to Theorem 3.7 and Theorem 3.10, in dimension two, there exists a solution map $\Gamma$ that maps every initial condition $u_0 \in H^1$, continuous geometric $p$-rough path $Z = (Z, Z)$, and family of divergence-free vector fields $\sigma \in (W_{\text{div}}^{3,\infty})^K$, to a unique strong solution $u$ of (3.1). Let us denote by $H^1_w$ the space $H^1$ equipped with its weak topology. The following stability result is proved in Section 5.3.

**Corollary 3.12.** In dimension two, the solution map

$$\Gamma : H^1 \times (W_{\text{div}}^{3,\infty})^K \times C^p_{\text{var}}([0, T]; R^K) \rightarrow L^2_T H^1 \cap C_T H^1 \cap C_T H^0$$

$$(u_0, \sigma, Z) \mapsto u$$

is continuous.

In particular, the following Wong-Zakai result holds true. Let $\{B^n\}$ be a piecewise linear interpolation of a Brownian motion $B$, and for each $n$, denote by $u^n$ the unique strong solution of (3.1) with $\dot{z}$ is replaced by $\dot{B}^n$, existence of which is guaranteed by Theorem 3.10 and Theorem 3.7. Then $\{u^n\}$ converges almost surely to $u$ in $L^2_T H^1 \cap C_T H^1 \cap C_T H^0$ where $u$ is the strong probabilistic, pathwise unique solution of

$$du_t + \nabla p \, dt = \{\theta \Delta u_t - (u_t \cdot \nabla) u_t\} \, dt + [(\sigma_k \cdot \nabla) + (\nabla \sigma_k)] u_t \circ dB^k_t$$

$$\nabla \cdot u_t = 0, \quad u_t|_{t=0} = u_0 \in H^1.$$

constructed in [MR05, Theorem 2.1] for the more general case of $u_0 \in H^0$.

Moreover, the energy estimate (3.13) is satisfied for solutions corresponding to almost all sample paths of the Brownian motion.

**Remark 3.13.** By applying the curl operator to $u$, we also obtain continuity of the mapping

$$\Gamma : H^1 \times (W_{\text{div}}^{3,\infty})^K \times C^p_{\text{var}}([0, T]; R^K) \rightarrow L^2_T L^2 \cap C_T L^2 \cap C_T W^{-1,2}$$

$$(u_0, \sigma, Z) \mapsto \xi.$$

3.2.3 Random dynamical system

Based on our well-posedness and stability result in dimension two, under suitable assumptions on the driving rough path, we are able to construct a continuous random dynamical system corresponding to the Navier-Stokes equations (3.1).

Let us first introduce the necessary definitions. Let $(\Omega, \mathcal{F})$ and $(X, \mathcal{B})$ be measurable spaces. A family $\theta = (\theta_t)_{t \geq 0}$ of maps from $\Omega$ to itself is a measurable dynamical system provided

1. $(t, \omega) \mapsto \theta_t \omega$ is measurable w.r.t. the $\sigma$–algebras $\mathcal{B}([0, \infty)) \otimes \mathcal{F}$ and $(\Omega, \mathcal{F}),$
2. $\theta_0 = \text{Id},$
3. $\theta_{s+t} = \theta_t \circ \theta_s$ for all $s, t \geq 0$.

If $\mathbb{P}$ is a probability measure on $(\Omega, \mathcal{F})$ that is invariant under $\theta$, i.e., $\mathbb{P} \circ \theta_t^{-1} = \mathbb{P}$ for all $t \geq 0$, we call $(\Omega, \mathcal{F}, \mathbb{P}, \theta)$ a measurable metric dynamical system. A measurable random dynamical system on $(X, \mathcal{B})$ is a measurable metric dynamical system $(\Omega, \mathcal{F}, \mathbb{P}, \theta)$ together with a measurable map $\varphi : [0, \infty) \times \Omega \times X \rightarrow X$ satisfying the cocycle property; that is, $\varphi_0(\omega) = \text{Id}_X$ and

$$\varphi_{s+t}(\omega) = \varphi_t(\theta_s \omega) \circ \varphi_s(\omega).$$
for all $s, t \in [0, \infty)$ and $\omega \in \Omega$. If, in addition, $X$ is a topological space and the map $\varphi(\cdot, \omega, \cdot) : [0, \infty) \times X \to X$ is continuous for every $\omega \in \Omega$, then it is called a continuous random dynamical system.

Under suitable assumptions on the coefficients, rough path driven differential equations generate random dynamical systems provided the driving rough path is a rough path cocycle [BRS17]. To be more precise, if $p \in [2, 3)$ and $(\Omega, \mathcal{F}, \mathbb{P}, \theta)$ is a measurable metric dynamical system, then we say that

$$Z = (Z, \mathbb{Z}) : \Omega \to C_{2, \text{loc}}^p([0, \infty); \mathbb{R}^K) \times C_{2, \text{loc}}^p([0, \infty); \mathbb{R}^{K \times K})$$

is a continuous $p$-rough path cocycle provided $Z(\omega)_{[0,T]}$ is a continuous $p$-rough path for every $T > 0$ and $\omega \in \Omega$ and the following cocycle property

$$Z_{s,t+s}(\omega) = Z_s(\theta_s \omega), \quad Z_{s,s+t}(\omega) = Z_0(\theta_s \omega),$$

holds true for every $s, t \geq 0$ and $\omega \in \Omega$. Similarly, one may define a $p$-rough path cocycle for any $p \in [1, \infty)$. It was shown in Section 2 in [BRS17] that rough path lifts of various stochastic processes define cocycles. These include Gaussian processes with stationary increments and independent components under certain assumption on the covariance, satisfied, for instance, by the fractional Brownian motion with Hurst parameter $H > 1/4$.

**Corollary 3.14.** If the driving rough path $Z$ is a continuous $p$-rough path cocycle for some $p \in [2, 3)$, then, in dimension two, the system (3.1) generates a continuous random dynamical system on $H^1$.

**Proof.** Let $\psi : [0, \infty) \times [0, \infty) \times \Omega \times H^1 \to H^1$ be the random flow generated by (3.1); that is, $\psi(t, s, \omega, u_0)$ is the unique solution to (3.1) starting at time $s$ from the initial condition $u_0$, driven by $Z(\omega)$, and evaluated at the time $t$. Then it follows from our definition of solution and the cocycle property of $Z$ that $\psi(t + h, s + h, \omega, u_0) = \psi(t, s, \theta_h \omega, u_0)$. Consequently, we define $\varphi(t, \omega, u_0) = \psi(t, 0, \omega, u_0)$ and using also the semiflow property of $\psi$, which follows from uniqueness, we deduce that $\varphi$ has the cocycle property. The continuity with respect to time and the initial condition follows from (5.8). \qed

### 4 A priori estimates

In this section, we derive a priori estimates of the remainder term $u^h$ and $|u|_{\varphi_{\text{var};[0,T];H^0}}$. Although similar estimates have been derived in [HLN19], there are subtle differences in the present paper that motivate us to include the statements and proofs of these estimates. Indeed, in [HLN19], we were interested in weak solutions, and in the present paper, we are concerned with strong solutions. So, at the surface, the a priori estimates involve one extra derivative. However, in [HLN19], we required a scale of fractional Sobolev spaces, and in the present paper, we are able to avoid this due to proved estimates on the non-linearity, which stem from the fact that we are working with strong solutions.

Let $u$ be a solution of (3.1) up to time $T^*$ in the sense of Definition 3.1. We recall the definition of $\mu$ in (3.6) which we restrict to the scale $(H^0)_\mu$. It follows that for all $(s,t) \in \Delta_{T^*}$,

$$\delta u_{st} = \delta u_{st} + A_{1st} u_s + A_{2st} u_s + u^h_{st},$$

where the equality holds in $H^{-2}$. Using (2.4) with $m_1, m_3 = 1$ and $m_2 = 0$ we obtain $|B_{\varphi}(u_r)|_{l-1} \leq |u_r|_1^2$, and hence for all $(s,t) \in \Delta_{T^*}$,

$$|\delta u_{st}|_{l-1} \leq (1 + |u|_{H^0})^2(t-s).$$

The following intermediate remainder term will play an important role in the proof of the priori estimates:

$$u^h_{st} := \delta u_{st} - A_{1st} u_s - \delta u_{st} + A_{2st} u_s + u^h_{st},$$

(4.3)
The first expression for the intermediate remainder has low regularity in time, but is not very irregular in space. On the other hand, the second expression has higher regularity in time than the first expression, but is less regular in space. We derive a priori estimates on the remainder $u^k$ using an interpolation argument with the help of the smoothing operators introduced in Definition 2.5.

In this section, for brevity, we denote $\| \cdot \|_{\alpha,m} = \| \cdot \|_{(L^p, H^m)^n}$. The following result is similar as in [HLN19, Lemma 3.1], but with the added spatial regularity of the solution, which allows us to circumvent the use of fractional Sobolev spaces as in [HLN19].

**Lemma 4.1.** Assume that $u$ is a solution of (3.1) up to time $T^*$. Then there is a positive constant $\bar{L} = \bar{L}(p, |\sigma|_{3,\infty}) < L$ such that for all $(s, t) \in \Delta_{T^*}$ with $\omega_Z(s, t) \leq \bar{L}$,

$$\omega_u(s, t) := \| u^k \|_{s - \text{var},[s,t], H^2} \leq p_{\sigma |_{3,\infty}} \| u \|_{\tilde{L}^p_{s,t}, H^1} \omega_Z(s, t) + (1 + \| u \|_{L^\infty, H^1}) \frac{2p}{p} (t - s)^{\frac{p}{2}} \omega_Z(s, t)^{\frac{1}{2}}. \tag{4.4}$$

**Proof.** First, we apply $\delta$ to (3.7) and deduce that for all $\phi \in H^2$ and $(s, \theta, t) \in \Delta_{T^*}$,

$$\delta u^k_{s,t}(\phi) = \delta u_{s,t}(\tilde{A}^{2, \ast}_{s,t} \phi) + u^k_{s,t}(\tilde{A}^{1, \ast}_{s,t} \phi),$$

where $u^k_{s,t}$ is defined in (4.3). Second, we decompose $\delta u^k_{s,t}(\phi)$ into a smooth (in space) and non-smooth part using the self-adjoint smoothing operator $J:$

$$\delta u^k_{s,t}(\phi) = (I - J^0) \delta u^k_{s,t}(\phi) + J^0 \delta u^k_{s,t}(\phi),$$

where $\eta \in (0, 1]$ will be specified at the end of the proof. We will now use an interpolation argument to estimate each term using the two different expressions (4.3), and then invoke the sewing lemma.

We use the self-adjointness of $J^0$, the decomposition $u^k_{s,t} = \delta u_{s,t} - \hat{A}^{1, \ast}_{s,t} u_s$, (2.2), and (2.9) to estimate the smooth part:

$$\| (I - J^0) \delta u^k_{s,t} \|_{s-2} \leq \| u \|_{\tilde{L}^p_{s,t}, H^1} \left[ \| I - J^0 \|_{0,1-1} \| \tilde{A}^{2, \ast}_{s,t} \|_{2,0} + \| I - J^0 \|_{1,1-1} \| \tilde{A}^{1, \ast}_{s,t} \|_{2,1} + (1 + \| u \|_{L^\infty, H^1}) \frac{2p}{p} (t - s)^{\frac{p}{2}} \omega_Z(s, t)^{\frac{1}{2}} \right]$$

$$\leq \| u \|_{\tilde{L}^p_{s,t}, H^1} \left( \omega_Z(s, t)^{\frac{1}{2}} \eta + 2 \omega_Z(s, t)^{\frac{1}{2}} \eta^2 \right)$$

In order to estimate the non-smooth part, we use the decomposition $u^k_{s,t} = \delta u_{s,t} + \hat{A}^{2, \ast}_{s,t} u_s + u^k_{s,t}$.

$$\| J^0 \delta u^k_{s,t} \|_{s-2} \leq \| \delta u_{s,t} \| \| J^0 \|_{0,1-1} \| \tilde{A}^{2, \ast}_{s,t} \|_{2,0} + \| u \|_{\tilde{L}^p_{s,t}, H^1} \| \tilde{A}^{1, \ast}_{s,t} \|_{0,1-1} \| J^0 \|_{0,0} \| \tilde{A}^{2, \ast}_{s,t} \|_{2,0}$$

$$+ \| u \|_{\tilde{L}^p_{s,t}, H^1} \| \tilde{A}^{2, \ast}_{s,t} \|_{0,1-1} \| J^0 \|_{0,1} \| \tilde{A}^{2, \ast}_{s,t} \|_{2,0} + \| u \|_{\tilde{L}^p_{s,t}, H^1} \| \tilde{A}^{1, \ast}_{s,t} \|_{0,1-1} \| J^0 \|_{1,1} \| \tilde{A}^{1, \ast}_{s,t} \|_{2,1}$$

$$+ \| u \|_{\tilde{L}^p_{s,t}, H^1} \| \tilde{A}^{2, \ast}_{s,t} \|_{0,1-1} \| J^0 \|_{1,1} \| \tilde{A}^{1, \ast}_{s,t} \|_{2,1},$$

and hence using (2.2), (2.9), and (4.2), we find

$$\| J^0 \delta u^k_{s,t} \|_{s-2} \leq \left( 1 + \| u \|_{\tilde{L}^p_{s,t}, H^1} \right)^2 (t - s) \omega_Z(s, t)^{\frac{1}{2}} \eta^{-1} + \| u \|_{\tilde{L}^p_{s,t}, H^1} \omega_Z(s, t)^{\frac{1}{2}} + \| u \|_{\tilde{L}^p_{s,t}, H^1} \omega_Z(s, t)^{\frac{1}{2}} \eta^{-1}$$

$$+ \omega(s, t)^{\frac{1}{2}} \omega_Z(s, t)^{\frac{1}{2}} \eta^{-2} + (1 + \| u \|_{\tilde{L}^p_{s,t}, H^1} )^2 (t - s) \omega_Z(s, t)^{\frac{1}{2}} + \| u \|_{\tilde{L}^p_{s,t}, H^1} \omega_Z(s, t)^{\frac{1}{2}} + \omega(s, t)^{\frac{1}{2}} \omega_Z(s, t)^{\frac{1}{2}} \eta^{-1}.$$
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Setting $\eta = \omega_Z(s, t)\frac{1}{3} \lambda$ for some $\lambda > 0$ to be determined later and combining the above estimates, we obtain
\[
|\delta u_{s|t}^{\mathbb{H}}|_{2} \leq |u|_{L_{p}^{\infty}, \mathbb{H}}^{\omega_Z(s, t)\frac{1}{3} \lambda} (\lambda^{-1} + 1 + \lambda + \lambda^{2})
\]
\[
+ (1 + |u|_{L_{p}^{\infty}, \mathbb{H}}^{2} (t - s) \omega_Z(s, t)^{\frac{2}{3}} (\lambda^{-1} + 1) + \omega_{\eta}(s, t)^{\frac{2}{3}} (\lambda^{-1} + \lambda^{-2}))
\]
\[
\leq \left( |u|_{L_{p}^{\infty}, \mathbb{H}}^{\omega_Z(s, t)\frac{1}{3} \lambda} (\lambda^{-1} + 1 + \lambda + \lambda^{2})\frac{2}{3}
\right)^{\frac{3}{2}}
\]
\[
+ (1 + |u|_{L_{p}^{\infty}, \mathbb{H}}^{2}) (t - s)^{\frac{2}{3}} \omega_Z(s, t)^{\frac{1}{3}} (\lambda^{-1} + 1)^{\frac{2}{3}} + \omega_{\eta}(s, t)^{\frac{2}{3}} (\lambda^{-1} + \lambda^{-2})^{\frac{2}{3}}.
\]

Applying the sewing lemma [HLN19, Corollary B.2], we get
\[
|\delta u_{s|t}^{\mathbb{H}}|_{2} \leq |u|_{L_{p}^{\infty}, \mathbb{H}}^{\omega_Z(s, t)\frac{1}{3} \lambda} (\lambda^{-1} + 1 + \lambda + \lambda^{2})\frac{2}{3}
\]
\[
+ (1 + |u|_{L_{p}^{\infty}, \mathbb{H}}^{2} (t - s)^{\frac{2}{3}} \omega_Z(s, t)^{\frac{1}{3}} (\lambda^{-1} + 1)^{\frac{2}{3}} + \omega_{\eta}(s, t)^{\frac{2}{3}} (\lambda^{-1} + \lambda^{-2})^{\frac{2}{3}}.
\]

Since $\omega_{\eta}(s, t) = |u|_{T_{s}^{\tau}, \mathbb{H}}^{\omega_Z(s, t)\frac{1}{3} \lambda}$ is equal to the infimum over all controls satisfying $|u|_{T_{s}^{\tau}, \mathbb{H}}^{\omega_Z(s, t)\frac{1}{3} \lambda}$ (see (2.6)), there is a constant $C = C(p, |\sigma|_{3, \infty})$ such that
\[
\omega_{\eta}(s, t) \leq C \left( |u|_{L_{p}^{\infty}, \mathbb{H}}^{\omega_Z(s, t)\frac{1}{3} \lambda} (\lambda^{-1} + 1 + \lambda + \lambda^{2})\frac{2}{3}
\right)^{\frac{3}{2}}
\]
\[
+ (1 + |u|_{L_{p}^{\infty}, \mathbb{H}}^{2} (t - s)^{\frac{2}{3}} \omega_Z(s, t)^{\frac{1}{3}} (\lambda^{-1} + 1)^{\frac{2}{3}} + \omega_{\eta}(s, t)^{\frac{2}{3}} (\lambda^{-1} + \lambda^{-2})^{\frac{2}{3}}.
\]

Choosing $\lambda$ such that $C(\lambda^{-1} + \lambda^{-2})^{\frac{2}{3}} \leq \frac{1}{2}$ and $\bar{L}$ such that $\eta = \omega_Z(s, t)\frac{1}{3} \lambda \leq \bar{L} \lambda \leq 1$, we obtain (4.4). \hfill \Box

**Remark 4.2.** It is worth noting that we use the decomposition
\[
\delta u_{s|t}^{\mathbb{H}}(\phi) = (I - J^{\eta})\delta u_{s|t}^{\mathbb{H}}(\phi) + J^{\eta}\delta u_{s|t}^{\mathbb{H}}(\phi)
\]
and not
\[
\delta u_{s|t}^{\mathbb{H}}(\phi) = \delta u_{s|t}^{\mathbb{H}}((I - J^{\eta})\phi) + \delta u_{s|t}^{\mathbb{H}}(J^{\eta}\phi)
\]
in the previous proof in order to avoid using an estimate
\[
u_{s|t}^{0}(\mathcal{A}_{0|s}^{T} J^{\eta}\phi) \leq \omega_{\eta}(s, t)^{\frac{3}{2}} ||\mathcal{A}_{0|s}^{T}||_{5, 3} ||J^{\eta}||_{2, 5} ||\phi||_{2},
\]
which, in turn, would require us to impose more regularity on $\sigma$.

We will now prove an a priori estimate of the $p$-variation of the solution $u$.

**Lemma 4.3.** Assume that $u$ is a solution of (3.1) up to time $T^{*}$. Then $u \in C^{p-\text{var}}([0, T^{*}]; \mathbb{H}^{0})$ and there is a positive constant $\bar{L} = \bar{L}(p, |\sigma|_{3, \infty}) < L$ such that for all $(s, t) \in \Delta T^{*}$ with $(t - s) + \omega_{Z}(s, t) \leq L$, it holds that
\[
|u|_{T_{s}^{\tau}, \mathbb{H}}^{p} \leq |u|_{L_{p}^{\infty}, \mathbb{H}}^{(1 + |u|_{L_{p}^{\infty}, \mathbb{H}}^{2}) (t - s) + \omega_{Z}(s, t) + \omega_{\eta}(s, t)}.
\]

**Proof.** For all $\eta \in (0, 1]$, $(s, t) \in \Delta T^{*}$ and $\phi \in \mathbb{H}^{0}$, we have
\[
\delta u_{s|t}(\phi) = \delta u_{s|t}(J^{\eta}\phi) + \delta u_{s|t}((I - J^{\eta})\phi).
\]

By (2.9), we have
\[
|\delta u_{s|t}((I - J^{\eta})\phi)| \leq 2 |u|_{L_{p}^{\infty}, \mathbb{H}} ||(I - J^{\eta})\phi||_{0} \leq \eta |u|_{L_{p}^{\infty}, \mathbb{H}} ||\phi||_{0}.
\]
In order to estimate the smooth part, we expand \( \delta u_{st} \) using (4.1) and then apply (2.2) and (2.9) to get
\[
|\delta u_{st}(J^0\phi)| \leq |\delta \mu_{st}(J^0\phi)| + |u_s(A_{st}^{1,*}J^0\phi)| + |u_s(A_{st}^{2,*}J^0\phi)| + |u_{st}^1(J^0\phi)|
\]
\[
\lesssim \left( (1 + |u|_{L^\infty_{\tau_1}\mathcal{H}})^2(t-s)||J^0||_{0,1} + |u|_{L^\infty_{\tau_1}\mathcal{H}}||A_{st}^{1,*}||_{0,-1}||J^0||_{0,0}
\right)
\]
\[
+ |u|_{L^\infty_{\tau_1}\mathcal{H}}||A_{st}^{2,*}||_{1,-1}||J^0||_{0,1} + \omega_2(s,t)^{\frac{3}{2}}||J^0||_{0,2} \right) |\phi|_0
\]
\[
\lesssim \left( (1 + |u|_{L^\infty_{\tau_1}\mathcal{H}})^2(t-s)\eta^{-1} + |u|_{L^\infty_{\tau_1}\mathcal{H}}\omega_2(s,t)^{\frac{3}{2}} + |u|_{L^\infty_{\tau_1}\mathcal{H}}\omega_2(s,t)^{\frac{3}{2}} \eta^{-} + \omega_2(s,t)^{\frac{3}{2}} \eta^{-2} \right) |\phi|_0,
\]
for all \((s,t) \in \Delta_{T^*}\) such that \(\omega_Z(s,t) \leq L\). Setting \(\eta = (t-s)^{\frac{1}{2}} + \omega_2(s,t)^{\frac{1}{2}} + \omega_2(s,t)^{\frac{1}{2}} < 1\), we obtain
\[
|\delta u_{st}|_0 \leq (1 + |u|_{L^\infty_{\tau_1}\mathcal{H}})^2 \left( (t-s) + \omega_Z(s,t) + \omega_2(s,t) \right)^{\frac{3}{2}}.
\]
It then follows from [HLN19, Remark 2.3] that \(u \in C^{p-\text{var}}([0,T]; \mathcal{H})\); that is, the local variation spaces agree with the global variation spaces for one-index maps. \(\Box\)

The following lemma shows that the solution \(u\) is controlled by \(\mathcal{A}^1\) so that we may construct the rough integral \(Q \int_0^t (\sigma_\tau \cdot \nabla + (\nabla \sigma_\tau)) u_{st} \, dz_\tau\) needed to recover the pressure.

**Lemma 4.4.** Assume that \(u\) is a solution of (3.1) up to time \(T^*\). Then there is a positive constant \(\tilde{L} = \tilde{L}(p, ||\sigma||_{3,\infty}) < L\) such that for all \((s,t) \in \Delta_{T^*}\) with \(\omega_Z(s,t) \leq \tilde{L}\), it holds that
\[
\omega_2(s,t) := |u|^{\frac{3}{2}, \text{var}:[s,t]; \mathcal{H}^{-1}} \leq p ||\sigma||_{3,\infty} \left( 1 + |u|_{L^\infty_{\tau_1}\mathcal{H}} \right)^p \left( (t-s) + \omega_Z(s,t) + \omega_2(s,t) \right),
\]
where \(u^p\) is defined by (4.3).

**Proof.** For all \(\eta \in (0, 1)\), \((s,t) \in \Delta_{T^*}\) and \(\phi \in \mathcal{H}^1\), we have
\[
u_{st}^\eta(\phi) = u_{st}^\eta(J^0\phi) + u_{st}^\eta((I - J^0)\phi).
\]
As explained above, we employ the first formula of (4.3) to estimate the non-smooth part and the second one to estimate the smooth part. Making use of (2.2) and (2.9), we obtain
\[
u_{st}^\eta((I - J^0)\phi) \leq |\delta u_{st}((I - J^0)\phi)| + |u_{s}(A_{st}^{1,*}((I - J^0)\phi)|
\]
\[
\leq |u|_{L^\infty_{\tau_1}\mathcal{H}} \left( ||I - J^0||_{1,-1} + |u|_{L^\infty_{\tau_1}\mathcal{H}}||A_{st}^{1,*}||_{0,-1}||I - J^0||_{1,0} \right) |\phi|_1
\]
\[
\leq |u|_{L^\infty_{\tau_1}\mathcal{H}} \left( \eta^2 + \eta \omega_2(s,t)^{\frac{3}{2}} \right) |\phi|_1
\]
and
\[
u_{st}^\eta(J^0\phi) \leq |\delta \mu_{st}(J^0\phi)| + |u_{s}(A_{st}^{2,*}J^0\phi)| + |u_{st}^1(J^0\phi)|
\]
\[
\lesssim \left( (1 + |u|_{L^\infty_{\tau_1}\mathcal{H}})^2(t-s)||J^0||_{1,1} + |u|_{L^\infty_{\tau_1}\mathcal{H}}||A_{st}^{2,*}||_{1,-1}||J^0||_{1,1} + \omega_2(s,t)^{\frac{3}{2}}||J^0||_{1,2} \right) |\phi|_1
\]
\[
\lesssim \left( (1 + |u|_{L^\infty_{\tau_1}\mathcal{H}})^2(t-s) + |u|_{L^\infty_{\tau_1}\mathcal{H}}\omega_2(s,t)^{\frac{3}{2}} + \omega_2(s,t)^{\frac{3}{2}} \eta^{-1} \right) |\phi|_1,
\]
for all \((s,t) \in \Delta_{T^*}\) with \(\omega_Z(s,t) \leq L\). Setting \(\eta = \omega_Z(s,t)^{\frac{1}{2}} + \omega_2(s,t)^{\frac{1}{2}} < 1\), we get
\[
|\nu_{st}^\eta|_1 \leq (1 + |u|_{L^\infty_{\tau_1}\mathcal{H}})^2 \left( (t-s)^{\frac{1}{2}} + \omega_2(s,t)^{\frac{1}{2}} \right),
\]
which proves the claim. \(\Box\)
Finally, we have all in hand to show how to recover the pressure in the original equation (4.1). The computation in the proof shows why (3.15) is the correct Chen’s relation for this system.

Proof of Lemma 3.8. We first show that we can construct the following rough integral using the sewing lemma, [HLN19, Lemma B.1]:

\[ I_t = Q \int_0^t \left[ \sigma_k \cdot \nabla + (\nabla \sigma_k) \right] u_r \, dz^k, \quad I_0 = 0. \]

Let \( h_{st} = R^{Q,1}_{st} u_s + R^{Q,2}_{st} u_s \) for \((s, t) \in \Delta T^\ast\). Owing to (2.2), we have

\[
|h_{st}| \leq \| R^{Q,1}_{st} \|_{L^\infty_{t-r}} H^1 + \| R^{Q,2}_{st} \|_{L^\infty_{t-r}} H^1 \leq |u|_{L^\infty_{t-r}} H^1 \omega_Z(s, t)^{\frac{3}{2}} + \omega_Z(s, t)^{\frac{3}{2}},
\]

which implies that \( h \in C^{p-\var}([0, T]; H_2^{-1}) \). Applying (3.15), we find \( \delta h_{s\theta} = -A^{Q,1}_{s\theta} u_{s\theta} - A^{Q,2}_{s\theta} \delta s_{\theta} \). By virtue of Lemmas 4.3 and 4.4, there are controls \( \omega \) and \( \sigma(s, t) = (t - s) + \omega_Z(s, t) \) and a positive constant \( \tilde{L} < L \) such that for all \((s, t, \theta) \in \Delta(T^\ast)\) with \( \sigma(s, t) \leq \tilde{L} \), we have

\[
|\delta h_{s\theta}| \leq \| R^{Q,1}_{s\theta} \|_{2,1} |u|_{2,0} + \| R^{Q,2}_{s\theta} \|_{2,0} \delta s_{\theta} \leq \left( \omega_Z(s, t)^{\frac{3}{2}} \omega_\chi(s, t)^{\frac{3}{2}} + \omega_Z(s, t)^{\frac{3}{2}} \omega_\chi(s, t)^{\frac{3}{2}} \right)^{\frac{1}{2}} =: \omega(s, t)^{\frac{3}{2}}.
\]

Therefore, by [HLN19, Lemma B.1 and Remark 2.3], there is a unique path \( I \in C^{p-\var}([0, T]; H_2^{-2}) \) and a two-index map \( I^\pi \in C^{p-\var}([0, T]; H_2^{-2}) \) such that

\[ \delta I_{st} = R^{Q,1}_{st} u_s + R^{Q,2}_{st} u_s + I^\pi_{st}, \]

and \( |I^\pi| \leq \omega(s, t)^{\frac{3}{2}} \) for all \((s, t) \in \Delta T^\ast\) with \( \sigma(s, t) \leq \tilde{L} \). Defining \( \pi_t := -\int_0^t B_\theta(u_r) \, dr + I_t \), yields (3.14) with \( u^{p, 2} := I^\pi \). Applying (2.4), we find that \( \pi \in C^{p-\var}([0, T]; H_2^{-2}) \), which completes the proof. \( \square \)

When proving existence using a Galerkin approximation, we will use Definition 3.5 to find estimates as indicated by Theorem 3.10, since \( \xi \) satisfies an enstrophy balance. However, using the Biot-Savart operator only yields an estimate on the mean-free part of the velocity \( v = u - \bar{u} \). The next lemma shows how to bound the mean, \( \bar{u} \), in terms of \( v \).

Lemma 4.5. Assume \((\xi, \bar{u})\) is a solution of (3.8) up to time \( T^\ast \). Then there is a positive constant \( C = C(p, |\sigma|_{3, \infty}, T^\ast, \omega_Z) \) such that

\[ ||\bar{u}||_{L^\infty_{t-r}} \leq C \exp \left( C(1 + |v|_{L^\infty_{t-r}} H^1)^p \right) (1 + |\bar{u}|_0). \]

Proof. Making use of (3.12), the reverse triangle inequality, and (3.11), we find that for all \((s, t) \in \Delta T^\ast\),

\[ \delta(\|\bar{u}\|) \leq \|\bar{u}\| + \|L^1_{s\theta} + L^2_{s\theta}(\bar{v})\| s \leq \|\bar{u}\| + \|v|_{L^\infty_{t-r}} H^1 \left( \omega_Z(s, t)^{\frac{3}{2}} + \omega_Z(s, t)^{\frac{3}{2}} \right). \]

By Lemma 3.6, we have \( |\bar{u}| \leq |u|_{t-2} \). Inspecting the proof of Lemma 4.1, we deduce that for all \((s, t) \in \Delta T^\ast\), \( \omega_Z(s, t) \leq \tilde{L} \),

\[ |u|_{t-2} \leq |v|_{L^\infty_{t-r}} H^1 \left( \omega_Z(s, t)^{\frac{3}{2}} + \frac{|\delta s_{\theta}|_{t-2}}{t-s}(t-s)\omega_Z(s, t)^{\frac{1}{2}} \right). \]

Writing \( u = \bar{u} + v \), by the bilinearity of \( B_p \) and the fact that \( \nabla u = \nabla v \), we obtain

\[ |B_p(u, v)|_{t-1} \leq |B_p(\bar{u}, v)|_{t-1} + |B_p(v, v)|_{t-1} \leq |\bar{u}| |v|_1^2 + |v|^2. \]
where the last inequality follows from setting $m_1 = m_3 = 1$ and $m_2 = 0$ in (2.4). Thus,

$$\frac{|\delta \mu_{st}|}{t-s} \leq |\tilde{u}|_{L^\infty([s,t]; \mathbb{R}^d)} |v|_{L^\infty_{T'} H^1} + |v|^2_{L^\infty_{T'} H^1},$$

which is a more refined bound than (4.2) that is linear in $|\tilde{u}|_{L^\infty([s,t])}$. Combining the above bounds, we get that there is a constant $C = C(p, |\sigma|_{[3, \infty]}, \tilde{L}, T^*) > 0$ such that for all $(s, t) \in \Delta_{T'}$ with $\omega_Z(s, t) \leq \tilde{L}$,

$$\delta(\tilde{u})_{st} \leq |\tilde{u}|_{L^\infty([s,t]; \mathbb{R}^d)} \left(\omega_Z(s, t)^{\frac{2}{5}} + |v|_{L^\infty_{T'} H^1}(t-s)\omega_Z(s, t)^{\frac{1}{5}} + (1 + |v|_{L^\infty_{T'} H^1})^2 \omega_Z(s, t)^{\frac{1}{5}} \right) \leq C \left( |\tilde{u}|_{L^\infty([s,t]; \mathbb{R}^d)} \omega_Z(s, t)^{\frac{2}{5}} + (1 + |v|_{L^\infty_{T'} H^1})^2 \omega_Z(s, t)^{\frac{1}{5}} \right).$$

Applying Lemma A.1 with $\omega = C(1 + |v|_{L^\infty_{T'} H^1})^p \omega_Z$ and $\phi = C(1 + |v|_{L^\infty_{T'} H^1})^2 \omega_Z^2$, we find

$$|\tilde{u}|_{L^\infty_{T'} \mathbb{R}^d} \leq 2 \exp \left( C(1 + |v|_{L^\infty_{T'} H^1})^p \omega_Z(s, t) \right) \left( |\tilde{u}_0| + K(1 + |v|_{L^\infty_{T'} H^1})^2 \omega_Z(s, t)^{\frac{1}{5}} \right).$$

\[\square\]

## 5 Enstrophy balance and uniqueness in two spatial dimensions

This section is devoted to the proof of Theorem 3.10 and Corollary 3.12, which we split into three parts. First, we establish the enstrophy balance (3.16) in Section 5.1. Second, we prove uniqueness in Section 5.2. Thirdly, we show stability in Section 5.3.

Throughout this section, we let $d = 2$. In particular, the vorticity $\xi$ is scalar valued and consequently the associated function spaces contain functions that are scalar valued. Since the dimension will always be clear from the context, we do not alter the notations introduced in Section 2.1.

### 5.1 Enstrophy balance

In the classical setting, to show (3.16), one would test (3.8) by the solution $\xi$ and use that $u$ and $\sigma_k$ are divergence-free. Since $\xi^k$ is not expected to be better behaved than a spatial distribution, one cannot directly test the equation by the solution itself. Instead, we employ a standard trick in PDE theory, namely, the doubling of variables technique. Define the tensor $\xi \otimes \zeta(x, y) := \xi(x) \zeta(y)$, the symmetric tensor $\xi \hat{\otimes} \zeta = \frac{1}{2}(\xi \otimes \zeta + \zeta \otimes \xi)$, and the scale of Sobolev spaces $W^{m,2}_{\#} := W^{m,2}(\mathbb{T}^2 \times \mathbb{T}^2)$.

Variations of the following result have already been proved in [HH18, DGHT19, HN18, HLN19], so we omit the proof.

**Proposition 5.1.** The mapping $\xi^{\otimes 2} : [0, T] \rightarrow W^{0,2}_{\#}$ satisfies the equation

$$\delta \xi^{\otimes 2}_{st} = \int_s^t 2 \left[ \partial_t \xi \hat{\otimes} \Delta \xi - \xi \hat{\otimes} \xi \right] \sigma_k \nabla \xi_k \cdot u \left[ \Gamma_{st}^1 + (1 + \xi^{\otimes 2}_{st}) \xi^{\otimes 2}_{st} + \delta_{st}^2 \right] \quad \text{in } W^{-3,2}_{\#}. \tag{5.1}$$

Here, $(\Gamma^1, \Gamma^2)$ is the unbounded rough driver on $(W_{\#}^{n,2})_n$ defined by the second quantization

$$\Gamma^1 := 2A^1 \hat{\otimes} I, \quad \Gamma^2 := A^2 \hat{\otimes} I + A^1 \otimes A^1,$$

and $\xi^{\otimes 2, h} \in C_{2, \omega_{L}, L}([0, T]; W^{3,2}_{\#})$ for some $L > 0$. 

---
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The next step is to test \( \xi \otimes f \) against an approximation of \( \delta_{x=y} \) so that we can justify the testing of \( \xi \) against itself; that is, to justify the evaluation of \( \xi \otimes \xi \) at the diagonal \( x = y \). As usual, in the framework of unbounded rough drivers, in order to obtain estimates, we shall rewrite the approximation in the standard form (2.10) and use Theorem 2.6. The two ingredients in Theorem 2.6—the scale of spaces and the corresponding family of smoothing operators—will be constructed in this section.

The approximation of \( \delta_{x=y} \) we shall use will increase the support of the solution, which could pose a problem when working, for instance, on a bounded domain other than \( \mathbb{T}^2 \). Here, we recall that we blurring the distinction between \( 2\pi \)-periodic functions defined defined on the whole space and functions defined on the torus \( \mathbb{T}^2 \). However, for \( f \in L^1(\mathbb{T}^2) \), we have

\[
\int_{B(0,1) + \mathbb{T}^2} |f(x)| \, dx \leq \int_{2\mathbb{T}^2} |f(x)| \, dx = 2 \int_{\mathbb{T}^2} |f(x)| \, dx,
\]

which means that the increase of the support of integration is always a continuous operation on \( L^1(\mathbb{T}^2) \).

Introduce the coordinates \( x_+ := \frac{x+y}{2} \) and \( x_- := \frac{x-y}{2} \) and denote by \( \nabla_\pm : = \nabla_x \pm \nabla_y \). We consider test functions that are periodic in the \( x_+ \) direction and compactly supported in the \( x_- \) direction. More precisely, for \( n \in \mathbb{N} \), we define the Banach spaces

\[
\mathcal{E}_n := \left\{ \Phi \in W^{n,0}(\mathbb{R}^2 \times \mathbb{R}^2) : \Phi(x + k2\pi, y + k2\pi) = \Phi(x, y), \ \forall k \in \mathbb{Z}^2, \text{ and } |x_-| \geq 1 \Rightarrow \Phi(x, y) = 0 \right\}
\]

equipped with the norm

\[
|\Phi|_{n, \mathcal{V}} := \max_{k \in \mathbb{Z}^n} \text{esssup} \left\{ |\nabla_+^k \nabla_-^l \Phi(x_+, x_-, x_+, x_-) : x_+ \in \mathbb{T}^2, x_- \in \mathbb{R}^d \right\}.
\]

We then define \( \mathcal{E}_n^\ast = (\mathcal{E}_n^\ast)^\ast \) for \( n < 0 \). We also define the duality pairing between \( \mathcal{E}_n^\ast \) and \( \mathcal{E}_n \) by

\[
\langle \Phi, \Psi \rangle_{\mathcal{V}} = \int_{\mathbb{T}^2} \int_{\mathbb{R}^2} \Phi(x_+, x_-, x_+, x_-) \Psi(x_+, x_-, x_+, x_-) \, dx_- \, dx_+,
\]

with the obvious abuse of notation. Notice that the test functions in (5.2) are not periodic in the original variables \( x, y \) separately, only in \( x_+ \). In addition, due to the compact support of the test functions in the \( x_- \) variable, the domain of integration in the duality product above can be written in the \( (x, y) \)-coordinates and is equal to

\[
\Omega = \left\{ (x, y) : x_+ \in \mathbb{T}^2, x_- \in B(0, 1) \right\}.
\]

Define the blow-up transformation for \( \epsilon \in (0, 1) \) by

\[
T_\epsilon \Phi(x, y) = \epsilon^{-2} \Phi \left( x_+ + \frac{x_-}{\epsilon}, x_+ - \frac{x_-}{\epsilon} \right).
\]

The dual of \( T_\epsilon \) with respect to \( \langle \cdot, \cdot \rangle_{\mathcal{V}} \) is given by

\[
T_\epsilon^\ast \Phi(x, y) = \Phi(x_+ + \epsilon x_-, x_+ - \epsilon x_-)
\]

and \( T_\epsilon^{-1} = \epsilon^2 T_\epsilon^\ast \).

We shall require the following uniform estimates.

**Lemma 5.2.** For all \( f \in L^2 \) and \( g, h \in W^{1,2} \),

\[
\left| T_\epsilon^\ast (f \otimes h) \right|_{0, \mathcal{V}} \leq |f|^2_{L^2(\mathbb{T}^2)} \quad \text{and} \quad \left| T_\epsilon^\ast (g \otimes \Delta h) \right|_{-1, \mathcal{V}} \leq |g| \, |h|_1.
\]
Proof. By Hölder’s inequality, for all \( f \in L^2 \) we find
\[
|\langle T_\epsilon f^\otimes, \Phi \rangle_v| = |\int_{\mathbb{T}^2} \int_{\mathbb{T}^2} f(x_+ + \epsilon x_+) f(x_+ - \epsilon x_+) \Phi(x_+ + x_+, x_+ - x_+) \, dx_+ \, dx_- |
\leq \max_{\tau \in \{-1, 1\}} \int_{B(0,1)} \int_{\mathbb{T}^2} |f(x_+ + \tau \epsilon x_-)|^2 \, dx_+ \sup_{x_+} |\Phi(x_+ + x_+, x_+ - x_-)| \, dx_-.
\]
Thus, making the change of variables \( z_\tau = x_+ + \tau \epsilon x_- \in \mathbb{T}^2 \pm \epsilon B(0,1) \subset \mathbb{T}^2 + B(0,1) \) we obtain
\[
|\langle T_\epsilon f^\otimes, \Phi \rangle_v| \leq |B(0,1)||\Phi||_{0,v} \int_{\mathbb{T}^2 + B(0,1)} |f(x)|^2 \, dx \lesssim |\Phi||_{0,v} |f|_{L^2(\mathbb{T}^2)}^2,
\]
which proves the first estimate in (5.3).

For all \( g, h \in W^{1,2} \), we have
\[
g \otimes \Delta h = \nabla_y \cdot (g \otimes \nabla h) = (\nabla_+ - \nabla_-) \cdot (g \otimes \nabla h) = \nabla_+ \cdot (g \otimes \nabla h) - \nabla_g \otimes \nabla h.
\]
A simple computation shows \( \nabla_+ T_\epsilon = T_\epsilon \nabla_+ \). Thus, using that the dual of \( \nabla_+ \) is \( -\nabla_+ \), we find
\[
\langle T_\epsilon (g \otimes \Delta h), \Phi \rangle_v = -\langle T_\epsilon (g \otimes \nabla h), \nabla_+ \Phi \rangle_v - \langle T_\epsilon (\nabla g \otimes \nabla h), \Phi \rangle_v
= -\int_{\mathbb{T}^2} \int_{\mathbb{T}^2} g(x_+ + \epsilon x_-) \nabla h(x_+ - \epsilon x_-) \nabla_+ \Phi(x_+, x_+, x_+, x_-) \, dx_+ \, dx_- \\
- \int_{\mathbb{T}^2} \int_{\mathbb{T}^2} \nabla g(x_+ + \epsilon x_-) \nabla h(x_+ - \epsilon x_-) \Phi(x_+, x_+, x_+, x_-) \, dx_+ \, dx_-.
\]
Following a similar derivation of the estimate \( \langle T_\epsilon f^\otimes, \Phi \rangle_v \), we get
\[
|\langle T_\epsilon (g \otimes \Delta h), \Phi \rangle_v| \leq |g||_{L^2(\mathbb{T}^2 + B(0,1))} |\nabla h||_{L^2(\mathbb{T}^2 + B(0,1))} |\Phi||_{1,v} + |\nabla g||_{L^2(\mathbb{T}^2 + B(0,1))} |\nabla h||_{L^2(\mathbb{T}^2 + B(0,1))} |\Phi||_{0,v}
\leq |g||_{H^1} |\Phi||_{1,v},
\]
which proves the second estimate in (5.3). \( \square \)

In order to be able to apply Theorem 2.6, we need to construct a family of smoothing operators on the scale \( (\mathcal{E}^\eta_\chi)_n \). Recall that \( \Omega \subset (2\mathbb{T}^2) \times (2\mathbb{T}^2) \). We may therefore choose a mollifier (in both variables) \( \{\rho_\eta\}_{\eta \in (0,1]} \) such that \( \text{supp}(\rho_\eta) \subset B(0, \eta) \subset \Omega \) and for all \( \Phi \in \mathcal{E}^\eta_\chi \) we have
\[
J^n \Phi(x, y) := \int_{\Omega} \Phi(x + \tilde{x}, y + \tilde{y}) \rho_\eta(\tilde{x}, \tilde{y}) \, d\tilde{x} d\tilde{y} = \int_{(2\mathbb{T}^2) \times (2\mathbb{T}^2)} \Phi(x + \tilde{x}, y + \tilde{y}) \rho_\eta(\tilde{x}, \tilde{y}) \, d\tilde{x} d\tilde{y}.
\]
It follows that \( J^n \) acts as a smoothing operator on the scale \( W^{n,\infty}(2\mathbb{T}^2) \times (2\mathbb{T}^2) \). We could try to restrict to \( \mathcal{E}^\eta_\chi \), but the problem is that our test function space is constructed such that \( \Phi(x, y) = 0 \) when \( |x_-| \geq 1 \), and convolution increases this support. However, the increase cannot be too large because
\[
\text{supp}_x (J^n \Phi) \subset \text{supp}_x (\Phi) + \text{supp}(\rho_\eta) \subset B(0, 1) + B(0, \eta) \subset B(0, 1 + \eta),
\]
where \( \text{supp}_x \) denotes the projection on the support on the \( x_- \) direction. In other words, our smoothing operator is not well defined as a mapping from \( \mathcal{E}^\eta_\chi \) into itself. We work around this by introducing a function that decreases the support by \( \eta \).

**Lemma 5.3.** There exists a family of smoothing operators \( (J^n)_{\eta \in (0,1]} \) on the scale \( (\mathcal{E}^\eta_\chi)_n \).
Proof. Let \( \theta_\eta : \mathbb{R} \to [0,1] \) be a smooth function such that
\[
\theta_\eta(\xi) = \begin{cases} 
1 & \text{if } |\xi| \leq 1 - 3\eta \\
0 & \text{if } |\xi| \geq 1 - 2\eta
\end{cases}
\]
and \( |\nabla^k \theta_\eta|_{\infty} \leq \eta^{-k} \) for \( k \in \{1, 2\} \). Define \( \Theta_\eta(x,y) = \theta_\eta(x-x_\cdot) \). In [DGHT19, Proposition 5.3], it was shown that
\[
|(I - \Theta_\eta)\Phi|_{0,\nabla} \leq \eta^3 |\Phi|_{k,\nabla}, \quad |\Theta_\eta \Phi|_{k,\nabla} \leq |\Phi|_{k,\nabla}
\]
(5.4)
for \( k \in \{0, 1, 2\} \). Moreover, for every \( \Phi \in \mathcal{E}_c^\infty \), we have
\[
\text{supp}_x (J^0 \Theta_\eta \Phi) \subset \text{supp}_x (\Theta_\eta \Phi) + B(0, \eta) \subset B(0, 1 - \eta) + B(0, \eta) \subset B(0, 1),
\]
so that \( \tilde{J}^\eta := J^0 \Theta_\eta \) is a well defined operator on \( \mathcal{E}_c^\infty \). Similarly, we have \( \text{supp}_x ((I - J^0) \Phi) \subset \text{supp}_x (\Phi) + \text{supp}(\rho_\eta) \) and \( \text{supp}_x (\Theta_\eta \Phi) \subset B(0, 1 - 2\eta) \) we have that \( (I - J^0) \Theta_\eta \Phi \in \mathcal{E}_c^\infty \) for every \( \Phi \in \mathcal{E}_c^\infty \).
It remains to show (2.9). The second estimate is obvious. The first follows from the equality
\[
(I - \tilde{J}^\eta) \Phi = (I - J^0) \Phi + J^0 (I - \Theta_\eta) \Phi.
\]
together with the estimates in (5.4). \( \square \)

We are now ready to derive the equation for \( \xi_i^2 \). To do this, we evaluate (5.1) in \( T_\epsilon \Phi \) for any \( \Phi \in \mathcal{E}_c^\infty \) to get
\[
\delta \xi_i^{2,2} = 2 \int_s \left[ \theta T^0_\epsilon (\xi, \hat{\Delta} \xi) - T^0_\epsilon (\xi, \hat{\Delta} u \cdot \nabla \xi) \right] \, dr + (\Gamma^1_{st} + \Gamma^2_{st}) \xi^{2,2} + \xi^{2,2},
\]
(5.5)
where we have defined
\[
\xi^{2,2} := T^0_\epsilon \xi^{2,2}, \quad \Gamma^1_{st} := T^0_\epsilon T^1_\epsilon T^*_{s,t}, \quad \xi^{2,2} := T^0_\epsilon \xi^{2,2}.
\]

Our goal now is to take the limit as \( \epsilon \to 0 \). To this end, we shall derive uniform in \( \epsilon \) bounds on the unbounded rough driver \( (\Gamma^1, \Gamma^2) \) as well as the drift. Then we apply Theorem 2.6 to bound the remainder \( \xi^{2,2} \) in terms of the drift and the unbounded rough driver. Notice that this is possible since the equation is satisfied on the scale \( \mathcal{E}_c^\infty \) and we have defined a smoothing operator on this scale.

The first task is to show that the unbounded rough driver and the drift are uniformly bounded in \( \epsilon \).

For the proof that the unbounded rough driver is uniformly bounded in \( \epsilon \), we refer to [HH18], [DGHT19] and [BG17] and state the desired result in Proposition 5.4 below. The uniform bound on the drift will be formulated in Lemma 5.5 below.

**Proposition 5.4.** Assume that \( \sigma \in (W^{3,\infty})^K \) and \( Z \in C^{0,\var}([0, T]; \mathbb{R}^K) \). Then \( (\Gamma^1, \Gamma^2) \) is a bounded family of unbounded rough drivers on \( \mathcal{E}_c^\infty \). Moreover, for \( \Phi(x,y) = \psi(2x_\cdot)\phi(x_+) \), where \( \psi \) is nonnegative, smooth, has compact support in \( (-1, 1) \) and \( \int_{\mathbb{R}} \psi = 1 \), and \( \phi \in W^{3,\infty} \), we have
\[
\lim_{\epsilon \to 0} \langle \xi_i^{2,2}, \Gamma^i_{st} \Phi \rangle = \langle \xi_i^2, A^i_{st} \phi \rangle, \quad i \in \{1, 2\}.
\]

We now show that the drift is uniformly bounded in \( \epsilon \). This allows us to take the limit as \( \epsilon \to 0 \) in the approximation of \( \delta_{x = y} \).

**Lemma 5.5.** There exists a control \( \omega \) such that
\[
\left| \int_s^t \left[ \theta T^0_\epsilon (\xi, \hat{\Delta} \xi) - T^0_\epsilon (\xi, \hat{\Delta} u \cdot \nabla \xi) \right] \, dr \right|_{-1,\nabla} \leq \omega(s, t).
\]
Moreover, for \( \Phi(x,y) = \psi(2x_\cdot)\phi(x_+) \) where \( \psi \) is nonnegative, smooth, has compact support in \( (-1, 1) \) and \( \int_{\mathbb{R}} \psi = 1 \), and \( \phi \in W^{3,\infty} \), we have
\[
\lim_{\epsilon \to 0} \int_s^t \left( \theta (\xi_i^2, \Delta \phi) - 2 \theta (\nabla \xi_i^2, \phi) + (\xi_i^2, \nabla \cdot (u_\epsilon \phi)) \right) \, dr.
\]
Proof. By Lemma 5.2, we have

\[ \left| \int_s^t \langle T^r_x(\xi, \partial_n \xi, \Phi) \rangle \varphi \, d\tau \right| \leq \int_s^t |\nabla \xi|^2 L_{t,x}(T^2 + B(0,1)) \, d\tau \leq \int_s^t |\nabla \xi|^2 \, d\tau \leq |\varphi|_{L^1}, \]

and \( \int_s^t |\nabla \xi|^2 \, d\tau \) may be regarded as a control. It follows that

\[ \left| \langle T^r_x(\xi, u_x \cdot \nabla \xi) \rangle \varphi \right| \leq |\varphi|_{L^1} \int_s^t |\xi(x + \epsilon \xi) \cdot u_x(x + \epsilon \xi) - \nabla \xi(x + \epsilon \xi)| \, dx \, d\tau \]

\[ \leq |\varphi|_{L^1} |\xi|^2 L_{t,x}(T^2 + B(0,1)) |\nabla \xi|^2 L_{t,x}(T^2 + B(0,1)) \leq |\varphi|_{L^1} |\xi|^2 |u|_1 \]

where we have used the two-dimensional version of Ladyzhenskaya’s inequality \( |\phi|_{L^2} \leq |\phi|_1 \) and the inequality \( |\phi|_{L^p(T^2)} \leq |\phi|_{L^p(T^2)} \). Thus,

\[ \left| \int_s^t |\xi|^2 \, u \varphi \right| \leq \int_s^t |\nabla \xi|^2 \, u \varphi \, dx \, d\tau \leq |\varphi|_{L^1} \int_s^t |\nabla \xi|^2 \, dx \, d\tau, \]

and the right-hand-side may be regarded as a control. This shows the first part of the statement.

The second part follows by noticing that for \( \Phi(x, y) = \psi(2x) \phi(x) \) we have \( T \Phi(x, y) = \psi(x) \phi(x) \) where \( \psi \) converges to a Dirac-delta. In particular, standard arguments show that

\[ \lim_{\epsilon \to 0} \langle \xi \cdot (\nabla \xi, \psi \phi) \rangle = \langle \nabla \xi \rangle \cdot \phi \]

and

\[ \lim_{\epsilon \to 0} \langle \xi \cdot u \phi \rangle = \langle u \phi \rangle, \]

for all \( r \) such that \( \xi \in W^{1,2} \).

We are now ready to derive the equation for \( \xi^2 \).

**Theorem 5.6.** Assume that \( \sigma \in (W^{3,\infty})^K \) and \( Z \in C^{p-var}_{\ast}(\{0, T\}; R^K) \). Then \( \xi^2 \) satisfies for every \( \phi \in W^{3,\infty} \),

\[ \delta \xi^2_{\ast} \phi = -\int_s^t \left[ 2\varphi(\nabla \xi^2_{\ast}) \cdot \phi - \phi(\xi^2_{\ast}) \Delta \phi - 2\xi^2_{\ast} \cdot \nabla \phi \right] \, d\tau + \langle \xi^2_{\ast}, [A_{\ast}^1 + A_{\ast}^2] \rangle \phi + \xi^2_{\ast} \phi, \]

(5.6)

where \( \xi^2_{\ast} \in C^{p-var}_{\ast}(\{0, T\}; W^{-3,\infty}) \) for some positive constant \( L = L(p, \sigma_{3,\infty}) < L \). In particular, \( \xi \in C_T L^2 \) and the enstrophy balance (3.16) holds.

Proof. By Proposition 5.4, Lemma 5.5 and Theorem 2.6, there are controls \( \omega_{2,\ast} \) and a positive constant \( \bar{L} = L(p, \sigma_{3,\infty}) < L \) independent of \( \epsilon > 0 \) such that \( |\xi|_{3,\infty} \leq \omega_{2,\ast}(s, t)^{\frac{3}{2}} \) for all \( (s, t) \in \Delta_T \) with \( \omega_{2,\ast}(s, t) \leq \bar{L} \). Testing (5.5) against \( \Phi(x, y) = \psi(2x) \phi(x) \) as in Lemma 5.5 and letting \( \epsilon \to 0 \), we get (5.6). Indeed, in view of Proposition 5.4 and Lemma 5.5 the drift and rough driver terms converge. For the remainder, we observe that \( \xi_{\ast} \) converges to some \( \xi^2_{\ast} \) because all of the other terms in (5.5) converge. In addition, the limit \( \xi_{\ast} \) satisfies all \( \phi \in W^{3,\infty} \),

\[ |\xi^2_{\ast} \phi| \leq \omega_{2,\ast}(s, t)^{\frac{3}{2}} |\phi|_{W^{3,\infty}}. \]

Letting \( \phi \equiv 1 \) in (5.6) we obtain

\[ \delta |\xi^2_{\ast}|_{3,\infty} + 2\varphi \int_s^t |\nabla \xi^2_{\ast} \, d\tau = (\xi^1 + A_{\ast}^1 + A_{\ast}^2 + 1) + |\xi^2_{\ast}(1)|. \]
Because \( \sigma_k \) are divergence-free, we deduce that \( A^{1 \times 1} = A^{2 \times 1} = 0 \), which gives

\[
\delta(|\xi_{10}^2|_0) + 2\theta \int_s^t |\nabla \xi_{10}^2|_0 \, dr = \xi_{st}^{2, h}(1).
\]

Summing the above equality over any partition \( \pi = (t_i)_{i=1}^N \) of \([s, t]\) yields

\[
\xi_{st}^{2, h}(1) = \delta(|\xi_{10}^2|_0) + 2\theta \int_s^t |\nabla \xi_{10}^2|_0 \, dr = \sum_{(t_i) \in \pi} \left( \delta(|\xi_{10}^2|_{t_i}) + 2\theta \int_{t_i}^{t_{i+1}} |\nabla \xi_{10}^2|_0 \, dr \right)
\]

\[
= \sum_{(t_i) \in \pi} \xi_{t_i-1, t_i}(1) \leq \sum_{t_i \in \pi} \omega_{2, \infty}(t_{i-1}, t_i) \frac{2}{\theta} \leq \omega_{2, \infty}(s, t) \max_i \omega_{2, \infty}(t_{i-1}, t_i)^{\frac{1}{2}} - 1.
\]

The above right-hand-side converges to 0 as \(|\pi| \to 0\) so that \( \xi^{2, h} = 0 \), proving (3.16). Moreover, this proves the continuity of \( t \mapsto |\xi_{10}^2|_0 \), which combined with the weak continuity \( t \mapsto \xi_t \) in \( W^{-3, 2} \) yields \( \xi \in C_T L^2 \).

Remark 5.7. The above shows the enstrophy balance stated in Theorem 3.10. The fact that (3.13) is also satisfied can be proved by an application of the Biot-Savart operator and Lemma 4.5.

Remark 5.8 (Dimension three). In dimension three, we could apply the interpolation inequality \(|\phi|_{L^3} \leq |\phi|_2^2 |\nabla \phi|_2^2\) to prove the renormalizability of the drift of \( \xi^{0, 2} \in W^{m, 2}(T^3 \times T^3; \mathbb{R}^{3 \times 3}) \), and hence develop an equation for \( \xi^{2, h} \). However, this would not lead to either a global bound or energy equality because of the stretching terms. We refer the reader to the proof of existence Section 6, where this is done for the Galerkin approximation and we do not need to double the variables.

5.2 Uniqueness

In this section, we prove that in dimension two, strong solutions of (3.1) are unique. The key idea of the proof is to derive a formula for the square of the \( L^2 \)-norm of the difference of the vorticity of two arbitrary solutions. Then we show that the mean of the velocity depends continuously on the mean-free part of the velocity and the initial mean. The formula for the square can be derived in an identical fashion to the enstrophy balance in Section 5.1.

We start by showing that the mean of the velocity depends continuously on the mean-free part of the velocity and the initial mean. To see this, let \( u^{(i)} \), \( i \in \{1, 2\} \), be two strong solutions starting from the initial conditions \( u_0^{(i)} \in W^{1, 2} \), respectively. By Remark 5.7, because \( u^{(i)} \) are strong solutions, they satisfy the energy inequality

\[
|u^{(i)}|_{L^2_t W^{1, 2}} \leq 0, \int_0^T |\nabla^2 u^{(i)}|_0^2 \, dr \leq F(|u_0^{(i)}|_1),
\]

for \( i \in \{1, 2\} \) and a function \( F \) as in (3.13).

Formally, \( u := u^{(1)} - u^{(2)} \) solves

\[
\partial_t u + (u^{(1)} \cdot \nabla u^{(1)} - u^{(2)} \cdot \nabla u^{(2)}) = \partial u + [(\sigma_k \cdot \nabla) u + (\nabla \sigma_k) u] z^k.
\]

We understand this in the sense of Definition 3.1:

\[
\delta u_{st} = \delta u^{(1)}_{st} + A^1_{st} u_s + A^2_{st} u_s + u^{(1)}_{st},
\]

where for a given \( \phi \in W^{1, 2} \),

\[
\mu^h(\phi) := -\int_0^t \left( \partial (\nabla u_r, \nabla \phi) + (u^{(1)}_r \cdot \nabla u^{(1)}_r - u^{(2)}_r \cdot \nabla u^{(2)}_r, \phi) \right) \, dr.
\]

\[
\mu^h(\phi) := -\int_0^t \left( \partial (\nabla u_r, \nabla \phi) + (u^{(1)}_r \cdot \nabla u^{(1)}_r - u^{(2)}_r \cdot \nabla u^{(2)}_r, \phi) \right) \, dr.
\]
Here, $u^\natural := u^{(1)} - u^{(2)} \in C^p_{2,0\omega, L_1 \land L_2}([0, T^*]; \mathbb{R}^d)$, where $L_1$ and $L_2$ are the constants associated with the solutions $u^{(1)}$ and $u^{(2)}$.

Denote by $v^{(i)}$ the mean-free part of $u^{(i)}$, $v = v^{(1)} - v^{(2)}$, and $\bar{u} = \bar{u}^{(1)} - \bar{u}^{(2)}$. We begin by deriving a bound for the mean $\bar{u}$.

**Lemma 5.9.** If $u = u^{(1)} - u^{(2)}$ satisfies (5.7) in the sense of Definition 3.1, then

$$\sup_{r \leq t} |\bar{u}_r| \leq |\bar{u}_0| + \sup_{r \leq t} |v_r|_1,$$

where the proportionality constant depends on $p, |\sigma|_{3,\infty}, T, \omega_Z$, $|u_0^{(1)}|_1$, and $|u_0^{(2)}|_1$.

**Proof.** Using the decomposition

$$u^{(1)} \cdot \nabla u^{(1)} - u^{(2)} \cdot \nabla u^{(2)} = u^{(1)} \cdot \nabla u + u_r \cdot \nabla u^{(2)} = u^{(1)} \cdot \nabla v + u \cdot \nabla v^{(2)},$$

we estimate the drift as follows:

$$\frac{d|\mu_s^1|^{-1}}{t - s} \leq |v|_{L^\infty([s,t]; H^1)} + |u^{(1)}|_{L^\infty([s,t]; H^1)}|v|_{L^\infty([s,t]; H^1)} + |u^{(2)}|_{L^\infty([s,t]; H^1)}|v|_{L^\infty([s,t]; H^1)} \leq \left(1 + |u^{(1)}|_{L^\infty([s,t]; H^1)} + |u^{(2)}|_{L^\infty([s,t]; H^1)}\right)|v|_{L^\infty([s,t]; H^1)} + |\bar{u}|_{L^\infty([s,t]; H^1)}|v|_{L^\infty([s,t]; H^1)} \leq \left(1 + F(|u_0^{(1)}|_1) + F(|u_0^{(2)}|_1)\right)|v|_{L^\infty([s,t]; H^1)} + |\bar{u}|_{L^\infty([s,t]; H^1)}|v|_{L^\infty([s,t]; H^1)}.$$

Following the proof of Lemma 4.1, we find that there is a positive constant $\tilde{L} = \tilde{L}(p, |\sigma|_{3,\infty}) < L_1 \land L_2$ such that for all $(s, t) \in \Delta_T$ with $\omega_Z(s, t) \leq \tilde{L}$,

$$|\mu_s^1|^{-1} \leq |u|_{L^\infty([s,t]; H^1)}^2 \omega_Z(s, t)^{\frac{1}{p}} + \frac{|\delta \mu_s^1|^{-1}}{t - s} (t - s) \omega_Z(s, t)^{\frac{1}{p}}.$$

Noting that

$$\delta \mu_s = u_s^1(e) + [L_s^1 + L_s^2](v_s),$$

and applying the same reasoning as in the proof Lemma 4.5, we get

$$|\delta \mu_s| \leq C \left(1 + F(|u_0^{(1)}|_1) + F(|u_0^{(2)}|_1)\right)|\bar{u}|_{L^\infty([s,t]; H^1)}\omega_Z(s, t)^{\frac{1}{p}} + \phi(s, t),$$

where we have defined

$$\phi(s, t) = C \left(1 + F(|u_0^{(1)}|_1) + F(|u_0^{(2)}|_1)\right)|v|_{L^\infty([s,t]; H^1)}\omega_Z(s, t)^{\frac{1}{p}}.$$

We then obtain desired bound by applying Lemma A.1. \qed

Let $\xi^{(i)} = \nabla \times u^{(i)}, i \in \{1, 2\}$. We now derive an estimate of $|\xi^{(1)} - \xi^{(2)}|_0^2$.

**Theorem 5.10.** There is a constant $C > 0$ such that for all $t \in [0, T]$

$$\sup_{s \leq t} |\xi^{(1)}_s - \xi^{(2)}_s|_0^2 + 2\theta \int_0^t |\nabla (\xi^{(1)}_r - \xi^{(2)}_r)|_0 dr \leq C \left(|\xi^{(1)}_0 - \xi^{(2)}_0|_0^2 + |\bar{u}^{(1)}_0 - \bar{u}^{(2)}_0|_0^2\right) \exp \left[C |\xi^{(2)}_0|_0^2\right]. \quad (5.8)$$

In particular, strong solutions of (3.1) are unique.
Proof. Formally, \( \xi = \xi^{(1)} - \xi^{(2)} \) solves

\[
\partial_t \xi + u^{(1)} \cdot \nabla \xi^{(1)} - u^{(2)} \cdot \nabla \xi^{(2)} = \theta \Delta \xi + \sigma_k \cdot \nabla \xi^k.
\]

In the same way as in Theorem 5.6, we derive

\[
|\xi|_0^2 + 2\theta \int_0^t |\nabla \xi|_0^2 dr + \int_0^t (u^{(1)} \cdot \nabla \xi^{(1)} - u^{(2)} \cdot \nabla \xi^{(2)}, \xi) dr = |\xi_0|_0^2.
\]

Because \( u \) is divergence free, we find \((u^{(1)} \cdot \nabla \xi^{(1)} - u^{(2)} \cdot \nabla \xi^{(2)}, \xi) = (u^{(1)} \cdot \nabla \xi^{(1)} + u^{(2)} \cdot \nabla \xi^{(2)}, \xi) = -(u \cdot \nabla \xi^{(1)} - \xi^{(2)}).

Applying Young’s inequality \( ab \leq C + a^2 + eb^2 \) and the interpolation inequality \( | \cdot |_{L^2} \leq | \cdot |_{L^1} \) yields

\[
|\xi|_0^2 + 2\theta \int_0^t |\nabla \xi|_0^2 dr = |\xi_0|_0^2 + \int_0^t |u||\nabla \xi|_0^2 + e \int_0^t |\nabla \xi|_0^2 dr.
\]

For \( \epsilon \) small enough depending only on \( \theta \), we get

\[
|\xi|_0^2 + \theta \int_0^t |\nabla \xi|_0^2 dr \leq |\xi_0|_0^2 + C \int_0^t |u_r|^2 |\xi_r|_1^2 dr.
\]

Using (2.3) and Lemma 5.9, we find

\[
|u_r|^2 = |\bar{u} + v_r|^2 + |\nabla v_r|^2 \leq |\bar{u}|^2 + \sup_{\theta \leq r} |v_r|^2 \leq |\bar{u}|^2 + \sup_{\theta \leq r} |\xi|_0^2,
\]

which gives

\[
\sup_{\theta \leq r} |\xi|_0^2 + \theta \int_0^t |\nabla \xi|_0^2 dr \leq C \left( |\xi_0|_0^2 + |\bar{u}|^2 \int_0^t |\xi_r|_1^2 dr + \int_0^t |\xi_r|_1^2 \sup_{\theta \leq r} |\xi_0|_0^2 dr \right).
\]

Gronwall’s inequality then implies

\[
\sup_{\theta \leq r} |\xi|_0^2 + \theta \int_0^t |\nabla \xi|_0^2 dr \leq C \left( |\xi_0|_0^2 + |\bar{u}|^2 \int_0^t |\xi_r|_1^2 dr \right) \exp \left( C \int_0^t |\xi_r|_1^2 dr \right)
\]

\[
\leq C \left( |\xi_0|_0^2 + |\bar{u}|^2 |\xi_0|_0^2 \right) \exp \left( C |\xi_0|_0^2 \right),
\]

where we have used Theorem 5.6 for \( \xi^{(2)} \) in the last inequality, and the constant \( C \) may vary from line to line. This proves (5.8).

To see that this implies uniqueness of (3.2), assume \( u^{(1)}_0 = u^{(2)}_0 \). From (5.8) we obtain \( \xi^{(1)} = \xi^{(2)} \), and hence from Lemma 5.9, we find that \( u^{(1)} = u^{(2)} \). \( \square \)

### 5.3 Stability

In this section, we prove Corollary 3.12. Because it is similar to the proof of Theorem 6.1 (forthcoming), we only sketch the main steps here.
Proof of Corollary 3.12. Consider a sequence \( \{(u^n_0, \sigma^n, Z^n)\}_n \in H^1 \times (W^{3,\infty}_{\text{div}})^K \times C^p_{\text{var}}([0, T]; R^K) \) converging to some element \((u_0, \sigma, Z)\) in this space. By Theorem 3.10, we have
\[
\sup_{t \in [0, T]} |\xi^n_t|_{L^1}^2 + 2\theta \int_0^T |\nabla\xi^n_s|^2 \, ds = |\xi^n_0|_{L^1}^2.
\]

Moreover, by Lemma 4.5, we can deduce the boundedness of \(|\bar{u}^n|\). As in the proof of Theorem 6.1, we deduce that \(|u^n|\) is bounded uniformly in \(L^2_T H^2 \cap L^\infty_T H^1 \cap C^p_{\text{var}}([0, T]; H^0)\), and thus there exists a subsequence, \(|u^{n_k}|\) converging strongly to some \(u\) in \(L^2_T H^1 \cap C_T H^0\). Moreover, by the assumptions on \(|\sigma^n, Z^n|\), the corresponding unbounded rough drivers, denoted by \((\mathcal{A}^{n,1}, \mathcal{A}^{n,2})\), converge to \((\mathcal{A}^1, \mathcal{A}^2)\) in the strong topology; that is, \(\mathcal{A}^{n,i}\) converges to \(\mathcal{A}^i\) in the strong topology of \(L(H^k, H^{k-i})\) for \(i = 1, 2\). Taking the limit as \(n \to \infty\) then gives that \(u\) satisfies (3.7). By uniqueness of solutions in dimension two, Theorem 3.10, we get that the full sequence \(|u^n|\) must converge, thus showing continuity of the solution map.

Suppose now that \(B\) is a Brownian motion and let \(|B^n|\) denote a piecewise linear approximation of \(B\). It is well known that \(|(B^n, \mathbb{B}^n)|\) converges \(\mathbb{P}\)-a.s. in the rough path topology to \(|(B, \mathbb{B})|\) where \(\mathbb{B}^n_{\mathcal{S}t} := \int_s^t B^n_r \circ dB^r\) is the Stratonovich integral. For a fixed \(\phi \in H^2\), we have as in [FH14, Corollary 5.2] that the rough path integral \(\int_0^T (u_n(x, \nabla \sigma_n) \phi - \text{div}(\sigma_n \phi)) \, d\mathbb{B}\), and the Stratonovich integral \(\int_0^T (u_n(x, \nabla \sigma_n) \phi - \text{div}(\sigma_n \phi)) \circ dB_r\) coincide on a set, \(\Omega_\varnothing\), of full measure. Choosing a dense subset \(|\phi|_{l \in \mathbb{N}}\) of \(H^2\) and letting \(\Omega_0 := \cap_{l \in \mathbb{N}} \Omega_\varnothing\), we see that the solutions must agree on \(\Omega_0\). From the above continuity, we obtain the claimed Wong-Zakai result. \(\square\)

6 Existence

In this section, we prove existence of a strong solution as formulated in Theorem 3.7. The proof relies on a Galerkin approximation together with a compactness argument. First, we construct approximate solutions solving a Galerkin approximation of (3.1). In view of the a priori estimates from Section 4, we deduce certain uniform bounds leading to the desired compactness. The precise result is stated in Theorem 6.1 below. The passage to the limit then follows by classical arguments for all the terms, except for the remainder. Since all the other terms in the equation converge, we obtain the convergence of the remainder as well, and the limit remains a remainder due to a uniform bound following from Lemma 4.1.

For \(d \in \{2, 3\}\), let \(|h_n|_{l = 0}^{\infty}\) be the smooth eigenfunctions of the Stokes operator \(-P\Delta\) on \(T^d\), corresponding eigenvalues \(|\lambda_n|_{l = 0}^{\infty}\) where \(\lambda_0 = 0\) (corresponding to \(h_0\) \(\equiv\) const) and \(\lambda_n > 0\) for \(n \in \mathbb{N}\). We choose the eigenfunctions \(|h_n|_{l = 0}^{\infty}\) such that they form an orthonormal basis of \(H^0\) and an orthogonal basis of \(H^1\).

For a given \(n \in \mathbb{N}\), define \(l_n = \lambda_n^{-\frac{1}{2}} \nabla \cdot h_n\). It can easily be verified that \((\nabla^\perp f, g) = -(f, \nabla \times g)\) in \(d = 2\) and \((\nabla \times f, g) = -(f, \nabla \times g)\) in \(d = 3\). Thus \(|l_n|_{l = 1}^{\infty}\) forms an orthonormal basis of \(H^0\) and we have
\[
(f, h_n)\nabla \times h_n = (\nabla \times f, l_n)h_n. \tag{6.1}
\]

For a given \(N \in \mathbb{N}\), let \(H_N = \text{span}(\{h_0, h_1, \ldots, h_N\})\) and \(L_N = \text{span}(\{l_1, \ldots, l_N\})\), and define \(P_N : H^{-1} \to H_N\) and \(L_N : H^{-1} \to H_N\) by
\[
P_Nv := \sum_{n=0}^N (v, h_n)h_n, \quad L_Nv := \sum_{n=1}^N (v, l_n)l_n, \quad v \in H^{-1}.
\]

It follows from (6.1) that
\[
\nabla \times P_Nv = L_N(\nabla \times v), \quad \forall v \in H^{-1}. \tag{6.2}
\]

Since \(Z \in C^p_{\text{var}}([0, T]; R^K)\) is a geometric rough path, there is a sequence of \(R^K\)-valued smooth paths \(|Z_{\mathcal{S}t}|_{l = 1}^{\infty}\) such that their canonical lifts \(Z_N = (Z_N, Z_N^\perp)\) converge to \(Z\) in the rough path topology. We assume that
\[
|Z_{\mathcal{S}t}^N| \leq \omega_Z(s, t)^{\frac{1}{2}}, \quad |Z_{\mathcal{S}t}^N| \leq \omega_Z(s, t)^{\frac{1}{2}}, \quad \forall (s, t) \in \Delta_T. \tag{6.3}
\]
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Let us consider the following \(N\)-th order Galerkin approximation of (3.1) in \(H_N:\)

\[
\partial_t u^N + P_N B_P(u^N) = \partial P_N \Delta u^N + \sum_{k=1}^{K} P_N P[(\sigma_k \cdot \nabla)u^N + (\nabla \sigma_k)u^N]e^N_k, \tag{6.4}
\]

with initial condition \(u^N(0) = P_N u_0\). This is a system of ODEs in \(H_N\) with locally Lipschitz coefficients, and consequently there exists a time \(T_N > 0\) and a unique solution \(u^N\) of (6.4) on the interval \([0, T_N]\).

Integrating (6.4) over the interval \([s, t]\), we find

\[
\delta u^N_{st} = \int_s^t \left( \partial P_N \Delta u^N_{r} - P_N B_P(u^N_{r}) \right) dr + \mathcal{A}^{N,1}_{st} u^N_{s} + \mathcal{A}^{N,2}_{st} u^N_{s} + u^N_{st}, \tag{6.5}
\]

where \(\tilde{P}_N := P_N P\), and \(\mathcal{A}^{N,j}_{st}\) and \(u^N_{st}\) are defined as in (3.4) and (3.5), respectively, with \(P\) replaced by \(\tilde{P}_N\) and \(Z\) replaced by \(Z^N\).

Owing to (2.2) and (6.3), we find that \((\mathcal{A}^{N,1}, \mathcal{A}^{N,2})\) is uniformly bounded in \(N\) as a family of unbounded rough drivers on the scale \((H^s)_n\). That is, there exists a control \(\omega_{\mathcal{A}^N}\) such that (2.7) holds and for all \((s, t) \in \Delta_T,\)

\[
\omega_{\mathcal{A}^N}(s, t) \lesssim |r|_{3,\infty} \omega_{Z}(s, t). \tag{6.6}
\]

Estimating term-by-term and using (2.2), (2.4), and that \(u^N\) is smooth in space, and \(\xi^N\) is smooth in time, we find that \(u^N_{st} \in C^{T-\text{var}}\) \(((0, T_N); H_N)\). Arguing as in Lemma 4.1, we get that there is an \(L = L(p, |r|_{3,\infty}) > 0\) such that for all \((s, t) \in \Delta_T\) with \(\omega_{Z}(s, t) \leq L,\)

\[
\omega_{\mathcal{A}^N}(s, t) = |u^N_{st}| \lesssim_p |r|_{3,\infty} |u^N|_{L^\infty_{T_N} L^2_x} \omega_{Z}(s, t) + (1 + |u^N|_{L^\infty_{T_N} L^2_x}) \frac{\xi}{\xi} (t-s) \omega_{Z}(s, t)^{\frac{1}{2}}. \tag{6.7}
\]

In order to obtain uniform energy bounds on \(u^N\) independent of \(N\), we will obtain a uniform bound on the vorticity \(\xi^N := \nabla \times u^N\) and the mean \(\bar{u}^N := \int u^N \, dx\). Let

\[
\nu^N = u^N - \bar{u}^N = \mathcal{K}\xi^N.
\]

By an analogue of Lemma 4.5 applied to the Galerkin approximation and on the sub-interval \([0, t] \subset [0, T_N]\), there is a positive constant \(C = C(p, |r|_{3,\infty}, T_N, \omega_{Z})\) such that

\[
\sup_{0 \leq s \leq t} |\bar{u}^N_s| \leq C \exp \left( C(1 + \sup_{0 \leq s \leq t} |\nu^N_s|) \right) \left( 1 + |\bar{u}_0| \right). \tag{6.8}
\]

Using (2.3) and Poincare’s inequality, we find \(|\nu^N|_{0} \lesssim |\nabla \nu^N|_{0} = |\xi^N|_{0}\), and thus \(|\nu^N|_{1} \lesssim |\xi^N|_{0}\). Thus, if we obtain a uniform bound on \(|\xi^N|_{L^\infty_{T_N} L^2_x}\), then we can obtain a uniform bound on \(|\bar{u}^N|_{L^\infty_{T_N} L^2_x}\), which can then be used to derive a uniform bound on \(u^N = \nu^N + \bar{u}^N\). We now proceed by obtaining uniform bounds on \(\xi^N\).

Using properties of the curl operator in Section 2.1 and the relation (6.2), we get that \(\xi^N\) satisfies

\[
\partial_t \xi^N + \mathcal{E}_{\nu^N} \xi^N = \partial L_N \Delta \xi^N + \mathcal{E}_{\nu^N} \xi^N \xi^N_{s}, \tag{6.9}
\]

where

\[
\mathcal{E}_{\nu} \phi = (\nu \cdot \nabla)\phi - I_{d=3}(\phi \cdot \nabla)\nu, \quad \mathcal{E}_{\nu} = L_N L_N.
\]

Deriving uniform bounds in dimension two is the simplest due to the conservative nature of the equation. However, this is no longer possible in dimension three because there is an additional stretching term in the drift and a lower order term in the noise that forces us to use a non-linear version of the rough Gronwall’s inequality, Lemma A.3.
We begin with the dimension two case. Testing (6.9) by \( \xi^N \) and using (2.5), integration by parts and the fact that \( \text{div} \sigma_k = 0 \), for all \( k \in \{1, \ldots, K \} \), we obtain that for all \( t \in [0, T_N) \),

\[
|\xi^N_t|^2 + 2 \theta \int_0^t |\nabla \xi^N_s|^2 \, ds = |L_N \xi^N_0|^2 - 2 \int_0^t (u^N_s \cdot \nabla) \xi^N_s \, ds + 2 \int_0^t ((\sigma_k \cdot \nabla) \xi^N_s, \xi^N_s) \, dz^N_s \leq |\xi^N_0|^2.
\]

Owing to the Poincaré inequality and (2.3) we have \( |v^N_t| \leq |\xi^N_0| \) and \( |\nabla v^N_t| = |\nabla \xi^N_0| \). Thus,

\[
|v^N_t|^2 + 2 \theta \int_0^t |\nabla^2 u^N_s|^2 \, ds \leq |\nabla u^N_0|^2, \quad \forall t \in [0, T_N).
\]

(6.10)

We now turn our attention to dimension three. As mentioned above, it is not possible to obtain an enstrophy bound independent of the noise approximation like we did in two-dimensions because the noise is not conservative due to the presence of the stretching term \( (\xi^N \cdot \nabla) \sigma_k \). Integrating (6.9) over the interval \([s, t] \), we obtain

\[
\delta \xi^N_{st} = \delta \gamma^N_{st} + [A^N_{st}, A^N_{st}, \xi^N_{st}] + \xi^N_{st},
\]

where

\[
\gamma^N_{st} := \int_s^t \left( \partial L_N \Delta \xi^N_r - \xi^N_{u^N_r} \xi^N_r \right) \, dr, \quad A^N_{st} \phi := \xi^N_{st} \phi Z^N_{st}, \quad A^N_{st} \phi := \xi^N_{st} \phi Z^N_{st},
\]

\[
\xi^N_{st} := \int_s^t \xi^N_{st} \delta \gamma^N_{st} \, dz^N_s + \int_s^t \int_s^r \xi^N_{st} \delta \gamma^N_{st} + \left( \int_s^t [\delta \gamma^N_{st}, \xi^N_{st}] + \int_s^t \xi^N_{st} \xi^N_{st} \right) \, dz^N_s.
\]

In order to distinguish from the notation used for the doubling of variables in Section 5, we use \( \otimes \) to denote the standard tensor product on \( \mathbb{R}^3 \). We proceed by deriving the equation for

\[
\Xi^N = \xi^N \otimes \xi^N = [\xi^N_i, \xi^N_j]_{1 \leq i, j \leq 3}.
\]

Defining the symmetric tensor \( a \otimes b := \frac{1}{2}(a \otimes b + b \otimes a) \), we have \( \delta \Xi^N_{st} = 2 \xi^N_{st} \otimes \delta \xi^N_{st} + (\delta \xi^N_{st}) \otimes \delta \xi^N_{st} \), and hence

\[
\delta \Xi^N_{st} = \delta \Pi^N_{st} + [\Gamma^N_{st}, \Gamma^N_{st}] \Xi^N_{st} + \Xi^N_{st},
\]

(6.11)

where

\[
\Pi^N_{st} := 2 \int_s^t \xi^N_s \otimes \left( \partial L_N \Delta \xi^N_r - \xi^N_{u^N_r} \xi^N_r \right) \, dr,
\]

\[
\Gamma^N_{st}_{\Xi^N :} := (2A^N_{st} \xi^N_s) \otimes \xi^N_s, \quad \Gamma^N_{st} \Xi^N := (2A^N_{st} \xi^N_s) \otimes \xi^N_s + (A^N_{st} \xi^N_s) \otimes (A^N_{st} \xi^N_s),
\]

\[
\Xi^N_{st} = 2 \xi^N_{st} \otimes \xi^N_{st} - 2 \int_s^t \delta \xi^N_s \otimes \left( \partial L_N \Delta \xi^N_r - \xi^N_{u^N_r} \xi^N_r \right) \, dr + (\delta \xi^N_{st}) \otimes \left( \xi^N_{st} \right) - (A^N_{st} \xi^N_s) \otimes (A^N_{st} \xi^N_s).
\]

By virtue of (2.1) and (6.3), \( (\Gamma^N_{\Xi}, \Gamma^N_{\Xi}) \) is uniformly bounded in \( N \) as a family of unbounded rough drivers on the scale \( (W^{1,0}(T^3, \mathbb{R}^{3x3}))_N \). That is, there exists a control \( \omega_T \) such that (2.7) holds and for all \( (s, t) \in \Delta_T \),

\[
\omega_T(s, t) \leq \|\sigma_{1,0}\| \omega_z(s, t).
\]

(6.12)

For ease of notation, let \( | \cdot |_\infty = | \cdot |_{0,\infty} \). To find a control for \( \Pi^N_{st} \), we need to estimate

\[
\Pi^N_{st}(\Phi) = 2 \int_s^t \xi^N_s \otimes \partial L_N \Delta \xi^N_r(\Phi) \, dr - 2 \int_s^t \xi^N_s \otimes \xi^N_{u^N_r}(\Phi) \, dr =: I + II.
\]
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Applying Young’s inequality, we find
\[ I = -2\theta \int_{s}^{t'} \int_{T_{3}} \partial \xi_{i}^{N} \overset{\cdot}{\otimes} \partial \xi_{i}^{N} (\Phi) \, dx \, dr - 2\theta \int_{s}^{t} \int_{T_{3}} \xi_{i}^{N} \overset{\cdot}{\otimes} \partial \xi_{i}^{N} (\partial r \Phi) \, dx \, dr \]
\[ \leq 2\theta |\Phi|_{l_{1}, \infty} \left( \int_{s}^{t'} |\nabla \xi_{i}^{N}|_{0}^{2} \, dr + \int_{s}^{t} \sup_{ 0 \leq r' \leq r} |\xi_{i}^{N}|_{l_{0}}^{2} \, dr \right). \]

We split II into two quantities III and IV and then estimate them separately:
\[ -II = 2 \int_{s}^{t} \int_{T_{3}} \xi_{i}^{N} \overset{\cdot}{\otimes} [(u_{q}^{N} \cdot \nabla) \xi_{i}^{N}](\Phi) \, dx \, dr + 2 \int_{s}^{t} \int_{T_{3}} \xi_{i}^{N} \overset{\cdot}{\otimes} [(\nabla u_{q}^{N}) \xi_{i}^{N}](\Phi) \, dx \, dr =: III + IV. \]

Using the interpolation inequality $|f|_{L^{d}} \leq C_{3} |f|_{l_{0}^{3}}^{1/3} |\nabla f|_{0}^{2/3}$ for $d = 3$, Hölder’s, Young’s and Poincaré’s inequality, (6.8), and (2.3), we get

III $\leq |\Phi|_{l_{0}} \left( \int_{s}^{t} |u_{q}^{N}|_{l_{0}} |\nabla \xi_{i}^{N}|_{0}^{2/3} |u_{q}^{N}|_{l_{0}} |\nabla \xi_{i}^{N}|_{0}^{2/3} \, dr \right) \leq |\Phi|_{l_{0}} \left( \int_{s}^{t} |u_{q}^{N}|_{l_{0}}^{1/3} |\nabla \xi_{i}^{N}|_{0}^{2/3} \, dr \right)
\leq |\Phi|_{l_{0}} \left( \int_{s}^{t} \sup_{0 \leq r' \leq r} |\xi_{i}^{N}|_{l_{0}}^{2} \, dr \right) + \int_{s}^{t} |\nabla \xi_{i}^{N}|_{0}^{2} \, dr
\leq |\Phi|_{l_{0}} \left( \int_{s}^{t} \sup_{0 \leq r' \leq r} |\xi_{i}^{N}|_{l_{0}}^{2} \, dr \right) + \int_{s}^{t} |\nabla \xi_{i}^{N}|_{0}^{2} \, dr,

where
\[ w_{1}(y) := (1 + |\bar{u}_{0}|) \exp \{ C(1 + y)^{p} \} y^{8} + y^{10}. \]

Similarly, we find

IV $\leq |\Phi|_{l_{0}} \left( \int_{s}^{t} \int_{T_{3}} |\xi_{i}^{N}|_{l_{0}}^{1/3} |\nabla \xi_{i}^{N}|_{0}^{2/3} |\nabla u_{q}^{N}|_{l_{0}}^{2/3} \, dx \, dr \right) \leq |\Phi|_{l_{0}} \left( \int_{s}^{t} |\xi_{i}^{N}|_{l_{0}}^{1/3} |\nabla \xi_{i}^{N}|_{0}^{2/3} \, dr \right)
\leq |\Phi|_{l_{0}} \left( \int_{s}^{t} \sup_{0 \leq r' \leq r} |\xi_{i}^{N}|_{l_{0}}^{2} \, dr \right) + \int_{s}^{t} |\nabla \xi_{i}^{N}|_{0}^{2} \, dr.

Therefore,
\[ |\Pi_{N}|_{l_{1}, \infty} \leq \omega_{II}(s, t) := \int_{s}^{t} |\nabla \xi_{i}^{N}|_{0}^{2} \, dr + \int_{s}^{t} w_{2} \left( \sup_{0 \leq r' \leq r} |\xi_{i}^{N}|_{l_{0}}^{2} \right) \, dr,

where
\[ w_{2}(y) := (1 + |\bar{u}_{0}|) \exp \{ C(1 + y)^{p} \} y^{8} + y^{10} + y^{6} + y^{2}. \]

By Theorem 2.6, there is a constant $L = L(p, |\bar{r}|_{l_{3}, \infty}) > 0$ such that for all $(s, t) \in \Delta_{T_{3}}$ with $\omega_{Z}(s, t) \leq L$,
\[ |\Pi_{N}|_{l_{1}, \infty} \leq \sup_{s \leq r \leq t} |\Pi_{N}|_{l_{0}, \infty} \omega_{Z}(s, t)^{3/7} + \omega_{II}(s, t) \omega_{Z}(s, t)^{1/7}
\leq \sup_{s \leq r \leq t} |\Pi_{N}|_{l_{0}, \infty} \omega_{Z}(s, t)^{3/7} + \omega_{Z}(s, t)^{1/7} \int_{s}^{t} |\nabla \xi_{i}^{N}|_{0}^{2} \, dr + \omega_{Z}(s, t)^{1/7} \int_{s}^{t} w_{2} \left( \sup_{0 \leq r' \leq r} |\xi_{i}^{N}|_{l_{0}}^{2} \right) \, dr.

Testing (6.11) against the 3 $\times$ 3 identity matrix $I_{3}$, we find
\[ \delta(\xi_{i}^{N}|_{l_{0}}) = \delta \Pi_{N}(I_{3}) + \Xi_{N}((\Gamma_{N,1}^{1} + \Gamma_{N,2}^{2})(I_{3})) + \Xi_{N}(I_{3}). \]

It follows from (6.12) that
\[ |\Xi_{N}((\Gamma_{N,1}^{1} + \Gamma_{N,2}^{2})(I_{3}))| \leq \sup_{s \leq r \leq t} |\Pi_{N}|_{l_{0}, \infty} \omega_{Z}(s, t)^{1/7}. \]
Applying Hölder’s inequality, the interpolation inequality \( |f|_{L^4} \leq C_3 |f|_{L^2}^{\frac{1}{2}} |\nabla f|_{L^2}^{\frac{1}{2}} \) for \( d = 3 \), and Young’s inequality \( ab \leq C e^{a^2} + e^{b^2} \) for \( e \in (0, 1) \) to be determined later, we get
\[
\delta \Pi_{st}^N(I_3) = -2\theta \int_s^t |\nabla \xi_{i}^N|_{L^2}^2 dr + \int_s^t \int_T \xi_{i}^N \partial_t u_i^N \xi_{i}^N dx dr \leq -2\theta \int_s^t |\nabla \xi_{i}^N|_{L^2}^2 dr + \int_s^t |\nabla \xi_{i}^N|_{L^2} \nabla u_i^N \nabla u_i^N dr.
\]

Putting it all together, we arrive at
\[
\delta(\xi_{i}^N|_{L^2}^2) \leq \left[ C \omega_Z(s, t)^{\frac{1}{2}} - (2\theta - C_3 \epsilon) \right] \int_s^t |\nabla \xi_{i}^N|_{L^2}^2 dr + C \int_s^t \left( \sup_{0 \leq r' \leq r} |\xi_{i}^N|_{L^2} \right) dr + C \sup_{s \leq r \leq t} |\xi_{i}^N|_{L^2} \epsilon_2 \omega_Z(s, t)^{\frac{1}{2}},
\]
where
\[
w(y) = (1 + |\tilde{u}_0|) \exp \left[ C(1 + y^2) y^8 + y^{10} + (1 + C_3 \epsilon) y^6 + y^2 \right].
\]

If we let \( \epsilon = \frac{\theta}{C_1} \), then for all \( (s, t) \in \Delta_{T_N} \) such that \( C \omega_Z(s, t)^{\frac{1}{2}} \leq 2\theta = \theta + C_3 \epsilon \) and \( \omega_Z(s, t) \leq L \), we get
\[
C \omega_Z(s, t)^{\frac{1}{2}} - (2\theta - C_3 \epsilon) \leq -\theta,
\]
which gives
\[
\delta(\xi_{i}^N|_{L^2}^2) + \theta \int_s^t |\nabla \xi_{i}^N|_{L^2}^2 dr \leq C \int_s^t \left( \sup_{0 \leq r' \leq r} |\xi_{i}^N|_{L^2} \right) dr + C \sup_{s \leq r \leq t} |\xi_{i}^N|_{L^2} \epsilon_2 \omega_Z(s, t)^{\frac{1}{2}}.
\]

Applying Lemma A.3 on \([0, T_N]\), we obtain
\[
\sup_{0 \leq r \leq T^* \wedge T_N} |\xi_{i}^N|_{L^2}^2 \leq W^{-1} \left( W(q|\xi_{i}^N|_{L^2}) + T^* C K q \right),
\]
where \( T^* = T^*(p, \omega_Z, |\sigma|_{C^1, \infty}, |u_0|_1) > 0 \) is such that
\[
W(q|\xi_{i}^N|_{L^2}) + T^* C K q \in \text{Dom}(W^{-1})
\]
and \( W, q \) and \( K \) are specified in Lemma A.3. We emphasize that \( T^* \) can be chosen independently of \( N \). It follows from Poincaré inequality and (2.3) that there is a continuous increasing function \( F : R_+ \rightarrow R_+ \) such that
\[
\sup_{t \in [0, T^* \wedge T_N]} \left| u_i^N \right|_1 \leq F(\|u_0\|_1).
\]

We now conclude with uniform bounds on \( u_i^N \) for \( d \in \{2, 3\} \). In dimension two, by (6.8) and (6.10), there is a continuous increasing function \( F : R_+ \rightarrow R_+ \) such that
\[
\sup_{t \in [0, T_N]} \left| u_i^N \right|_1 + \int_0^T \left| \nabla^2 u_i^N \right|_{L^2}^2 ds \leq F(\|u_0\|_1), \quad d = 2,
\]
and hence the solution \( u_i^N \) can be extended to the interval \([0, T]\) in a standard way. In dimension three, by (6.8) and (6.13), there is a continuous increasing function \( F : R_+ \rightarrow R_+ \) such that
\[
\sup_{t \in [0, T^* \wedge T_N]} \left| u_i^N \right|_1 + \int_0^T \left| \nabla^2 u_i^N \right|_{L^2}^2 ds \leq F(\|u_0\|_1), \quad d = 3,
\]
and hence the solution \( u_i^N \) can be extended to the interval \([0, T^*]\).

We are now ready to let \( N \to \infty \) in (6.5), which will complete the proof of Theorem 3.7. The details are given in the following theorem. Throughout the rest of this section, let \( T^* = T \) if \( d = 2 \) and \( T^* > 0 \) be the final time obtained by means of Lemma A.3 above if \( d = 3 \).
**Theorem 6.1.** There exists a subsequence of \( \{u^N\} \) that converges weakly in \( L^2_T, H^2 \), weak-* in \( L^\infty_T, H^1 \), and strongly in \( L^2_T, H^1 \cap C_T H^0 \) to a solution of (3.7) that is weakly continuous in \( H^1 \).

**Proof.** We have shown above that

\[
\sup_{t \in [0,T^*]} |u^N_t|^2 + \int_0^{T^*} |\nabla^2 u^N_{rt_0}| dt \leq F(|u_0|), \tag{6.14}
\]

for a continuous increasing function \( F : \mathbb{R}_+ \to \mathbb{R}_+ \). Thus, \( \{u^N\} \) remains in a bounded set in \( L^2_T, H^2 \cap L^\infty_T, H^1 \). The Banach-Alaoglu theorem yields a subsequence, which we relabel as \( \{u^N\} \), that converges weakly in \( L^2_T, H^2 \) and weak-* in \( L^\infty_T, H^1 \). Moreover, by (6.7), for all \((s, t) \in \Delta_{T^*} \) with \( \omega_2(s, t) \leq L \),

\[
\omega_{N,2}(s, t) \leq p, |\sigma|_{3, \infty} \tilde{F}(|u_0|) \left((t - s) + \omega_2(s, t) + (t - s)^{\frac{2}{3}} \omega_2(s, t)^{\frac{1}{3}}\right)^{\frac{3}{2}}, \tag{6.15}
\]

for some continuous increasing function \( \tilde{F} : \mathbb{R}_+ \to \mathbb{R}_+ \).

We will obtain a further subsequence that converges strongly in \( L^2_T, H^1 \cap C_T H^0 \) by applying a rough version of the Aubin-Lions compactness lemma. We refer the reader to [HLN19, Lemma A.2] and note that we actually use the lemma shifted up by one. By (6.6), (6.14), and Lemma 4.3, there is a positive constant \( \tilde{L} = \tilde{L}(p, |\sigma|_{3, \infty}) < L \) such that for all \((s, t) \in \Delta_{T^*} \) with \((t - s) + \omega_2(s, t) \leq \tilde{L} \), it holds that

\[
|\phi u^N_{t_0}| \leq p, |\sigma|_{3, \infty} \tilde{F}(|u_0|) \left((t - s) + \omega_2(s, t) + (t - s)^{\frac{2}{3}} \omega_2(s, t)^{\frac{1}{3}}\right)^{\frac{3}{2}},
\]

for some continuous increasing function \( \tilde{F} : \mathbb{R}_+ \to \mathbb{R}_+ \). It then follows from the aforementioned Aubin-Lions compactness result that there is a subsequence of \( \{u^N\} \), which we continue to denote by \( \{u^N\} \), converging strongly to an element \( \tilde{u} \) in \( C_T H^0 \cap L^2_T, H^1 \). Furthermore, owing to Lemma [HLN19, Lemma A.3] (shifted one space up), we know that \( \tilde{u} \) is continuous with values in \( H^1_0 \) (i.e., \( H^1 \) equipped with the weak topology).

Our goal now is to pass to the limit as \( N \to \infty \) of (6.5) tested against some \( \phi \in H^2 \). Using the definition of \( A^{N,1}_{st} \) and \( A^1_{st} \), we find

\[
|A^{N,1}_{st} \phi - A^1_{st} \phi| \leq |P_N P [(\sigma_k \cdot \nabla) \phi] Z^{N,k}_{st} - P [(\sigma_k \cdot \nabla) \phi] Z^{1,k}_{st}| + |P_N P [(\nabla \sigma_k) \phi] Z^{N,k}_{st} - P [(\nabla \sigma_k) \phi] Z^{1,k}_{st}| + |P_N (\nabla \sigma_k) \phi| Z^{N,k}_{st} - Z^{1,k}_{st} \tag{6.16}
\]

From (2.2), we obtain

\[
|P_N P [(\sigma_k \cdot \nabla) \phi]| Z^{N,k}_{st} - Z^{1,k}_{st} | \leq N_0 |\phi| |Z^{N}_{st} - Z_{st}|, \quad |P_N P (\nabla \sigma_k) \phi| Z^{N,k}_{st} - Z^{1,k}_{st} | \leq N_0 |\phi| |Z^{N}_{st} - Z_{st}|,
\]

which both converge to 0 as \( N \to \infty \). Making use of (2.2) again, the last two terms of (6.16) tend to 0 as \( N \to \infty \) because \( P_N \) converges to the identity \( I \) in the strong topology on \( L^2( H^0, H^1) \). Thus, for all \( \phi \in H^2 \), \( \lim_{N \to \infty} |A^{N,1}_{st} \phi - A^1_{st} \phi| = 0 \). In a similar way, we deduce that \( \lim_{N \to \infty} |A^{N,2}_{st} \phi - A^2_{st} \phi| = 0 \) for all \( \phi \in H^2 \). Therefore,

\[
|\phi^N_N, A^{N,i}_{st} \phi - (u_s, A^{P,i}_{st} \phi)| \leq N_0 |\phi^N_N - u_s, A^{N,i}_{st} \phi - (u_s, A^{P,i}_{st} - A^{N,i}_{st}) \phi| + |u_s, (A^{P,i}_{st} - A^{N,i}_{st}) \phi| \to 0,
\]

\[
\leq N_0 |\phi^N_N - u_s| |\phi| + |u_s| |(A^{P,i}_{st} - A^{N,i}_{st}) \phi| \to 0,
\]
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as $N \to \infty$. Finally, using the strong convergence in $L^2_T, H^1$ of $\{u^N\}$ and (2.4) and the convergence of $P_N$ to the identity, we find

$$\left| \int_s^t \left[ B_p(u_r) - P_N B_p(u^N_r)(\phi) \right] dr \right| \leq \int_s^t |B_p(u_r - u^N_r, u_r)(\phi)| dr + \int_s^t |B_p(u^N_r, u_r - u^N_r)(\phi)| dr$$

$$+ \int_s^t |B_p(u^N_r)((I - P_N)\phi)| dr \to 0$$
as $N \to \infty$.

Since all of the terms in equation (6.5) converge when applied to $\phi \in H^2$, the remainder $u^N_{st}(\phi)$ converges to some limit $u^2_{st}(\phi)$. By virtue of (6.15), we obtain that the limit $\hat{u} \in C_{\text{cvg}}^{\frac{e}{2}, \text{var}}([0, T^*], H^2)$ for some positive constant $L = L(p, [\sigma]_{3, \infty}) > 0$, which proves that $u$ is a strong solution to (3.1).  

\section*{A Rough Gronwall lemma}

In this section, we formulate two Gronwall inequality involving controls. The first one is a slight generalization of the Gronwall inequalities proved in [DGHT19] and [HH18], and can be proved by the same reasoning. The second inequality is a corollary of the first inequality and the classical Bihari-LaSalle inequality.

\begin{lemma}
Assume that $G : [0, T] \to \mathbb{R}_+$ is such that there exists constants $L > 0$ and $\kappa > 0$, and a control $\omega$ such that for every $(s, t) \in \Delta_T$ with $\omega(s, t) \leq L$,

$$\delta G_{st} \leq \omega(s, t)^{\frac{1}{2}} \sup_{0 \leq r \leq t} G_t + \phi(s, t),$$

where $\phi : \Delta_T \to \mathbb{R}_+$ is such that $\phi(s, t) \leq \phi(0, T)$. Then there exists a constant $K > 0$ depending only on $\omega$ such that

$$\sup_{0 \leq r \leq T} G_t \leq 2 \exp \left( \frac{\omega(0, T)}{L\alpha} \right) (G_0 + K\phi(0, T))$$

where $\alpha := 1 \lor L^{-1}(2e^2)^{-x}$.
\end{lemma}

\begin{remark}
The only difference between this version and the version in [DGHT19] is that we do not require $\phi$ to be a control, or even superadditive, as in [HH18].
\end{remark}

\begin{lemma}
Assume that $w : \mathbb{R}_+ \to \mathbb{R}_+$ is a non-decreasing continuous function with $w > 0$ on $(0, \infty)$. Moreover, assume that $G : [0, T] \to \mathbb{R}_+$ is such that there exists constants $L > 0$ and $\kappa > 0$, and a control $\omega$ such that for every $(s, t) \in \Delta_T$ with $\omega(s, t) \leq L$, we have

$$\delta G_{st} \leq C \int_s^t w \left( \sup_{0 \leq r \leq t} G_r \right) dr + \omega(s, t)^{\frac{1}{2}} \sup_{0 \leq r \leq t} G_r.$$

Then there exists a constant $K > 0$ depending only on $\omega$ such that

$$\sup_{0 \leq r \leq T} G_t \leq W^{-1} (W(qG_0) + T^*CKq),$$

where

$$q := 2 \exp \left( \frac{\omega(0, T)}{L\alpha} \right), \quad \alpha := 1 \lor L^{-1}(2e^2)^{-x},$$

$W$ is chosen such that $W'(x) = (w(x))^{-1}$, and $T^* > 0$ is such that

$$W(qG_0) + T^*CKq \in \text{Dom}(W^{-1}).$$

\end{lemma}
Proof. Define $\phi(s, t) = C \int_s^t w(\sup_{0 \leq r' \leq r} G_r') \, dr$. By Lemma A.1 we obtain
\[
\sup_{0 \leq r \leq t} G_r \leq qG_0 + qCK \int_0^t w\left( \sup_{0 \leq r' \leq r} G_r' \right) \, dr \leq qG_0 + qCK \int_0^t w\left( \sup_{0 \leq r' \leq r} G_r' \right) \, dr,
\]
and the result now follows from the classical Bihari-LaSalle inequality. \qed
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