We study portfolio choice with small nonlinear price impact on general market dynamics. Using probabilistic techniques and convex duality, we show that the asymptotic optimum can be described explicitly up to the solution of a nonlinear ODE, which identifies the optimal trading speed and the performance loss due to the trading friction. Previous asymptotic results for proportional and quadratic trading costs are obtained as limiting cases. As an illustration, we discuss how nonlinear trading costs affect the pricing and hedging of derivative securities and active portfolio management.
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1 Introduction

Classical financial theory is built on the paradigm of frictionless markets. By assuming that arbitrary quantities can be traded immediately at the quoted market price, many elegant and far-reaching results can be derived. Real financial markets, however, only supply limited liquidity. Accordingly, execution prices are adversely affected by large trades executed quickly. Optimally scheduling the order flow – to trade off displacement from the optimal frictionless risk-return profile against trading costs – is therefore a crucial concern for large investors such as trend-following hedge funds.

In this paper, we study this problem in a general setting. We consider agents with constant absolute risk aversion, who trade a risky asset with general, not necessarily Markovian, Itô dynamics to maximize their expected utility.
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1Our results formally extend to more general preferences, compare [43]. These arguments could be made rigorous similarly as for proportional transaction costs [1], but we do not pursue this here in order not to drown the new features of the model with nonlinear price impact in (even more) technical estimates arising from random and time-varying risk tolerances.
As in the model of Almgren [3], trades incur costs proportional to a power $p \in (1, 2)$ of the order flow, corresponding to price impact proportional to the $p - 1$-th power of both trade size and execution speed. A price impact elasticity of $p \approx 3/2$ is in line with the “square-root law” advocated by most practitioners (cf., e.g., [47, 6]). The limiting cases $p \to 1$ and $p \to 2$ lead to proportional and quadratic transaction costs – the two frictions that have been the focus of most academic research.

To obtain tractable results in this general setting, we focus on small price impact, and perform a sensitivity analysis around the benchmark problem without trading costs. In frictionless diffusion models, optimal trading strategies $\hat{\varphi}_t$ are typically diffusion processes as well, and thereby generate infinite price-impact costs. We show in Theorem 3.3 that, at the leading order and up to stopping close to the terminal time, frictionless target strategies $\hat{\varphi}_t$ of this type are optimally tracked by smoothed strategies $\hat{\varphi}^\lambda_t$ satisfying (pathwise) the following ordinary differential equation (ODE):

$$
\hat{\varphi}_t^\lambda = p^{-\frac{1}{p-1}} \left( \gamma c^S_t (\hat{c}_t^\lambda)^2 \right)^{\frac{1}{p+2}} \hat{g}_p \left( \left( \frac{\gamma c^S_t}{2^{1-p} \lambda_t} (\hat{c}_t^\lambda)^{-p} \right)^{\frac{1}{p+2}} (\hat{\varphi}_t - \varphi_t^\lambda) \right).
$$

(1.1)

Here, $\gamma$ is the agent’s risk aversion; $c^S_t = \frac{d(S_t)}{dt}$ and $c^\hat{\varphi}_t = \frac{d(\hat{\varphi}_t)}{dt}$ are the (squared) diffusion coefficients of the risky asset $S$ and the frictionless target strategy $\hat{\varphi}_t$, respectively; $p$ is the elasticity of price impact, and $\lambda_t$ is the corresponding constant of proportionality describing its magnitude at time $t$. Finally, the “shape function” $\hat{g}_p$ is the rescaled version of the solution $g_p$ of a nonlinear ordinary differential equation; see Section 3.1.

For constant market and preference parameters, (1.1) formally recovers the trading speed that is asymptotically optimal in the Black-Scholes model studied by Guasoni and Weber [32]: a deterministic function of the current deviation from the frictionless optimizer. In our general setting, the asymptotically optimal trading speed remains “myopic”, in that it is fully determined by current market and preference parameters, as well as the current displacement from the frictionless target. In particular, the shape function $\hat{g}_p$ is universal: it only depends on $p$, the elasticity of price impact, but not on the other primitives of the model.

In Theorem 3.3 we also calculate the corresponding welfare effects of small price impact. At the leading order, the certainty equivalent loss due to trading costs is

$$
c_p \mathbb{E}_{Q} \left[ \int_0^T \lambda_t^2 p \left( \gamma c^S_t (\hat{c}_t^\lambda)^2 \right)^{-\frac{p}{p+2}} dt \right].
$$

(1.2)

Here, the constant $c_p$ is obtained from the nonlinear ODE for $g_p$. The other terms show that price impact has a substantial effect if the market is illiquid (large $\lambda_t$), volatile (large $c^S_t$), or if the frictionless target strategy is difficult to track because it is very active (large $c^\lambda_t$). If all of these quantities are constant, we formally recover the constant performance loss rate of Guasoni and Weber [32]. When these quantities are time dependent and random, they need to be averaged

---

2 See, e.g., [60, 42, 39, 12, 13] and [31, 5, 28, 27, 50, 8, 12, 13] as well as the references therein for surveys of the large literatures on proportional and quadratic trading costs, respectively.

3 Since we use an absolute parametrization (for risk aversion, returns, etc.), it is difficult to make this connection to the relative quantities of [32] precise; compare [29] for more details.

4 In contrast, the exact optimal optimal strategies have been found to “aim in front of the frictionless target” in models with quadratic costs and preferences, where they can be computed in closed form [26, 27, 8]. The “aim portfolio” in these models is a weighted average of the expected future values of the frictionless target; as the transaction cost tends to zero, it converges to the current value of the latter, leading to a myopic optimal trading speed. [32] study numerically the difference between the performances of the exact and asymptotic optimal policies in a concrete model and find it to be negligible for empirically relevant values of the price impact parameter.
both across time and states. As for other frictions [42, 43, 50], averaging across states is performed under the frictionless marginal pricing measure \( \hat{Q} \) – the small friction is priced like a marginal path-dependent option. The comparative statics of the certainty equivalent loss (1.2) also are consistent with their counterparts for proportional [42, 2], quadratic [50], or fixed transaction costs [7]: the elasticity of price impact \( p \) only governs the powers to which the inputs are raised, and determines the universal constant \( c_p \).

To illustrate the wide scope of these results, we discuss two applications where frequent trading is crucial and transaction costs therefore are a prime concern in practice. First, we study the pricing and hedging of derivative securities. Then, we turn to the implementation of trend-following investment strategies. Unlike in models with constant investment opportunities, investors can not “accommodate transaction costs by drastically reducing the frequency and volume of trade” [16] in these settings. Instead, rather frequent trading is necessary and the associated performance losses can be substantial. Formulas (1.1) and (1.2) allow for the first time to study in this context the impact of nonlinear trading costs consistent with the square-root law.

To prove our results, we use a convex duality approach first used in a Mathematical Finance context by Henderson [33] for the indifference pricing of small unhedgeable claims. More specifically, we obtain a lower bound for the value expansion (1.2) by analyzing a specific family of trading strategies. An upper bound can in turn be determined using convex duality. For proportional transaction costs, starting with the seminal work of Cvitanić and Karatzas [17], the corresponding duality has been studied intensely, and is used by [11, 2, 35] to obtain tight upper bounds for (1.2). In the present context of superlinear trading costs, abstract duality results have only very recently been developed by Guasoni and Rásonyi [30]. The present study is the first application of these results to a concrete portfolio choice problem. Here, the key challenge is to come up with a concrete candidate for the asymptotic dual minimizer. The first step is to use the first-order condition of [30] to derive a “naive” dual minimizer from our candidate for the asymptotic primal maximizer. The second step is to suitably modify this naive dual candidate in order to control the remainder terms appearing in the asymptotic verification. For the case of proportional transaction costs [1, 2, 35], this can be done by stopping the “naive” dual candidate in an appropriate manner. With superlinear context, this is not sufficient and another subtle modification is necessary.

The computation of the primal and dual bounds proceeds in several steps. We first perform a second-order expansion of the primal and dual goal functionals, thereby reducing them to linear-quadratic functionals. After renormalising time and space appropriately, we then show that “locally”, i.e., on each small time interval, this simplified criterion converges to an ergodic mean-variance functional of a controlled diffusion process. In the present context, this controlled process is an Ornstein-Uhlenbeck-type process, with constant volatility but nonlinear mean-reversion speed governed by the function \( \hat{g}_p \). This makes the analysis much more challenging than in the limiting cases of quadratic trading costs, where the limiting process is a standard Ornstein-Uhlenbeck process, or proportional costs, where the limiting process is a doubly reflected Brownian motion. For the present study, a number of delicate probabilistic estimates need to be developed from scratch to establish convergence to the limiting problem. This is done in the companion paper of the present study [15].

The connection between asymptotics of utility maximization problems with small transaction costs and ergodic control problems with “frozen coefficients” has first been established using PDE
techniques by Soner and Touzi [60]. For proportional costs, non-Markovian extensions of these results have been obtained formally by [42, 43] and proved rigorously by [1, 2, 35]. A closely related strand of research studies “pathwise” criteria, where the goal is to trade off the error of tracking an exogenous target strategy against the trading costs incurred by the hedge. Building on work of [24, 25, 28], Cai, Rosenbaum and Tankov [12, 13] study such problems for quite general specifications of tracking errors and trading costs. Using weak-convergence techniques, they derive tight bounds for a number of examples, including proportional and quadratic costs.

This article is organized as follows. In Section 2, we introduce the model. Section 3 presents our main results and the assumptions needed to carry out the rigorous asymptotic analysis. It also contains a discussion of the implications of our results for option pricing and hedging, as well as for active portfolio management. The proof of the main result can be found in Sections 4 and 5: a primal lower bound is derived in Section 4, and the corresponding dual upper bound is constructed in Section 5. For better readability, some auxiliary estimates used in various proofs are delegated to the appendices.

Notation. For an Itô process \( X \), we write \( \mu^{X,P} \) and \( \mu^{X,\hat{Q}} \) for the drift rate under the physical measure \( P \) and the marginal pricing measure \( \hat{Q} \) from Section 2.2, respectively. The infinitesimal co-variation between two Itô processes \( X \) and \( Y \) is denoted by \( c_{X,Y}^t = \frac{d\langle X,Y \rangle_t}{dt} \), and we write \( c^X \) for \( c^{X,X} \).

2 Model

2.1 Financial Market

Fix a filtered probability space \( (\Omega, \mathcal{F}, P) = (\mathcal{F}_t)_{t \in [0,T]}, P) \) satisfying the usual conditions and supporting at least one standard \( P \)-Brownian motion \( W^S,P \). We consider a financial market with two assets. The first one is safe, with price normalized to one. The second is risky, with general – not necessarily Markovian – Itô dynamics given by

\[
dS_t = \mu^S_t dt + \sqrt{c^S_t} dW^S_t, \quad S_0 = s. \tag{2.1}
\]

Here, the drift rate \( \mu^S \) and the (squared) diffusion coefficient \( c^S > 0 \) are adapted processes for which the stochastic integral (2.1) is well defined on \([0,T]\), and \( s \in \mathbb{R} \).

2.2 Frictionless Portfolio Choice

In the above market, we study the portfolio choice problem of an agent with constant absolute risk aversion \( \gamma > 0 \). To wit, starting from an initial endowment \( x \in \mathbb{R} \), the agent’s goal is to choose a
predictable trading strategy $\varphi$ to maximize $J^0(\varphi)$, the expected exponential utility from terminal wealth:

$$J^0(\varphi) := \mathbb{E}_{\mathbb{P}} \left[ U \left( x + \int_0^T \varphi_t dS_t \right) \right] \to \max! \quad \text{where} \quad U(x) = -\exp(-\gamma x). \quad (2.2)$$

To ensure well-posedness of the maximization problem (2.2), we impose the following standard no-arbitrage condition [57, 20, 39, 58]:

**Assumption 1.** There exists an equivalent local martingale measure $Q$ for $S$, which has finite relative entropy with respect to $P$:

$$H(Q|P) := \mathbb{E}_{\mathbb{P}} \left[ \frac{dQ}{dP} \log \left( \frac{dQ}{dP} \right) \right] < \infty.$$  

By [23, Theorems 2.1, 2.2, and Remark 2.1], Assumption 1 implies that there exists a local martingale measure $\hat{Q}$ equivalent to $P$ that is the unique solution of the dual problem of minimizing the relative entropy with respect to $P$ among the absolutely continuous local martingale measures. Assumption 1 also ensures the existence of an optimizer $\hat{\varphi}$ for (2.2) over all $S$-integrable processes $\varphi$ whose gains processes $\int_0^T \varphi_t dS_t$ are $\hat{Q}$-martingales [20, Theorem 1]. Henceforth, we therefore focus on such admissible trading strategies and denote by $\Phi^0$ the set of these. The primal maximizer $\hat{\varphi}$ is linked to the “minimal-entropy martingale measure” $\hat{Q}$ by the first-order condition of convex duality [58, Equation (12)]:

$$U' \left( x + \int_0^T \hat{\varphi}_t dS_t \right) = \hat{y} \frac{d\hat{Q}}{d\mathbb{P}}, \quad \text{for a constant} \quad \hat{y} > 0. \quad (2.3)$$

### 2.3 Portfolio Choice with Superlinear Transaction Costs

As in [4, 6, 32, 30], we now assume that trades incur superlinear costs levied on the trading rate $\dot{\varphi}_t = \frac{d}{dt} \varphi_t$, i.e., trading costs increase with both trade size and speed.

More specifically, execution prices are shifted proportionally to a power $p - 1 \in (0, 1)$ of $\dot{\varphi}_t$, so that the trading costs accumulate at rate $\lambda_t |\dot{\varphi}_t|^p$. Here, the proportionality factor is of the form $\lambda_t = \lambda \Lambda_t$, for some small parameter $\lambda > 0$ that measures the magnitude of the trading costs, and a positive, continuous Itô process $\Lambda$ that describes their dynamics. The constant $p$ is the “elasticity of price impact”; proportional costs correspond to the limiting case $p \to 1$, linear price impact (quadratic costs) to $p \to 2$. Empirical studies typically estimate values $p \approx 3/2$, compare [6, 47].

With trading costs, we need to specify how the agent’s initial endowment $x$ is allocated between her safe and risky accounts. For simplicity, we assume that the initial risky allocation equals the frictionless optimum $\hat{\varphi}_0$, so that $x_0 = x - \hat{\varphi}_0 S_0$ is the corresponding initial safe position.

Likewise, different terminal conditions are possible, compare [8]. Here, as in [30], we impose that the risky position is eventually liquidated for consumption ($\varphi_T = 0$). The set of all absolutely continuous trading strategies $d\varphi_t = \dot{\varphi}_t dt$ that fulfil the above requirements and satisfy $\mathbb{E}_\hat{Q}[\left( \int_0^T \varphi_t^2 c_t^2 dS_t \right)^{1+a}]$, for some $a > 0$, is denoted by $\Phi^\lambda$. The frictional wealth process corresponding to such an admissible strategy $\varphi \in \Phi^\lambda$ is

$$X^\varphi_t = x + \int_0^t \varphi_s dS_s - \int_0^t \lambda_s |\varphi_s|^p ds, \quad t \in [0, T].$$

As is well known [20], random endowments such as labour income or option positions can be readily absorbed into a change of measure.

---

Footnote 8: As is well known [20], random endowments such as labour income or option positions can be readily absorbed into a change of measure.
Accordingly, in analogy to the frictionless case (2.2), the agent chooses $\varphi \in \Phi^\lambda$ to maximize

$$J^\lambda(\varphi) := \mathbb{E}_P \left[ U \left( x + \int_0^T \varphi_t dS_t - \int_0^T \lambda_t |\varphi_t|^p dt \right) \right] \to \text{max}! \quad (2.4)$$

### 3 Main Results

The frictional portfolio choice problem (2.4) is intractable even in the simplest concrete models. We therefore study the asymptotic regime where the magnitude $\lambda$ of the trading costs tends to zero. Results of this kind have recently been obtained by Guasoni and Weber [32] for a long-term portfolio-choice problem in a Black-Scholes model with scale-invariant price impact. Here, we perform this sensitivity analysis in a general setting. This reveals the general underlying structure of the problem and identifies the relevant statistics that measure the susceptibility of trading strategies to small trading costs. Moreover, as discussed in Section 3.4 below, this allows to treat as special cases the trading problems where transaction costs are most relevant in practice: pricing and hedging of derivative securities and active portfolio management.

#### 3.1 Asymptotically Optimal Strategies

In this section, we define a family of trading strategies $(\varphi^\lambda_t)_{t \in [0,T]}$ that is asymptotically optimal for (2.4) in the limit for small transaction costs $\lambda$, see Theorem 3.3. Since the rigorous definition is rather subtle, we proceed in four steps.

**A Nonlinear ODE** A first ingredient for the definition of $\varphi^\lambda$ is the solution to a nonlinear ODE, that also plays a central role in the work of Guasoni and Weber [32, Lemmas 19 and 21]:

**Lemma 3.1.** Let $p \in (1,2]$. Then there exists a unique positive constant $c_p$ such that the ordinary differential equation

$$g'_p(z) = (p-1)p^{-\frac{p}{p-1}} |g_p(z)|^{\frac{p}{p-1}} - z^2 + c_p$$

has a solution on $\mathbb{R}$ which satisfies the following growth conditions:

$$\lim_{z \to -\infty} \frac{g_p(z)}{|z|^{2(p-1)/p}} = -p(p-1)^{-\frac{p-1}{p}} \quad \text{and} \quad \lim_{z \to +\infty} \frac{g_p(z)}{|z|^{2(p-1)/p}} = p(p-1)^{-\frac{p-1}{p}}. \quad (3.2)$$

This solution is unique, and is an odd, increasing function.

**Remark 3.2.** The growth conditions for (3.1) at $\pm \infty$ are somewhat ad hoc. An alternative characterization is that the constant $c_p$ is the smallest value for which the ODE (3.1) has a solution on the whole real line that is positive on $(0, \infty)$ and negative on $(-\infty, 0)$; see [14, Lemma 2.2.2].

Up to rescaling, the function $g_p$ parametrizes the asymptotically optimal trading speed as a function of the displacement of the frictionless target from the actual position, cf. Theorem 3.3. Accordingly, positivity on $(0, \infty)$ and negativity on $(-\infty, 0)$ translate to the natural property that one always trades towards the frictionless optimum. The constant $c_p$ will be seen to describe the size of the corresponding utility loss due to trading costs. Since this needs to be minimized at the optimum, it is natural that the smallest possible choice is the correct one.
Auxiliary SDEs We next define a family of SDEs that (up to stopping close to the terminal time) describe the asymptotically optimal displacement from the frictionless strategy \( \hat{\varphi} \). To simplify notation, we pass to the following rescaled version of the function \( g_p \) from (3.1):

\[
\tilde{g}_p(x) = \text{sgn}(x) |g_p(x)|^{\frac{1}{p-1}}, \quad x \in \mathbb{R}.
\] (3.3)

Moreover, we impose the following Itô process assumptions:

**Assumption 2.** The processes \( S, \hat{\varphi}, \Lambda, c^\Lambda, \) and \( c^\hat{\varphi} \) are Itô processes with locally bounded drift rates (under \( \hat{Q} \)) and locally bounded (squared) diffusion coefficients. We also require that \( c^\hat{\varphi} > 0 \).

Under Assumption 2 it follows from [15] Proposition 1.1 that the SDE

\[
d\Delta \varphi^\lambda_t = \left( \mu^\lambda_t \hat{Q} - \frac{1}{2} p^{-\frac{1}{p-1}} \lambda^{-\frac{1}{p+2}} c^\hat{\varphi}_t m_t \tilde{g}_p \left( \lambda^{-\frac{1}{p+2}} m_t \Delta \varphi^\lambda_t \right) \right) dt + \sqrt{c^\hat{\varphi}_t} dW^\hat{\varphi}_t \hat{Q}, \quad \Delta \varphi^\lambda_0 = 0, \quad (3.4)
\]

has a unique strong solution on \([0, T]\) for all \( \lambda > 0 \), where \( W^\hat{\varphi}_t \) is a Brownian motion under \( \hat{Q} \).

We can now define the trading strategy \((\overline{\varphi}^\lambda_t)_{t \in [0, T]}\) by

\[
\overline{\varphi}^\lambda_t := \hat{\varphi} - \Delta \varphi^\lambda_t. \quad (3.5)
\]

Note that \( \overline{\varphi}^\lambda \) satisfies the pathwise ODE

\[
\overline{\varphi}^\lambda_t = \frac{1}{2} p^{-\frac{1}{p-1}} \lambda^{-\frac{1}{p+2}} c^\hat{\varphi}_t m_t \tilde{g}_p \left( \lambda^{-\frac{1}{p+2}} m_t (\hat{\varphi}_t - \overline{\varphi}^\lambda_t) \right), \quad \overline{\varphi}^\lambda_0 = \hat{\varphi}_0, \quad (3.6)
\]

where

\[
m_t = \left( \frac{2 p^{-1} \gamma c^\Lambda_t}{A_t (c^\hat{\varphi}_t)^p} \right)^{\frac{1}{p+2}}. \quad (3.7)
\]

Stopping Times The strategies \( \overline{\varphi}^\lambda \) from (3.5) are essentially asymptotically optimal for (2.4). However, to obtain rigorous asymptotic results and to ensure admissibility, we need to slightly modify \( \overline{\varphi}^\lambda \) by appropriate stopping close to the terminal time.

On the one hand, like for models with proportional and fixed transaction costs [2, 22], excessive deviations from the frictionless target need to be avoided. Therefore, liquidation is initiated immediately if the deviation from the frictionless target becomes too large or efficient tracking becomes impossible because the process \( m \) becomes too small [14]. The probability of these events is negligible for small \( \lambda \) (see Proposition C.5), but the stopping is crucial to control the remainder terms. On the other hand, we need to ensure here that the risky position is indeed liquidated until maturity \( T \).

---

\(^9\)Note that Assumption 2 implies that the process \( m \) defined in (3.7) and the process \( A \) defined in (5.4) are again Itô processes with locally bounded drift rates (under \( \hat{Q} \)) and locally bounded (squared) diffusion coefficients. To see this, use that if \( X, Y \) are Itô processes with locally bounded drift rates (under \( \hat{Q} \)) and locally bounded (squared) diffusion coefficients and \( f \) is a \( C^2 \) function (with appropriate domain), then Itô’s formula, the Kunita-Watanabe inequality, and continuity of \( X, Y \) imply that \( f(X, Y) \) is again an Itô processes with locally bounded drift rates (under \( \hat{Q} \)) and locally bounded (squared) diffusion coefficients.

\(^10\)In the notation of [15], take \( \epsilon = \lambda^{-\frac{1}{p+2}}, b = \mu^\Lambda, M = m, L = \frac{1}{2} p^{-\frac{1}{p-1}} m = \frac{1}{2} p^{-\frac{1}{p-1}} M, \epsilon = c^\hat{\varphi}. \)

\(^11\)This happens if the trading cost becomes too large, or the target too volatile relative to the risky asset.

\(^12\)For proportional or fixed costs, this can be done by a single bulk trade at \( T \), without affecting the asymptotic results at the leading order.
To make all this precise, define the time at which the liquidation of the risky position is initiated at the latest by
\[ T^\lambda = T - \lambda^\eta, \quad \text{where } \eta \in \left(\frac{1}{p+2} \left(2, \frac{p}{p-1} \wedge \frac{8}{3}\right)\right), \] (3.8)
choose constants such that\(^\text{13}\)
\[ \kappa_1 \in \left(\frac{2}{3} \frac{1}{p+2}, \frac{1}{p+2}\right), \quad \kappa_2 \in \left(0, \frac{1}{6} \left(\frac{1}{p+2} - \kappa_1\right)\right), \]
\[ \kappa_3 \in \left(\frac{2}{3} \frac{1}{p+2}, \frac{6-2p}{3} \frac{1}{p+2}\right), \quad \kappa_4 \in \left(0, \left(\frac{1}{p+2} - \frac{p-1}{p} \eta\right) \wedge \frac{1}{3} \frac{1}{p+2}\right), \] (3.9)
and define the stopping time
\[ \tau^{\Delta \varphi} = \inf \left\{ t \in [0, T^\lambda) : \left|\frac{\Delta \varphi}{\tau^{\Delta \varphi}}\right| > \lambda^{\kappa_1} \right. \right. \]
or \[ \left. \left. \left. \left. \lambda \phi_t \right| \phi_t \right| > \lambda^{\kappa_3} \text{ or } \right|\phi_t\right| \geq \lambda^{-\kappa_4} \right\} \land T^\lambda. \] (3.10)

**Candidate Strategies** We can finally define our candidate strategies \( \varphi^\lambda \) for \( \lambda > 0 \) by
\[ \varphi^\lambda = \varphi^\lambda \mathbb{1}_{\{t \leq \tau^{\Delta \varphi}\}} + (1 - \lambda^{-\eta} (t - \tau^{\Delta \varphi})) \varphi^\lambda \mathbb{1}_{\{\tau^{\Delta \varphi} < t \leq \tau^{\Delta \varphi} + \lambda^\eta\}} \quad t \in [0, T]. \] (3.11)

The displacement of the frictionless target from this process is \( \Delta \varphi^\lambda = \dot{\varphi} - \varphi^\lambda \). On \([0, \tau^{\Delta \varphi}]\), the difference \( \Delta \varphi^\lambda \) then coincides with \( \Delta \varphi^\lambda \) by construction. Moreover, (3.11) guarantees that

(i) On \([0, \tau^{\Delta \varphi}]\), the trading rate \( \dot{\varphi}^\lambda \) is determined by the ODE (3.6);

(ii) On \((\tau^{\Delta \varphi}, \tau^{\Delta \varphi} + \lambda^\eta]\) the risky position is liquidated at the constant rate \( \dot{\varphi}^\lambda = -\lambda^\eta \varphi^\lambda \); \[ (\dot{\varphi}^\lambda = 0) \]

(iii) On \((\tau^{\Delta \varphi} + \lambda^\eta, T]\), there are no more trades (\( \dot{\varphi}^\lambda = 0 \)) and the agent’s position is \( \varphi^\lambda = 0 \).

### 3.2 Main Result

For the validity of our main result, the primitives of the model need to be integrable enough. To succinctly formulate the precise conditions, we introduce, for \( \varepsilon > 0 \), the following set:

\[ X^\varepsilon = \left\{ \exp \left(8 \int_0^T \left(\frac{\dot{\varphi}^\hat{\varphi}}{c_T^\varphi} \right)^2 dt\right), \left(\left(m_1(1 \wedge c^\varphi)\right)^{-1} \left(\frac{2}{-p+1} (1+\varepsilon)\right)\right)^*_{T^\lambda}, \left(\frac{\dot{\varphi}^\hat{\varphi}}{c_T^\varphi} \right)^{16 p (1+\varepsilon)}_{T^\lambda}, \left(\left(\frac{\dot{\varphi}^\hat{\varphi}}{c_T^\varphi} \right)^2 + 1\right) \right\} \]

We then impose the following integrability assumptions that are for example satisfied if \( \Lambda, c^S, \dot{\varphi}, \mu, \dot{\varphi} \) and \( c^\varphi \) are bounded and \( \Lambda, c^S, c^\varphi \) are bounded away from 0.

**Assumption 3.** For some \( \varepsilon > 0 \), we have \( X^\varepsilon \subset L^1(\hat{q}) \).

\(^{13}\text{Note that this is always possible since } p \in (1, 2).\)
We can now formulate our main result. For better readability, its long and technical proof is deferred to Sections 4 and 5.

**Theorem 3.3.** Suppose the no-arbitrage Assumption 1 holds, and the primitives of the model satisfy the Itô process and integrability Assumptions 2 and 3. Then, the strategy \( \varphi^\lambda \) from (3.11) is admissible and asymptotically optimal for the frictional utility maximization problem (2.4), in that
\[
\sup_{\varphi \in \Phi^\lambda} J^\lambda(\varphi) = J^\lambda(\varphi^\lambda) + o\left(\lambda^{2p+2}\right)
= J^0(\tilde{\varphi}) - \gamma c_S \mathbb{E}_{\tilde{Q}} \left[ \int_0^T \lambda_t^{2p+2} \left( \frac{\gamma c_S^\lambda (c_t^\lambda)^2}{8} \right)^{\frac{p}{p+2}} dt \right] + o\left(\lambda^{2p+2}\right). \tag{3.12}
\]

### 3.3 Interpretation and Comparative Statics

Let us now discuss the interpretation of Theorem 3.3 and look at the limiting cases \( p \uparrow 2 \) (linear price impact) and \( p \downarrow 1 \) (proportional transaction cost).

**Asymptotically Optimal Strategies** First, we discuss the comparative statics of the optimal trading strategies.\(^{14}\)

Similarly to models with linear price impact \([27, 5, 50, 31]\), the family of strategies \((\varphi^\lambda)_{\lambda > 0}\) track the frictionless target portfolio \( \tilde{\varphi} \). Their fine structure in turn depends on the degree of activity exhibited by \( \tilde{\varphi} \).\(^{15}\)

The trading speed (3.6) is determined by the diffusion coefficients \( c_t^S \) and \( c_t^\tilde{\varphi} \) of the risky asset and the frictionless optimizer, the current trading cost \( \lambda_t \), the risk aversion \( \gamma \), and the elasticity of the price impact \( p \). In addition, the shape function \( \tilde{g}_p \) determines how the deviation \( \Delta \varphi_t^\lambda = \tilde{\varphi}_t - \varphi_t^\lambda \) of the frictionless optimizer from the actual position is incorporated.

For \( p \uparrow 2 \), the shape function \( \tilde{g}_p \) converges to \( g_2(x) = 2x \). The optimal trading speed then simplifies to \( \sqrt{\gamma c_t^S / 2\lambda_t} \) times the deviation of the frictional portfolio from the target \([50]\) — which no longer depends on the variation \( c_t^\tilde{\varphi} \) of the target strategy.

For \( p \downarrow 1 \), \( \tilde{g}_p \) converges to 0 on \([0, (3/2)^{2/3}]\) and to infinity on \(( (3/2)^{2/3}, \infty) \], cf. \([32, \text{Lemmas } 8 \text{ and } 9]\). As a consequence, the associated trading speed (1.1) explodes once the deviation from the frictionless target exceeds
\[
\tilde{\varphi}_t - \varphi_t^\lambda = \pm \left( \frac{3}{2\gamma} c_t^\tilde{\varphi} \lambda_t \right)^{1/3},
\]
and it converges to zero between these boundaries. This corresponds to the instantaneous reflection off these trading boundaries that is asymptotically optimal for small *proportional* transaction costs \([60, 42, 43, 49, 12]\).

To understand the comparative statics of the trading rate for general \( p \in (1, 2) \), recall that the function \( \tilde{g}_p \) is increasing. Whence, the trading rate (3.6) remains increasing in the ratio of price volatility times risk aversion divided by the current price impact, like for quadratic trading costs \([50]\). The dependence on the volatility of the frictionless target is more complex. To wit, if the displacement of the frictional position is close to zero, then the ODE (3.1) shows that the function \( \tilde{g}_p \) is proportional to \( x \mapsto x^{1/3} \). Hence, the trading rate (3.6) is approximately proportional to \( c_t^\tilde{\varphi} \)

\(^{14}\)Note that since the stopping time \( \tau^\varphi \) from (3.10) is very close to the terminal time \( T \), \( \varphi^\lambda \) can be identified with \( \varphi^\lambda \) from (3.3) in the following discussion without loss of generality.

\(^{15}\)For example, if the target strategy is smoother than Brownian motion, then it can be tracked much more closely and with substantially smaller trading costs, compare \([56]\).
raised to the power $\frac{2}{p+2} - \frac{p}{(p-1)(p+2)} < 0$. Thus, a large target volatility discourages the agent from trading when she has almost the optimal number of risky shares. The reason is that a price impact elasticity of $p \in (1, 2)$ leads to higher than quadratic trading costs for small trades. Whence, high tracking speeds are reduced near the frictionless optimum. On the other hand, when the displacement is large, the function $\tilde{g}_p$ scales like $x \mapsto x^{\frac{2}{p}}$ (cf. (3.2)), so that – as in the case of quadratic costs – the trading rate (3.6) no longer depends on $c_n^p$. The intuition for this is that if the displacement is very large, the volatility of the target becomes insignificant relative to the displacement from the frictionless optimum.

**Leading Order Loss of Utility** Next, we discuss the welfare effects of small nonlinear price impact. The first term on the right-hand side of (3.12) is the performance of the frictionless optimizer. Accordingly, the second term corresponds to the minimal leading-order loss that can be achieved by applying the policy from Section 3.1.

This minimal performance loss is of order $O(\lambda^{\frac{2}{p+2}})$ for small trading costs $\lambda$. In the limiting cases $p \downarrow 1$ (proportional costs) and $p \uparrow 2$ (quadratic costs), the well-known orders $O(\lambda^{1/3})$ (cf. [37, 55]) and $O(\lambda^{1/2})$ (cf. [31, 50]) from the literature obtain.

The factor multiplying this power of the trading cost has three components: the frictionless Lagrange multiplier $\hat{y}$, the constant $c_p$ from Lemma 3.1, and an average of the model parameters with respect to time and randomness. In view of, e.g., [58, Theorem 1], $\hat{y}$ is the derivative of the frictionless performance with respect to the initial endowment. Whence, by Taylor’s theorem, the other terms in the leading-order loss can be interpreted as a “certainty-equivalent loss” as in [43, 2, 50]. This means that they correspond to the amount of initial endowment the agent would give up in order to trade the risky asset without transaction costs.

The first ingredient for this “cash equivalent of the small friction” is the constant $c_p$, which is universal in that it only depends on the elasticity of price impact $p$ but none of the other model parameters. Its limiting values for $p \downarrow 1$ and $p \uparrow 2$ are $c_1 = (3/2)^{2/3} \approx 1.31$ and $c_2 = 2$, respectively, so that the value expansion in Theorem 3.3 reduces to the corresponding results for proportional costs [2] and quadratic costs [50] in these cases. For $p \in (1, 2)$ it needs to be computed numerically. It turns out that $p \mapsto c_p$ is increasing; for the empirically most relevant case of $p \approx 3/2$, we have $c_p \approx 1.76$, cf. [32, Figure 3].

The final ingredient for the value expansion is the average of the other model parameters. In the Black-Scholes model of Guasoni and Weber [32] this term is constant. In the general model considered here, all these quantities are stochastic processes, and therefore need to be averaged appropriately both with respect to time and states. Like for proportional and quadratic costs [43, 2, 50], the averaging with respect to states is performed with respect to the frictionless minimal entropy martingale measure $\hat{Q}$. In view of [18], this means that the effect of the small friction is priced like a “marginal” path-dependent option. Like for other trading costs [43, 7, 50], this price is determined by i) the trading cost, ii) the volatility of the risky asset, iii) the volatility of the frictionless target strategy, and iv) the agent’s risk aversion. The powers through which these quantities enter interpolate between the cases of proportional and quadratic costs. The comparative statics are the same in each case: the transaction costs cause a big welfare effect if i) trading costs are large, ii) the risky asset is volatile necessitating close tracking of the optimal risk-return allocation, iii) the frictionless target is volatile so that its tracking leads to substantial trading costs, and iv) risk aversion is high so that displacements from the optimal risk-return tradeoff have a big effect.
3.4 Examples and Applications

Let us now discuss some examples and applications for our main result, Theorem 3.3. More specifically, we sketch how it can be used to study the effects of nonlinear trading costs in two of the settings where they are of crucial importance: the pricing and hedging of derivative securities, as well as active portfolio management.

Hedging of Derivatives

Let us first illustrate how to use Theorem 3.3 to implement hedging strategies in the presence of small nonlinear price impact. For concreteness, we consider a Bachelier model with dynamics

\[ dS_t = \sigma dW_t^P. \]

Here, \( W_t^P \) is a standard Brownian motion, and \( \sigma \) is a positive constant. Let us study the optimization problem of an agent that has sold a European option with payoff function \( H(T, S_T) \), where \( s \mapsto h(s) \) is four times differentiable and with bounded derivatives and, additionally, \( h'' \) is bounded away from zero.

Then, \( H \) is replicated by the delta hedge \( \partial_s f(t, S_t) \), where the option price \( f(t, S_t) \) at time \( t \) is

\[ f(t, s) = \int_{-\infty}^{\infty} h\left(s + x\sigma\sqrt{T-t}\right) \phi(x) dx. \]

(Here, \( \phi \) denotes the density function of the standard normal law.) Dominated convergence shows that \( f \) is four times differentiable with bounded derivatives. Moreover, the option’s “gamma” \( \Gamma_t = \partial_{ss} f(t, S_t) \) is also bounded away from zero.

Now, note that Jensen’s inequality and the \( P \)-martingale property of admissible strategies in the present context show that the replicating strategy \( \partial_s f(t, S_t) \) is optimal for the utility maximization problem (2.4) augmented by the short position in \( H \). This problem is equivalent to the optimization problem without the claim \( H \) under the measure \( P_H \) with density \( dP_H/dP = e^{-\gamma H}/E_{P}[e^{-\gamma H}] \). Whence, we can apply Theorem 3.3 for constant positive \( \Lambda \), for example: Assumption 1 then holds with \( \hat{Q} = P \), Assumption 2 is evidently satisfied, and Assumption 3 also holds because the (constant) diffusion coefficient of the risky asset as well as the frictionless target strategy and its drift and diffusion coefficients are bounded, and because \( c^2 \) (and therefore \( m \)) is bounded away from 0. The asymptotically optimal trading rate is in turn given by (3.6); the corresponding performance loss is given by the formula from Theorem 3.3. For exponential utility, the certainty equivalent loss obtained by disregarding the frictionless Lagrange multiplier \( \hat{y} \) corresponds to the adjustment of the utility-indifference price of Hodges and Neuberger [36], compare [61, 11, 42].

As a concrete example, let us consider a “smoothed convexified put option” with strike \( K \). Here, smoothing refers to replacing the actual put payoff \( (K - S_T)^+ \) with its Bachelier price \( (K - S_T)\Phi\left(\frac{K - S_T}{\sigma\sqrt{\vartheta}}\right) + \sigma\sqrt{\vartheta}\phi\left(\frac{K - S_T}{\sigma\sqrt{\vartheta}}\right) \) with a very short maturity \( \vartheta \), say one day. This ensures that the payoff has bounded smooth derivatives of all orders. Since the second derivative of this payoff and in turn the diffusion coefficient of the replicating strategy is not bounded away from zero, we slightly modify the payoff further by smoothly adding suitable parabolas for sufficiently large and small values of the terminal asset price. The resulting payoff function then satisfies all assumptions made above; it is depicted in the left panel of Figure 1. There, we also plot the corresponding Bachelier price and the illiquidity corrections derived from Theorem 3.3 by numerical integration for a long and a short position of one option, respectively. As (yearly) parameters, we use \( \sigma = 0.2 \times 100 \), which roughly corresponds to a Black-Scholes volatility of 20% at initial price 100 (compare [59]), \( \gamma = 10, p = 3/2 \), and the estimate \( \lambda = 0.14 \times 1.57/250 \) from [6].

---

\[16\] These regularity conditions parallel those generally required for proportional [11, 1], fixed [22], or quadratic costs [50]. With substantial additional effort, the case of a put option is worked out in a model with fixed costs in [22].
To illustrate the nonlinear scaling induced by the nonlinear price impact, the right panel in Figure 1 plots the corresponding liquidity-adjusted price per claim for various numbers of an at-the-money, smooth concavified put. The resulting nonlinear prices are compared to their counterparts in a model with linear price impact $p = 2$, keeping all other parameters the same. Clearly, the prices with elasticity $p = \frac{3}{2}$ are higher only for very small trade sizes; for the larger trades necessary to hedge larger positions, the adjustments with linear costs quickly become bigger.

**Active Portfolio Management** We now turn to a portfolio-choice model where randomly changing investment opportunities lead to active portfolio management. To wit, we consider the Kim-Omberg model \[44\] with mean-reverting returns:

$$dS_t = \mu_t dt + \sigma dW^P_t,$$

(3.13)

where $\mu_t$ is an Ornstein-Uhlenbeck process:

$$d\mu_t = \kappa(\bar{\mu} - \mu_t)dt + \sigma_\mu dZ^P_t.$$  

Here, $\sigma$, $\bar{\mu}$, $\kappa$, $\sigma_\mu$ are positive constants and $W^P$, $Z^P$ are standard $\mathbb{P}$-Brownian motions with constant correlation $\rho \leq 0$.  

In this setting, Assumption 1 is satisfied, and the frictionless optimal portfolio is \[44\]:

$$\hat{\varphi}_t = \frac{\mu_t}{\gamma \sigma^2} + \frac{\rho \sigma_\mu}{\gamma \sigma} (C(t)\mu_t + B(t)),$$

for nonpositive, smooth functions $C(t)$, $B(t)$ solving some Riccati equations\[19\] Thus, $c_t^S = \sigma^2$ and $c_t^{\hat{\varphi}} = \frac{\sigma^2}{\gamma^2 \sigma^2}(1 + \rho \sigma_\mu C(t))^2$ are deterministic, bounded and bounded away from zero here. Furthermore, $B$ and $C$ are continuous, so Assumption 2 holds.

---

\[17\] In particular, we use the same value of $\lambda$ as in \[6\]. Ideally, this scaling parameter of course should be estimated for each elasticity of price impact $p$ from the same dataset, but such estimates do not seem to be available in the literature.

\[18\] Empirical studies such as \[9\] typically find substantially negative values. For the uncorrelated case ($\rho = 0$), the optimal portfolio is the same as for the local mean-variance criteria of \[40, 49, 26, 27\].

\[19\] Assumption 1 follows from \[48\] Example 3 in Section 6.2; admissibility can be established using \[51\] Lemma 2.12 and \[48\] Example 3 in Section 6.2.

---

Figure 1: Left panel: payoff of the smooth concavified put (dotted), its frictionless Bachelier price (dashed) and its indifference prices for buying and selling one claim when hedging is subject to nonlinear price impact (solid) plotted against the initial price of the risky asset. Right panel: indifference price per claim plotted against the number of smooth, concavified puts traded, with nonlinear price impact (solid) and linear price impact (dashed).
Next note that \( \hat{\varphi}_t \) is the sum of an Ornstein-Uhlenbeck process (with bounded, time-dependent mean-reversion level and speed) and a bounded function under the minimal entropy measure \( \hat{\mathbb{Q}} \). Whence, its supremum has finite \( \hat{\mathbb{Q}} \)-moments of all orders. Therefore, the moment conditions in Assumption 3 are satisfied for constant \( \Lambda \), for example. The exponential moment conditions also hold if the time horizon is sufficiently short\(^{20}\). The asymptotically optimal trading rate (3.6) in turn is a deterministic function of the deviation from the frictionless target, similarly as in the Black-Scholes model of \( [32] \).

In the uncorrelated case (\( \rho = 0 \)), the relative trading rate is constant, in line with the constant relative trading rates of \( [26, 27] \) and the no-trade regions of constant width in \( [19, 49] \). The corresponding certainty equivalent loss from Theorem 3.3 then also accumulates at a constant rate:

\[
\lambda^{2/p} \left( \frac{\sigma^2}{\gamma \sigma^2} \right)^{\frac{p}{p+2}} c_p.
\]

The performance loss therefore is increasing in i) the trading cost, ii) the volatility of the signal \( \mu_t \), and iii) the inverse of the product of risk-aversion and asset volatility. The intuition for the last scaling is that the frictionless target is also inversely proportional to this term, and the resulting reduction of the frictionless target volatility overrides the increase of the tracking speed. In contrast, the mean-reversion level \( \bar{\mu} \) and mean-reversion speed \( \kappa \) of the expected returns do not influence the leading-order term.

### 4 Primal Considerations

To prove Theorem 3.3, we first establish that the expected utility corresponding to the candidate strategy \( \varphi^\lambda \) from (3.11) can be bounded from below by the asymptotic expansion asserted in Theorem 3.3.

As a preliminary observation, we note that \( \varphi^\lambda \) is admissible and in \( L_2^\mathbb{Q}(S) \). Indeed, the elementary inequality \(|x| \leq 1 + |x|^{1+\varepsilon} \) for \( \varepsilon > 0 \), Lemma B.1 and Jensen’s inequality give

\[
\mathbb{E}_\mathbb{Q} \left[ \int_0^T (\varphi^\lambda_t)^2 d\langle S \rangle_t \right] \leq 1 + \mathbb{E}_\mathbb{Q} \left[ \left( \int_0^T (\varphi^\lambda_t)^2 c_t^S dt \right)^{1+\varepsilon} \right] \leq 1 + T^\varepsilon \mathbb{E}_\mathbb{Q} \left[ \int_0^T ((\hat{\varphi}^{\lambda}_t)^2 c_t^S)^{1+\varepsilon} dt \right] < \infty.
\]

#### 4.1 Approximation by Cost-Displacement Tradeoff

We start our analysis by a Taylor expansion of the utility of the frictional candidate wealth process around its frictionless counterparts. Together with careful remainder estimates, this shows that the expected utility loss when applying the strategy \( \varphi^\lambda \) from (3.11) can be asymptotically bounded from below by a tradeoff between squared displacement from the frictionless target and accumulated trading costs\(^ {21}\).

**Proposition 4.1.** Suppose Assumptions 1, 2, and 3 are satisfied. Then:

\[
J^\lambda(\varphi^\lambda) - J^0(\hat{\varphi}) \geq -\gamma \mathbb{E}_\mathbb{Q} \left[ \int_0^{T_{\Delta \varphi}} \left( \frac{\gamma}{2} \left( \Delta \varphi^\lambda_t \right)^2 c_t^S + \lambda \Lambda_t \left| \varphi^\lambda_t \right|^{p} \right) dt \right] + o \left( \lambda^{\frac{2}{p+2}} \right). \tag{4.1}
\]

\(^{20}\)This restriction could be avoided by either directly working with quadratic rather than exponential preferences as in \([27]\), or by truncating large values of the state variable as in \([30] \) Section 8.1.

\(^{21}\)Similar goal functionals are directly used in a number of studies, cf., e.g., \([49 \text{ and } 5]\). Related pathwise criteria are studied in \([28 \text{ and } 50] \) [12].
Lemma 4.3 show that

\[ V^{\lambda}_{T} = x + \int_0^T \varphi_{t} \, dS_t - \lambda \int_0^T \varphi_{t}^p \, dt. \]

**Step 1.** We first establish some preliminary estimates. To this end, set

\[ A_1 := \int_0^{\bar{T} \lambda} \Delta \varphi_{t}^1 \, dS_t, \quad A_2 := \int_{\lambda \Delta \varphi}^{T} \Delta \varphi_{t}^1 \, dS_t, \quad A_3 := \int_0^{\bar{T} \lambda} \lambda \Lambda_t \left| \varphi_{t}^p \right| \, dt, \quad A_4 := \int_{\lambda \Delta \varphi}^{T} \lambda \Lambda_t \left| \varphi_{t}^p \right| \, dt. \]

Note that under the martingale measure \( \hat{Q} \), the SDE satisfied by the asset price \( S \) is

\[ dS_t = \sqrt{c_t^S} \, dW^S_t, \]

where \( W^S \hat{Q} \) is a \( \hat{Q} \) Brownian motion. The Itô isometry and Proposition 4.4 below give

\[ \mathbb{E}_{\hat{Q}} [(A_1)^2] = \mathbb{E}_{\hat{Q}} \left[ \int_0^{\bar{T} \lambda} \left( \Delta \varphi_{t}^1 \right)^2 c_t^S \, dt \right] = O \left( \lambda^{\frac{2}{p+2}} \right), \]

\[ \mathbb{E}_{\hat{Q}} [A_3] = O \left( \lambda^{\frac{2}{p+2}} \right). \]

Moreover, Itô’s isometry, the Burkholder-Davis-Gundy inequality (with constant \( C_{BDG} \)), and Lemma 4.3 show that

\[ \mathbb{E}_{\hat{Q}} [(A_2)^2] = \mathbb{E}_{\hat{Q}} \left[ \int_{\lambda \Delta \varphi}^{T} \left( \Delta \varphi_{t}^1 \right)^2 c_t^S \, dt \right] = o \left( \lambda^{\frac{2}{p+2}} \right), \]

\[ \mathbb{E}_{\hat{Q}} [(A_2)^6] \leq C_{BDG} \mathbb{E}_{\hat{Q}} \left[ \left( \int_{\lambda \Delta \varphi}^{T} \left( \Delta \varphi_{t}^1 \right)^2 c_t^S \, dt \right)^3 \right] = o \left( \lambda^{\frac{4}{p+2}} \right). \]

Furthermore, by the Burkholder-Davis-Gundy inequality, the definition of \( \bar{T} \lambda \) in (3.10), the choices of \( \kappa_1, \kappa_3, \kappa_4 \), and the integrability conditions from Assumption 3, we obtain

\[ \mathbb{E}_{\hat{Q}} [(A_1)^6] \leq C_{BDG} T^3 \lambda^{6 \kappa_3} \mathbb{E}_{\hat{Q}} \left[ (c_t^S)^3 \right] = o \left( \lambda^{\frac{4}{p+2}} \right), \]

\[ A_3 \leq T \lambda \kappa_3 = o \left( \lambda^{\frac{4}{p+2}} \right), \]

\[ A_4 \leq \int_{\lambda \Delta \varphi}^{\bar{T} \lambda} \lambda \Lambda_t \left| \varphi_{t}^p \right| \, dt \leq \lambda^{1-(p-1)\eta-p\kappa_3} \Lambda_T^* = o \left( \lambda^{\frac{2}{p+2}} \right) \Lambda_T^*. \]

Combining (4.3) and (4.7), we now deduce

\[ \mathbb{E}_{\hat{Q}} [(A_3)^2] = o \left( \lambda^{\frac{4}{p+2}} \right) \mathbb{E}_{\hat{Q}} [A_3] = o \left( \lambda^{\frac{4}{p+2}} \right). \]

**Step 2.** Next, we show that

\[ \mathbb{E}_{\hat{Q}} [U(V_{T}^\lambda)] \geq \mathbb{E}_{\hat{Q}} [U(\bar{V}_{T}^\lambda)] + o \left( \lambda^{\frac{2}{p+2}} \right). \]

By concavity of \( U \), the fact that \( U \) is an exponential function, the frictionless first-order condition

\[ U'(V_T) = \tilde{y} d \hat{Q} / d \hat{P}, \]

the identities \( V_T - V_T^\lambda = A_1 + A_2 + A_3 + A_4 \) and \( V_T^\lambda - \bar{V}_T^\lambda = -A_4 \), as well as the estimates (4.7), (4.8), we obtain for \( \lambda \leq 1 \),

\[ \mathbb{E}_{\hat{Q}} [U(V_{T}^\lambda)] - \mathbb{E}_{\hat{Q}} [U(\bar{V}_{T}^\lambda)] \geq \mathbb{E}_{\hat{Q}} \left[ U'(V_T)(V_T - \bar{V}_T^\lambda) \right] = \tilde{y} \mathbb{E}_{\hat{Q}} \left[ \exp(-\gamma(V_T - V_T))(V_T - \bar{V}_T^\lambda) \right] \]

\[ \geq -\tilde{y} \exp (\gamma T \lambda \kappa_3) \mathbb{E}_{\hat{Q}} \left[ \exp \left( \left| \int_0^T \gamma \Delta \varphi_{t}^1 \, dS_t \right| + \gamma \lambda^{\frac{2}{p+2}} \Lambda_T^* \right) \right]. \]
To establish (4.10), it suffices to show that the expectation on the right-hand side of (4.11) is of order $O(1)$. To this end, let $\lambda$ be sufficiently small and choose $\varepsilon$ as in Assumption 3. Then the elementary inequality $x \leq \frac{2(1+\varepsilon)^2}{\varepsilon^2} \exp(\frac{\varepsilon^2}{2(1+\varepsilon)} x)$ for $x \geq 0$, Hölder’s inequality with exponents $1 + \varepsilon$ and $1 + \varepsilon$ and Lemma 4.2 give

$$
\mathbb{E}_Q \left[ \exp \left( \int_0^T \frac{\lambda^2}{2} \frac{1}{U_{\lambda}^2} \right) \right] 
\leq \frac{2(1+\varepsilon)}{\varepsilon^2} \mathbb{E}_Q \left[ \exp \left( \frac{\varepsilon^2}{2(1+\varepsilon)} \frac{1}{U_{\lambda}^2} \right) \right] 
\leq \frac{2(1+\varepsilon)}{\varepsilon^2} \mathbb{E}_Q \left[ \exp \left( \frac{\varepsilon^2}{2(1+\varepsilon)} \frac{1}{U_{\lambda}^2} \right) \right] 
\leq \frac{4(1+\varepsilon)}{\varepsilon^2} \mathbb{E}_Q \left[ \exp \left( 8(1+\varepsilon)^2 \frac{1}{U_{\lambda}^2} \right) \right] < \infty.
$$

Thus, (4.10) indeed holds as asserted.

**Step 3.** Finally, we obtain

$$
\mathbb{E}_P[U(V_{\lambda}^T)] - \mathbb{E}_P[U(V_T)] \geq -\hat{y} \mathbb{E}_Q \left[ \int_0^T \frac{\varepsilon^2}{2} \left( \frac{\lambda^2}{2} \frac{1}{U_{\lambda}^2} \right) \right] + o \left( \frac{\varepsilon^2}{2} \right). \quad (4.12)
$$

Together with (4.10), this yields the asymptotic lower bound (4.1). For fixed $\omega$, a second-order Taylor expansion with Lagrange remainder term of $U(V_{\lambda}^T)$ around the frictionless optimizer $V_T$ yields

$$
U(V_{\lambda}^T) = U(V_T) + U'(V_T) \left( V_{\lambda}^T - V_T \right) + \frac{1}{2} U''(V_T) \left( V_{\lambda}^T - V_T \right)^2 + \frac{1}{6} U'''(\xi(\omega)) \left( V_{\lambda}^T - V_T \right)^3
$$

where $\xi(\omega)$ takes values in the interval with endpoints $V_T(\omega)$ and $\tilde{V}_T^\lambda(\omega)$. Using that $U''/U' = -\gamma$, $U'''/U'' = \gamma^2$, and $U'$ is positive, we obtain

$$
U(V_{\lambda}^T) - U(V_T) \geq -U'(V_T) \left( V_T - \tilde{V}_T^\lambda \right)^2 + \frac{1}{2} \gamma \left( V_T - \tilde{V}_T^\lambda \right)^2 + \frac{1}{6} \gamma^2 \exp \left( \gamma |V_T - \tilde{V}_T^\lambda| \right) |V_T - \tilde{V}_T^\lambda|^3. \quad (4.13)
$$

By the first-order condition $U'(V_T) = \hat{y} d\hat{Q}/d\mathbb{P}^\prime$ and Bayes’ theorem, it remains to show that

$$
\mathbb{E}_Q \left[ \left( V_T - \tilde{V}_T^\lambda \right)^2 + \frac{1}{2} \gamma \left( V_T - \tilde{V}_T^\lambda \right)^2 + \frac{1}{6} \gamma^2 \exp \left( \gamma |V_T - \tilde{V}_T^\lambda| \right) |V_T - \tilde{V}_T^\lambda|^3 \right] 
= \mathbb{E}_Q \left[ \int_0^T \frac{\varepsilon^2}{2} \left( \frac{\lambda^2}{2} \frac{1}{U_{\lambda}^2} \right) \right] + o \left( \frac{\varepsilon^2}{2} \right). \quad (4.14)
$$

We split up the expectation on the left-hand side of (4.14) into three parts and use that $V_T - \tilde{V}_T^\lambda = A_1 + A_2 + A_3$. First, using that that $\int_0 T \phi dS$ and $\int_0 T \phi dS$ are $\hat{Q}$-martingales (cf. Theorem 3.3), we obtain

$$
\mathbb{E}_Q \left[ V_T - \tilde{V}_T^\lambda \right] = \mathbb{E}_Q [A_1 + A_2 + A_3] = \mathbb{E}_Q [A_3] = \mathbb{E}_Q \left[ \int_0^T \frac{\varepsilon^2}{2} \lambda \frac{1}{U_{\lambda}^2} \right]. \quad (4.15)
$$
Next, the Cauchy-Schwarz inequality and the estimates (4.2), (4.4), (4.9) give
\[
E[ (V_T - \hat{V}_T^k)^2 ] = E \left[ A_1^2 + 2A_1A_2 + 2A_1A_3 + 2A_2A_3 + A_2^2 + A_3^2 \right] \\
\leq E[ A_1^2] + 2E[ A_1^2]^{\frac{1}{2}} E[ A_2^2]^{\frac{1}{2}} + 2E[ A_1^2]^{\frac{1}{2}} E[ A_3^2]^{\frac{1}{2}} \\
+ 2E[ A_2^2]^{\frac{1}{2}} E[ A_3^2]^{\frac{1}{2}} + E[ A_2^2] + E[ A_3^2] \\
\leq E[ A_1^2] + 2O \left( \lambda^{\frac{1}{p+2}} \right) o \left( \lambda^{\frac{1}{p+2}} \right) + 2O \left( \lambda^{\frac{2}{p+2}} \right) o \left( \lambda^{\frac{2}{p+2}} \right) \\
+ 2 \left( \lambda^{\frac{1}{p+2}} \right) o \left( \lambda^{\frac{2}{p+2}} \right) + o \left( \lambda^{\frac{2}{p+2}} \right) \\
= E[ \int_0^T \Delta^2 \hat{\phi}_t^2 c_t^S dt] + o \left( \lambda^{\frac{2}{p+2}} \right). \tag{4.16}
\]

Finally, using the elementary inequality \((a + b + c)^3 \leq 9(a^3 + b^3 + c^3)\) for \(a, b, c \geq 0\), the Cauchy–Schwarz inequality, the estimates (4.6), (4.5), (4.7), and Lemma 4.2, we obtain
\[
E[ \exp \left( \gamma |V_T - \hat{V}_T^k| \right) |V_T - \hat{V}_T^k|^3 ] \\
\leq 9 \exp(\gamma T \lambda^{\kappa_3}) E[ \exp \left( \int_0^T \gamma \Delta \hat{\phi}_t^3 dS_t \right) ] \left( (A_1)^3 + (A_2)^3 + (A_3)^3 \right) \\
\leq 9 \exp(\gamma T \lambda^{\kappa_3}) E[ \exp \left( \int_0^T 2\gamma \Delta \hat{\phi}_t^3 dS_t \right) ] \left( E[ \hat{\phi}_t^3 ] \right)^{\frac{3}{2}} + E[ \hat{\phi}_t^6 ]^{\frac{3}{2}} \\
+ 9 \exp(\gamma T \lambda^{\kappa_3}) o \left( \lambda^{\frac{2}{p+2}} \right) E[ \exp \left( \int_0^T \gamma \Delta \hat{\phi}_t^3 dS_t \right) ] = o \left( \lambda^{\frac{2}{p+2}} \right). \tag{4.17}
\]

Combining (4.15) – (4.17) yields (4.14), thereby completing the proof.

The following two auxiliary estimates are used in the proof of Proposition 4.1.1

**Lemma 4.2.** Suppose Assumptions \#1, \#2 and \#3 are satisfied. Then, for \(k \in [1, 2]\):
\[
E[ \exp \left( k\gamma \int_0^T \Delta \hat{\phi}_t^3 dS_t \right) ] \leq 2E[ \exp \left( 8k^2\gamma^2 \int_0^T (\hat{\phi}_t^3)^2 c_t^S dt \right) ] < \infty.
\]

**Proof.** Fix \(k \in [1, 2]\). In view of the elementary inequality \(\exp(|x|) \leq \exp(x) + \exp(-x)\) for \(x \in \mathbb{R}\), it suffices to show that
\[
E[ \exp \left( \int_0^T \pm k\gamma \Delta \hat{\phi}_t^3 dS_t \right) ] \leq E[ \exp \left( 8k^2\gamma^2 \int_0^T (\hat{\phi}_t^3)^2 c_t^S dt \right) ] < \infty.
\]

This follows from \#3 Theorem III.43] and Lemma B.1.  \(\square\)

**Lemma 4.3.** Suppose Assumptions \#1, \#2, and \#3 are satisfied. Then, for \(k \in [1, 3]\),
\[
E[ \left( \int_0^T \Delta \hat{\phi}_t^3 c_t^S dt \right)^k ] = o \left( \lambda^{\frac{2\min(k, 2)}{p+2}} \right).
\]
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Proof. Fix $k \in [1, 3]$. In view of the elementary inequality $(a + b)^k \leq 4(a^k + b^k)$ for $a, b \geq 0$, it suffices to show that
\[
\mathbb{E}_Q \left[ \left( \int_{\tau_\Delta^\varphi}^T (\Delta \varphi_t^\lambda)^2 c_t^S dt \right)^k \right] = o\left( \lambda^{\frac{4k}{p+2}} \right), \quad \text{and} \quad \mathbb{E}_{\hat{Q}} \left[ \left( \int_{\tau_\Delta^\varphi}^T (\Delta \varphi_t^\lambda)^2 c_t^S dt \right)^k \right] = o\left( \lambda^{\frac{2k}{p+2}} \right). \tag{4.18}
\]
To establish the first part of (4.18), we use Lemma B.1, Hölder’s inequality, and Proposition C.5 to obtain
\[
\mathbb{E}_Q \left[ \left( \int_{\tau_\Delta^\varphi}^T (\varphi_t^\lambda - \varphi_t)^2 c_t^S dt \right)^k \right] \leq 2^{2k} \mathbb{E}_Q \left[ \left( \int_{\tau_\Delta^\varphi}^T \varphi_t^\lambda (\varphi_t^\lambda)^2 c_t^S dt \right)^k \right] \leq 2^{2k} \mathbb{E}_Q \left[ \left( \int_{\tau_\Delta^\varphi}^T \varphi_t^\lambda (\varphi_t^\lambda)^2 c_t^S dt \right)^k \right] \leq 2^{2k} \mathbb{E}_Q \left[ \left( \int_{\tau_\Delta^\varphi}^T (\varphi_t^\lambda - \varphi_t)^2 c_t^S dt \right)^k \right] = o\left( \lambda^{\frac{4k}{p+2}} \right).
\]
To establish the second part of (4.18), we use Lemma B.1, $T - T^\lambda = \lambda^\eta$, and $\eta > \frac{2}{p+2}$ to obtain
\[
\mathbb{E}_Q \left[ \left( \int_{T^\lambda}^T (\varphi_t^\lambda - \varphi_t)^2 c_t^S dt \right)^k \right] \leq 2^{2k} \lambda^{k\eta} \mathbb{E}_Q \left[ \left( (\varphi_t^\lambda)^2 c_t^S \right)^k \right] = O\left( \lambda^{k\eta} \right) = o\left( \lambda^{\frac{2k}{p+2}} \right).
\]
This completes the proof. \qed

4.2 Computation of the Cost-Displacement Tradeoff

In Section 4.1, we have seen that the exponential utility generated by the candidate strategy from Section 3.1 is asymptotically bounded from below by a tradeoff between squared displacement from the frictionless target and accumulated trading costs. By applying ergodic results developed in the companion paper of the present study \cite{15}, this cost-displacement tradeoff can be computed explicitly in terms of the model parameters:

**Proposition 4.4.** Suppose Assumptions 4, 2, and 3 are satisfied. Then:
\[
\mathbb{E}_Q \left[ \int_{\tau_\Delta^\varphi}^T \left( \frac{\gamma}{2} (\Delta \varphi_t^\lambda)^2 c_t^S + \lambda_t |\varphi_t^\lambda| \right)^p dt \right] = \lambda^{\frac{2}{p+2}} c_p \mathbb{E}_Q \left[ \int_0^T \lambda^{\frac{2}{p+2}} \left( 2^{-3} \gamma c_t^S c_t^\varphi \right)^2 \lambda^\eta t^p dt \right] + o\left( \lambda^{\frac{2}{p+2}} \right) = O\left( \lambda^{\frac{2}{p+2}} \right), \tag{4.19}
\]
where $c_p$ is the constant defined in Lemma 3.1.

**Proof.** To ease notation, set
\[
C(\varphi^\lambda) := \mathbb{E}_Q \left[ \int_{\tau_\Delta^\varphi}^T \left( \frac{\gamma}{2} (\Delta \varphi_t^\lambda)^2 c_t^S + \lambda_t |\varphi_t^\lambda| \right)^p dt \right]. \tag{4.20}
\]
The stopping time $\tau_\Delta^\varphi$ converges to $T$ in probability as $\lambda$ goes to zero by Proposition C.5. By the dominated convergence theorem and Assumption 3, it therefore suffices to show that
\[
C(\varphi^\lambda) = \lambda^{\frac{2}{p+2}} c_p \mathbb{E}_Q \left[ \int_0^\tau_\Delta^\varphi \lambda^{\frac{2}{p+2}} \left( 2^{-3} \gamma c_t^S c_t^\varphi \right)^2 \lambda^\eta t^p dt \right] + o\left( \lambda^{\frac{2}{p+2}} \right). \tag{4.21}
\]
By the definition \( (3.11) \) of \( \Delta \varphi^\lambda \) and since \( \Delta \varphi^\lambda \) coincides with \( \overline{\Delta \varphi^\lambda} \) on \([0, \tau^\Delta]\), we have

\[
C(\varphi^\lambda) = \mathbb{E}_{\tilde{Q}} \left[ \int_{0}^{\tau^\Delta} \left( \frac{\gamma}{2} \left( \overline{\Delta \varphi^\lambda} \right)^2 c_i^S + 2^{-p} p^{-p} \frac{1}{1-p} \Lambda_i \left( c_i^S \right)^p m_i^p \right) dt \right].
\]  

(4.22)

We now apply \([15, \text{Theorem 1.3}]\) to the right-hand side of (4.22). To this end, set

\[
v = \frac{\int_{\mathbb{R}} x^2 \exp \left( -p^{-1/\tau} \tilde{G}_p(x) \right) dx}{\int_{\mathbb{R}} \exp \left( -p^{-1/\tau} \tilde{G}_p(x) \right) dx},
\]

(4.23)

\[
w = \frac{\int_{\mathbb{R}} |\tilde{g}_p(x)|^p \exp \left( -p^{-1/\tau} \tilde{G}_p(x) \right) dx}{\int_{\mathbb{R}} \exp \left( -p^{-1/\tau} \tilde{G}_p(x) \right) dx},
\]

(4.24)

where \( \tilde{G}_p(x) = \int_{0}^{x} \tilde{g}_p(x) \) denotes the antiderivative of \( \tilde{g}_p \). Then, apply (the \( S^1\)-version of) \([15, \text{Theorem 1.3}]\) with \( X^\varepsilon = \overline{\Delta \varphi^\lambda} \), where \( \varepsilon = \lambda \frac{1}{\tau^\Delta} \), \( b = \mu \tilde{Q} \), \( M = m \), \( L = \frac{1}{2} p^{-1/\tau} m = \frac{1}{2} p^{1/\tau} M \), and \( \gamma = c^\tilde{p} \), first to the case \( f(x) = x^2 \), \( H = \gamma c^S \), and \( K = 1 \), and then to the case \( f(x) = |\tilde{g}_p(x)|^p \), \( H = 2^{-p} p^{-1/\tau} \Lambda (c^\tilde{p})^p m^p \), and \( K = m \). (Note that Assumption 3 ensures that \([15, \text{Assumptions 1, 2}]\) are satisfied.)\(^{22}\) This yields

\[
C(\varphi^\lambda) = \lambda \frac{2}{\tau^\Delta} \mathbb{E}_{\tilde{Q}} \left[ \int_{0}^{\tau^\Delta} v \frac{\gamma c_i^S}{2m_i^2} + p^{-1/\tau} w 2^{-p} \Lambda_i \left( c_i^S \right)^p m_i^p dt \right] + o \left( \lambda \frac{2}{\tau^\Delta} \right).
\]  

(4.25)

We proceed to simplify the expression inside the expectation of the right-hand side of (4.25). First, using the definition of \( m \) in \((3.7)\), we obtain

\[
\frac{\gamma c_i^S}{2m_i^2} = \Lambda_i \frac{2}{\tau^\Delta} \left( 2^{-3/\gamma} \left( c_i^S \right)^2 \right)^\frac{p}{\tau^\Delta},
\]

(4.26)

\[
2^{-p} \Lambda_i \left( c_i^S \right)^p m_i^p = \Lambda_i \frac{2}{\tau^\Delta} \left( 2^{-3/\gamma} \left( c_i^S \right)^2 \right)^\frac{p}{\tau^\Delta}.
\]

(4.27)

Next, we show that

\[
v + p^{-1/\tau} w = c_p.
\]

(4.28)

To this end, notice that by Lemma \([A.1]\), the function \( \tilde{g}_p \) and its antiderivative \( \tilde{G}_p \) are bounded in norm (from above and below) by positive monomials of non-zero degree in a neighbourhood of infinity. Hence, an integration by parts yields

\[
\int_{\mathbb{R}} |\tilde{g}_p(x)|^p \exp \left( -p^{-1/\tau} \tilde{G}_p(x) \right) dx = \left. -p^{-1/\tau} \int_{\mathbb{R}} |\tilde{g}_p(x)|^{p-1} \text{sgn} (x) \left( \exp \left( -p^{-1/\tau} \tilde{G}_p(x) \right) \right)' dx \right|_{x=-\infty}^{x=\infty}.
\]

(4.29)

More precisely, we have \( p_{15} = 1 \), \( q_{15} = \frac{2}{p} \), \( q_{15}^* = 2 \) for the constants of \([15]\). Assumption 1 of \([15]\) is given by the integrability of the first item of \( \mathcal{X}^\varepsilon \). The first two items of Assumption 2 in \([15]\) are given by the second and third item of \( \mathcal{X}^\varepsilon \). The third and fourth items of Assumption 2 in \([15]\) are given by the fourth item of \( \mathcal{X}^\varepsilon \) in the first case and by the fifth, sixth, and seventh items of Assumption 3. Hölder’s inequality, and the definition of \( \kappa_1, \kappa_2, \kappa_3 \) in the second case. The fifth item of Assumption 2 in \([15]\) is given by the eighth item of \( \mathcal{X}^\varepsilon \). The last two items of Assumption 2 in \([15]\) are trivially satisfied as \( \frac{1}{\tau^\Delta} \) is a constant.
Plugging the ODE (3.1) for $g_p$ into the right-hand side of (4.29), and then dividing both sides of (4.29) by $\int R \exp(-p^{-1} \bar{G}_p(x)) dx$, we obtain

$$w = p^{1-p} \left( (p-1)p^{p-2} w - v + c_p \right).$$

Solving this equation for $c_p$ yields the claimed relation (4.28).

The asserted formula (4.21) for the cost-displacement tradeoff now follows by plugging (4.26), (4.27), and (4.28) into (4.25). The last estimate follows from Hölder inequality and Assumption 3.

5 Dual Considerations

5.1 Asymptotic Duality Bound

To complete the proof of Theorem 3.3, we now complement the primal lower bound from Proposition 4.1 with the following dual upper bound:

**Proposition 5.1.** Suppose Assumptions 1, 2, and 3 are satisfied. Then, the following upper duality bound holds for any admissible strategy $\varphi$:

$$J^{\lambda}(\varphi) - J^0(\hat{\varphi}) \leq -\hat{y} \mathbb{E}_Q \left[ \int_0^{T_{\Delta t}} \left( \frac{\gamma}{2} (\varphi_t^x)^2 c_t^S + \lambda_t \left| \dot{\varphi}_t^x \right|^p \right) dt \right] + o \left( \lambda^{-\alpha/2} \right).$$

(5.1)

Suppose this result is established. Theorem 3.3 in turn follows from Proposition 5.1 combined with the primal lower bound established in Propositions 4.1 and 4.4 for the candidate strategy from Section 3.1.

5.2 Proof of Proposition 5.1

To prove Proposition 5.1 we use the duality theory for superlinear frictions developed very recently by Guasoni and Rasonyi [30]. They argue that in this context, the dual measures do not turn the frictionless price into a martingale, but rather the actual execution price with transaction costs [23].

This characterization is apparently difficult to apply, since it relies on the primal and dual optimizers, both of which are unknown. However, it is extremely useful for the present asymptotic verification, because we already have a candidate asymptotic optimal strategy $\varphi^\lambda$ at hand. We use the execution price corresponding to the latter as a substitute for the exact optimizer. However, this “naive” asymptotic execution price needs to be modified in two directions. First, as in the case of proportional transaction cost (cf. [1, 2, 35]) we need to stop the “naive” candidate in order to ensure enough integrability for the estimates in the remainder terms. Second, another subtle modification is necessary in order to control the displacement of the execution price from its frictionless counterpart, cf. Lemmas 5.4 – 5.8. This makes the analysis more delicate than in the case of proportional transaction costs. Indeed, unlike in [35], the change of measure from the frictionless martingale measure $\hat{Q}$ to the frictional dual martingale measure $\hat{Q}^\lambda$ (cf. (5.24) below) is no longer bounded so that more careful moment estimates are needed, cf. Lemmas 5.3 and 5.10.

23 For models with proportional transaction costs, this leads to a “shadow price” in the spirit of [38, 17] that coincides with the bid- or ask-price, respectively, whenever the optimal strategy sells or purchases. Between these trading times, the shadow price needs to be chosen so that it is indeed optimal not to alter the portfolio at hand, compare [41]. In the present context, it is optimal to trade at all times, so that the execution price is always directly linked to the optimal strategy.
Finally, with the modified asymptotic execution price and the corresponding frictionless martingale measure \( \hat{Q}^\lambda \) at hand, we use convex duality (both for the utility function and the trading cost functional), Taylor expansions, and careful remainder estimates to derive the desired duality bound in Proposition 5.1.

**“Naive” Execution Price.** Recall that under the frictionless dual martingale measure \( \hat{Q} \), the risky asset has dynamics \( dS_t = \sqrt{c_t} \, dW_t^{\hat{S}, \hat{Q}} \), where \( W^{\hat{S}, \hat{Q}} \) is a \( \hat{Q} \)-Brownian motion. Inspired by the first-order condition of \( 3.1 \), define the “naive” execution price for the candidate trading rate \( \hat{\phi}^\lambda \) from Section 3.1.

\[
\hat{S}^\lambda_t := S_t + \Delta S^\lambda := S_t + \lambda_t p \, \text{sgn} \left( \hat{\phi}^\lambda_t \right) \left| \hat{\phi}^\lambda_t \right|^{p-1}.
\]  
(5.2)

Note that on \([0, \tau^{\Delta \hat{Q}}] \), we have

\[
\Delta S^\lambda_t = \lambda_t^{\frac{1}{2}} \, 2^{-(p-1)} \Lambda_t \left( c_t^\lambda \right)^{p-1} m_t^{p-1} \, g_p \left( \lambda_t^{\frac{1}{2}} m_t \Delta \varphi_t^\lambda \right) = \lambda_t^{\frac{1}{2}} A_t g_p(B^\lambda_t),
\]  
(5.3)

where

\[
A_t = 2^{-(p-1)} \Lambda_t \left( c_t^\lambda \right)^{p-1} m_t^{p-1} \text{ and } B^\lambda_t := \lambda_t^{\frac{1}{2}} m_t \Delta \varphi^\lambda_t.
\]  
(5.4)

In order to calculate the dynamics of \( \Delta S^\lambda \) on \([0, \tau^{\Delta \hat{Q}}] \), we first compute the \( \hat{Q} \)-dynamics of \( B^\lambda \). Itô’s formula gives

\[
dB_t^\lambda = \lambda_t^{\frac{1}{2}} \Delta \varphi_t^\lambda dmt + \lambda_t^{\frac{1}{2}} m_t d\Delta \varphi_t^\lambda + \lambda_t^{\frac{1}{2}} d\langle m, \Delta \varphi^\lambda \rangle_t
\]

\[
= \lambda_t^{\frac{1}{2}} \Delta \varphi_t^\lambda dmt + \lambda_t^{\frac{1}{2}} m_t \mu^\lambda_t \, d\hat{Q} - \lambda_t^{\frac{1}{2}} \frac{1}{2} \lambda_t^{\frac{1}{2}} c_t^\lambda m_t^2 g_p(B^\lambda_t) \, dt
\]

\[
+ \lambda_t^{\frac{1}{2}} m_t \sqrt{c_t^\lambda} dW_t^{\hat{S}, \hat{Q}} + \lambda_t^{\frac{1}{2}} \sqrt{c_t^\lambda} d\langle m, W^{\hat{S}, \hat{Q}} \rangle_t.
\]  
(5.5)

Now Itô’s formula yields the following \( \hat{Q} \)-dynamics for \( \Delta S^\lambda \) on \([0, \tau^{\Delta \hat{Q}}] \):

\[
d\Delta S^\lambda_t = \lambda_t^{\frac{1}{2}} g_p(B^\lambda_t) \, dA_t + \lambda_t^{\frac{1}{2}} A_t g_p^\prime(B^\lambda_t) \, dB^\lambda_t + \frac{1}{2} \lambda_t^{\frac{1}{2}} A_t g_p^\prime(B^\lambda_t) \, d\langle A, B^\lambda \rangle_t
\]

\[
= \lambda_t^{\frac{1}{2}} g_p(B^\lambda_t) \, dA_t + \lambda_t^{\frac{1}{2}} A_t g_p^\prime(B^\lambda_t) \, \Delta \varphi_t^\lambda \, dt + \lambda_t^{\frac{1}{2}} A_t g_p^\prime(B^\lambda_t) \, m_t \mu^\lambda_t \, d\hat{Q}
\]

\[
- \frac{1}{2} \lambda_t^{\frac{1}{2}} A_t c_t^\lambda m_t^2 p^{\frac{1}{2}} \lambda_t^{\frac{1}{2}} g_p(B^\lambda_t) \, dt + \lambda_t^{\frac{1}{2}} A_t g_p^\prime(B^\lambda_t) \, m_t \sqrt{c_t^\lambda} \, dW_t^{\hat{S}, \hat{Q}}
\]

\[
+ \lambda_t^{\frac{1}{2}} A_t g_p^\prime(B^\lambda_t) \sqrt{c_t^\lambda} \, d\langle m, W^{\hat{S}, \hat{Q}} \rangle_t + \frac{1}{2} \lambda_t^{\frac{1}{2}} A_t c_t^\lambda m_t^2 g_p^\prime(B^\lambda_t) \, dt
\]

\[
+ \lambda_t^{\frac{1}{2}} g_p^\prime(B^\lambda_t) \, m_t \sqrt{c_t^\lambda} \, d\langle A, W^{\hat{S}, \hat{Q}} \rangle_t.
\]  
(5.6)

In order to simplify (5.6), observe that the ODE (3.1) implies

\[
g_p^\prime(z) = p^{\frac{1}{2}} g_p(z) g_p^\prime(z) - 2z.
\]

Using this identity and reordering terms in increasing powers of \( \lambda_t^{\frac{1}{2}} \), we obtain

\[
d\Delta S^\lambda_t = -\lambda_t^{\frac{1}{2}} A_t c_t^\lambda m_t^2 B^\lambda_t \, dt
\]

\[
+ \lambda_t^{\frac{1}{2}} A_t g_p^\prime(B^\lambda_t) \Delta \varphi_t^\lambda \, dt + \lambda_t^{\frac{1}{2}} A_t g_p(B^\lambda_t) \sqrt{c_t^\lambda} \, dW_t^{\hat{S}, \hat{Q}}
\]

\[
+ \lambda_t^{\frac{1}{2}} A_t g_p^\prime(B^\lambda_t) \, m_t \mu^\lambda_t \, d\hat{Q}
\]

\[
+ \lambda_t^{\frac{1}{2}} g_p^\prime(B^\lambda_t) \, m_t \sqrt{c_t^\lambda} \, d\langle A, W^{\hat{S}, \hat{Q}} \rangle_t + \lambda_t^{\frac{1}{2}} g_p(B^\lambda_t) \, dA_t.
\]  
(5.7)
For future reference, we note that using the definitions of $m$ in (3.7) and of $A$ and $B^{\lambda}$ in (5.4), the first (leading-order) term can be rewritten as

$$- \lambda^{-1} A_t c^\lambda m_t^2 B_t^\lambda = -2^{-p-1} A_t \left( c_t^\lambda \right)^p m_t^{p+2} \Delta \varphi_t^\lambda = -\gamma c_t^\lambda \Delta \varphi_t^\lambda. \quad (5.8)$$

**Modified Execution Price**  As explained above, we need to modify the “naive” execution price $\underline{S}^\lambda$ in two directions. First, we need to stop. To this end, we introduce the following auxiliary stopping times:

$$\tau^{\lambda,1} := \inf \left\{ t \in [0, T] : |B_t^\lambda| > \lambda^{-\kappa_5} \right\} \land \tau^\Delta \varphi, \quad (5.9)$$

$$\tau^{\lambda,2} := \inf \left\{ t \in [0, T] : \frac{\mu^{\lambda, \hat{Q}}_{\bar{S}, S} \sqrt{c_t^\lambda}}{c_t^{\lambda, S}} > \lambda^\kappa_6 \right\} \land \tau^{\lambda,1}, \quad (5.10)$$

$$\tau^{\lambda,3} := \inf \left\{ t \in [0, T] : \mathcal{E} \left( \int_0^t \frac{\mu^{\lambda, \hat{Q}}_{\bar{S}, S} \sqrt{c_t^\lambda}}{c_t^{\lambda, S}} dW^{S, \hat{Q}} \right) - 1 > \lambda^\kappa_6 \right\} \land \tau^{\lambda,2}, \quad (5.11)$$

$$\tau^{\lambda,4} := \inf \left\{ t \in [0, T] : \lambda^{-\gamma} |\Delta S_t^\lambda| > \lambda^\kappa_7 \right\} \land \tau^{\lambda,1}, \quad (5.12)$$

$$\tau^{\lambda,5} := \inf \left\{ t \in [0, T] : \frac{1}{c_t^\lambda} \left| \frac{\Delta S_t^\lambda}{c_t^{\lambda, S}} + 2 c_t^\lambda \Delta \varphi_t^\lambda \right| > \lambda^{-\kappa_8} \right\} \land \tau^{\lambda,1}, \quad (5.13)$$

$$\tau^{\lambda,6} := \inf \left\{ t \in [0, T] : A_t^{\Delta \varphi} > \lambda^{-\kappa_9} \right\}, \quad (5.14)$$

$$\tau^{\lambda,7} := \inf \left\{ t \in [0, T] : \frac{\mu^{\lambda, \hat{Q}}_{\bar{S}, S} \sqrt{c_t^\lambda}}{c_t^{\lambda, S}} + \gamma \sqrt{c_t^\lambda \Delta \varphi_t^\lambda} > \lambda^\kappa_{10} \right\}, \land \tau^{\lambda,1}. \quad (5.15)$$

These are in turn used to define the following dual stopping time:

$$\tau^{\lambda,\text{dual}} = \tau^{\lambda,1} \land \tau^{\lambda,2} \land \tau^{\lambda,3} \land \tau^{\lambda,4} \land \tau^{\lambda,5} \land \tau^{\lambda,6} \land \tau^{\lambda,7}. \quad (5.16)$$

Here, the constants $\kappa_i$ are chosen as follows (by the definition of $\kappa_1$, $\kappa_2$ and $\kappa_4$ in (3.9) and of $\eta$ in (3.8), these intervals are not empty):

$$\kappa_5 \in \left( \frac{1}{p+2} - \kappa_1, \frac{1}{p+2} \right), \quad \kappa_6 \in \left( \frac{2}{3p+2}, \frac{1}{p+2} - \kappa_5 \right), \quad (5.17)$$

$$\kappa_7 \in \left( \frac{2}{p+2} - \eta + \kappa_4 \right) \lor \left( \frac{2}{p+2} - \frac{2}{p+2} \right), \quad \kappa_8 \in \left( 0, \frac{2}{p+2} - 2\kappa_5 \right), \quad (5.18)$$

$$\kappa_9 \in \left( 0, \eta - \frac{2}{p+2} + \kappa_3 \right), \quad \kappa_{10} \in \left( \frac{2}{p+2} - \kappa_1, \frac{2}{p+2} - 2\kappa_5 \right). \quad (5.19)$$

With these preparations, define the modified execution price as

$$S_t^\lambda = S_t + \Delta S_t^\lambda, \quad (5.20)$$

where

$$\Delta S_t^\lambda = \int_0^t 1_{\{s < \tau^{\lambda,\text{dual}}\}} d\Delta S_s^\lambda - \int_0^t 1_{\{\tau^{\lambda,\text{dual}} < s \leq \tau^{\lambda,\text{dual}} + \lambda\eta\}} \lambda^{-\eta} \Delta S_s^{\lambda, \text{dual}} ds. \quad (5.21)$$
The modified execution price $S^\lambda$ coincides with the “naive” execution price $\overline{S}^\lambda$ on $[0, \tau^\lambda_{\text{dual}}]$, on $[\tau^\lambda_{\text{dual}}, 0, \tau^\lambda_{\text{dual}} + \lambda \eta]$, $S^\lambda$ is “brought back” to the frictionless price of the risky asset $S$ via the constant drift rate $\lambda^{-\eta} \overline{S}^\lambda_{\tau^\lambda_{\text{dual}}}$ (this is the other modification of the “naive” execution price), and on $[\tau^\lambda_{\text{dual}} + \lambda \eta, T]$, $S^\lambda$ coincides with $S$.

**Dual Martingale Measure.** To obtain an upper duality bound in the spirit of [30], we proceed to define an equivalent measure $\hat{\mathcal{Q}}^\lambda$ that turns the modified execution price $S^\lambda$ into a martingale. To this end, set

$$\zeta^\lambda_t = \frac{\mu_t S^\lambda_t \sqrt{c^S_t}}{c^S_t} \mathbb{I}_{[0 \leq t < \tau^\lambda_{\text{dual}}]} - \lambda^{-\eta} \overline{S}^\lambda_{\tau^\lambda_{\text{dual}}} \mathbb{I}_{[\tau^\lambda_{\text{dual}} \leq t \leq \tau^\lambda_{\text{dual}} + \lambda \eta]},$$

(5.22)

define the $\hat{\mathcal{Q}}$-martingale $\hat{Z}^\lambda$ by

$$\hat{Z}^\lambda_t := \mathbb{E} \left( - \int_0^t \zeta^\lambda_s dW^S_s, \hat{\mathcal{Q}} \right)_t,$$

(5.23)

and define the measure $\hat{\mathcal{Q}}^\lambda \approx \hat{\mathcal{Q}}$ on $\mathcal{F}_T$ by

$$\frac{d\hat{\mathcal{Q}}^\lambda}{d\hat{\mathcal{Q}}} = \hat{Z}^\lambda_t.$$

(5.24)

Girsanov’s theorem ensures that $S^\lambda$ is a local $\hat{\mathcal{Q}}^\lambda$-martingale.

To ease the notation in upcoming estimates, we also define

$$\Delta \hat{Z}^\lambda_t := \hat{Z}^\lambda_t - 1.$$

(5.25)

Note that $\Delta \hat{Z}^\lambda$ is as $\hat{Z}^\lambda$ a $\hat{\mathcal{Q}}^\lambda$-martingale.

We proceed to show that the wealth process of any admissible strategy is a $\hat{\mathcal{Q}}^\lambda$-martingale when evaluated with the modified execution price $S^\lambda$.

**Lemma 5.2.** Suppose that $\mathbb{E}[\exp(\varepsilon((c^S)^{-1})^2)] < \infty$ (which is part of Assumptions [3]). Then, the stochastic integral $\int_0^T \varphi_t dS^\lambda_t$ is a square-integrable $\hat{\mathcal{Q}}^\lambda$-martingale for any admissible strategy $\varphi \in \Phi^\lambda$.

**Proof.** Since $\Delta S^\lambda$ does not accumulate quadratic variation on $[\tau^\lambda_{\text{dual}}, T]$, the instantaneous quadratic variation of $S^\lambda$ satisfies

$$c^S_t = c^S_t + \Delta S^\lambda = c^S_t + c^\Delta S^\lambda + 2 c^S_t \Delta S^\lambda \leq c^S_t \left( 1 + \lambda^{-\kappa_s} \right), \quad t \in [0, T].$$

Here, the last inequality follows from (5.13) (noting that $\Delta S^\lambda$ and $\overline{\Delta S}^\lambda$ are indistinguishable on $[0, \tau^\lambda_{\text{dual}}]$). Together with Hölder’s inequality, Lemma 5.3 below, and the admissibility of $\varphi$, this yields

$$\mathbb{E}[\hat{\mathcal{Q}}^\lambda \left( \int_0^T \varphi_t^2 d(S^\lambda_t)^2 \right)_T] \leq (1 + \lambda^{-\kappa_s}) \mathbb{E}[\hat{\mathcal{Q}}^\lambda \left( \hat{Z}^\lambda_T \int_0^T \varphi_t^2 c^S_t dt \right)]$$

$$\leq (1 + \lambda^{-\kappa_s}) \mathbb{E}[\hat{\mathcal{Q}}^\lambda \left( \left( \hat{Z}^\lambda_T \right)^{1+a} \right)^{\frac{1}{1+a}}] \mathbb{E}[\hat{\mathcal{Q}}^\lambda \left( \int_0^T \varphi_t^2 c^S_t dt \right)^{1+a}]^{\frac{1}{1+a}} < \infty,$$

for some $0 < a \leq \varepsilon$. Therefore, $\varphi \in L^2_{\hat{\mathcal{Q}}^\lambda} (S^\lambda)$ and the assertion follows. 

\[\textit{\[\text{It is shown in Lemma 5.3 below that the local } \hat{\mathcal{Q}}\text{-martingale } \hat{Z}^\lambda \text{ is indeed a } \hat{\mathcal{Q}}\text{-martingale.}\]}\]
Convex Duality Estimates. To derive the dual upper bound in Proposition 5.1, we follow [30] in using the convex conjugates of both the utility function $U$ and the instantaneous trading cost $x \mapsto \Psi_t(x) = \lambda_t |x|^p$.  

$$
\Psi_t(y) = \sup_{x \in \mathbb{R}} \{xy - \Psi_t(x)\} = \frac{p - 1}{p (\lambda_t)^{\frac{1}{p-1}}} |y|^{\frac{p}{p-1}}, \quad \Psi'_t(y) = \frac{1}{(\lambda_t)^{\frac{1}{p-1}}} |y|^{\frac{1}{p-1}} \text{sgn}(y), \quad \text{(5.26)}
$$

$$
\tilde{U}(y) = \sup_{x \in \mathbb{R}} \{U(x) - xy\} = \frac{y}{\gamma} \left( \log \left( \frac{y}{\gamma} \right) - 1 \right), \quad \tilde{U}'(y) = \frac{1}{\gamma} \log \left( \frac{y}{\gamma} \right), \quad \tilde{U}''(y) = \frac{1}{\gamma y^2}. \quad \text{(5.27)}
$$

Let $\varphi$ be any admissible trading strategy. Since the terminal risky position is zero, two integrations by parts, the definition of $\Psi_t$, and $S_0^\lambda = S_0$ yield

$$
X^\varphi_T = x + \int_0^T \varphi_t dS_t - \int_0^T \lambda_t |\varphi_t|^p dt = x - \varphi_0 S_0 - \int_0^T \varphi_t S_t dt - \int_0^T \lambda_t |\varphi_t|^p dt
$$

$$
= x - \varphi_0 S_0^\lambda - \int_0^T \varphi_t S_t^\lambda dt + \int_0^T \varphi_t \left( S_t^\lambda - S_t \right) dt - \int_0^T \lambda_t |\varphi_t|^p dt
$$

$$
\leq x + \int_0^T \varphi_t dS_t^\lambda + \int_0^T \tilde{\Psi}_t \left( \Delta S_t^\lambda \right) dt. \quad \text{(5.28)}
$$

**Proof of Proposition 5.1.** By definition of the convex conjugate $\tilde{U}(y) = \sup_{x \in \mathbb{R}} \{U(x) - xy\}$, we have the pointwise inequality

$$
U(X^\varphi_T) \leq \tilde{U} \left( \int_0^T \varphi_t dS_t \right) + \gamma^{\frac{3}{2}} \tilde{U} \left( X^\varphi_T \right) + \tilde{U} \left( \tilde{U}'(\varphi_T) \hat{Z}^\lambda \right) + \int_0^T \tilde{U}''(\tilde{U}'(\varphi_T) \hat{Z}^\lambda) \hat{Z}^\lambda \left( \Delta \hat{Z}^\lambda \right)^2 dt. \quad \text{(5.29)}
$$

where $d\hat{Z}_T := d\hat{Q}/dp$ denotes the Radon-Nikodým density of the frictionless minimal entropy martingale measure. We proceed to establish an upper bound for $\tilde{U}(\tilde{U}'(\varphi_T) \hat{Z}^\lambda)$. For fixed $\omega$, a second-order Taylor expansion with Lagrange remainder term gives

$$
\tilde{U}(\tilde{U}'(\varphi_T) \hat{Z}^\lambda) = \tilde{U}(\tilde{U}'(\varphi_T) \hat{Z}^\lambda) + \tilde{U}'(\tilde{U}'(\varphi_T) \hat{Z}^\lambda) \Delta \hat{Z}^\lambda + \frac{1}{2} \tilde{U}''(\tilde{U}'(\varphi_T) \hat{Z}^\lambda) \hat{Z}^\lambda \left( \Delta \hat{Z}^\lambda \right)^2 + \frac{1}{6} \tilde{U}'''(\xi(\omega) \hat{Z}^\lambda) \hat{Z}^\lambda \left( \Delta \hat{Z}^\lambda \right)^3 \quad \text{(5.30)}
$$

where $\xi(\omega)$ takes values in the interval with endpoints 1 and $\hat{Z}^\lambda_T$. Using $-\tilde{U}' = (U')^{-1}$ together with the first-order condition $U'(x + \int_0^T \varphi_t dS_t) = \hat{y} \hat{Z}_T$, the explicit expressions in (5.27) for the derivatives $\tilde{U}''$ and $\tilde{U}'''$ and the facts that $\tilde{U}'''(\xi(y) \hat{Z}^\lambda) \left( \Delta \hat{Z}^\lambda \right)^3 \leq 0$ if $\hat{Z}^\lambda_T \geq 1$, and $\xi(y)^{-2} \leq (\hat{Z}^\lambda_T)^{-2}$ for $\hat{Z}^\lambda_T \leq 1$ and plugging all this into (5.30) yields

$$
\tilde{U}(\tilde{U}'(\varphi_T) \hat{Z}^\lambda) \leq \tilde{U}(\tilde{U}'(\varphi_T) \hat{Z}^\lambda) - \hat{y} \hat{Z}_T \Delta \hat{Z}_T \left( x + \int_0^T \varphi_t dS_t \right) + \frac{1}{2} \gamma \hat{y} \hat{Z}_T (\Delta \hat{Z}^\lambda)_2 \left( \hat{Z}^\lambda_T \right)^2 + \frac{1}{6} \gamma \hat{y} \hat{Z}_T (\Delta \hat{Z}^\lambda)_3 \left( \hat{Z}^\lambda_T \right)^3. \quad \text{(5.31)}
$$

The importance of the dual friction $\Psi$ was first recognized in [21], where it is used to establish a superhedging theorem.
Combining (5.31) with (5.29) and using \( \bar{U}(\hat{y}Z_T) = U(x + \int_0^T \hat{\varphi}_t dS_t) - \hat{y}Z_T(\int \varphi_t dS_t) \) and (5.28), we in turn obtain

\[
U(X^*_T) - U \left(x + \int_0^T \varphi_t dS_t\right) \\
\leq \hat{y}Z_T Z_T^\lambda (X^*_T - x - \int_0^T \varphi_t dS_t) + \frac{1}{2\gamma} \hat{y}Z_T (\Delta \hat{Z}_T^\lambda)^2 + \frac{1}{6\gamma} \hat{y}Z_T |\Delta \hat{Z}_T^\lambda|^3 (\hat{Z}_T^\lambda)^{-2} \\
\leq \hat{y}Z_T Z_T^\lambda \left(\int_0^T \varphi_t dS_t\right) + \hat{y}Z_T Z_T^\lambda \left(\int_0^T \hat{\Psi}_t (\Delta S_t^\lambda) dt\right) - \hat{y}Z_T Z_T^\lambda \left(\int_0^T \varphi_t dS_t\right) \\
+ \frac{1}{2\gamma} \hat{y}Z_T (\Delta \hat{Z}_T^\lambda)^2 + \frac{1}{6\gamma} \hat{y}Z_T |\Delta \hat{Z}_T^\lambda|^3 (\hat{Z}_T^\lambda)^{-2}.
\]

Now take \( \mathbb{P} \)-expectations in (5.32). We consider each of the five terms on the right hand side of (5.32) separately.

For the first term, we use Bayes’ theorem and the fact that \( \int_0^T \varphi_t dS_t^\lambda \) is a \( \hat{Q}^\lambda \)-martingale by Lemma 5.2. This gives

\[
\mathbb{E} \left[ \hat{y}Z_T Z_T^\lambda \left(\int_0^T \varphi_t dS_t\right) \right] = \hat{y} \mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^T \varphi_t dS_t\right] = 0.
\]

For the second term, we use Bayes’ theorem and Lemma 5.4 to obtain

\[
\mathbb{E} \left[ \hat{y}Z_T Z_T^\lambda \left(\int_0^T \hat{\Psi}_t (\Delta S_t^\lambda) dt\right) \right] = \hat{y} \mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^T \hat{\Psi}_t (\Delta S_t^\lambda) dt\right] \\
= \hat{y} \mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^T \lambda_t |\hat{\varphi}_t|^p dt\right] = \hat{y} (p - 2) \mathbb{E}_{\hat{Q}} \left[ \int_0^T \lambda_t |\hat{\varphi}_t|^2 dt\right] + o \left( \lambda^{2 \gamma}\right).
\]

For the third term, we apply Bayes’ theorem, the decomposition \( \hat{\varphi} = \varphi^\lambda + \Delta \varphi^\lambda \), and Lemma 5.5 and 5.7. This gives

\[
\mathbb{E} \left[-\hat{y}Z_T Z_T^\lambda \left(\int_0^T \varphi_t dS_t\right)\right] = -\hat{y} \mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^T \varphi_t dS_t\right] + \mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^T \Delta \varphi_t dS_t\right] \\
= -\hat{y} \mathbb{E}_{\hat{Q}} \left[ \int_0^T \lambda_t |\hat{\varphi}_t|^2 dt\right] - \hat{y} \mathbb{E}_{\hat{Q}} \left[ \int_0^T \lambda_t |\Delta \varphi_t|^2 dt\right] + o \left( \lambda^{2 \gamma}\right).
\]

For the fourth term, Bayes’ theorem and Lemma 5.8 yield

\[
\mathbb{E} \left[\frac{1}{2\gamma} \hat{y}Z_T (\Delta \hat{Z}_T^\lambda)^2\right] = \frac{\hat{y}}{2\gamma} \mathbb{E}_{\hat{Q}} \left[ (\Delta \hat{Z}_T^\lambda)^2\right] = \frac{\hat{y}}{2\gamma} \mathbb{E}_{\hat{Q}} \left[ \int_0^T \lambda_t c_t^S (\Delta \varphi_t^\lambda)^2 dt\right] + o \left( \lambda^{2 \gamma}\right).
\]

Finally, for the last term, we use Bayes’ theorem and Lemma 5.9 to obtain

\[
\mathbb{E} \left[\frac{1}{6\gamma} \hat{y}Z_T \frac{|\Delta \hat{Z}_T^\lambda|^3}{(\hat{Z}_T^\lambda)^2}\right] = \frac{\hat{y}}{6\gamma} \mathbb{E}_{\hat{Q}} \left[ \frac{|\Delta \hat{Z}_T^\lambda|^3}{(\hat{Z}_T^\lambda)^2}\right] = o \left( \lambda^{2 \gamma}\right).
\]

Combining (5.32)–(5.37) now yields the claimed upper duality bound from Proposition 5.1. \( \square \)
5.3 Auxiliary Estimates

For better readability, this section collects auxiliary estimates used in the proof of Proposition 5.1. We first establish a maximal inequality for the density process \( \hat{Z}^\lambda \) defined in (5.23). This estimate is used both in the proof of Lemma 5.2 and in several other auxiliary results below.

**Lemma 5.3.** Let \( k \in \mathbb{R} \). Suppose that \( E^\hat{Q}\{\exp(\epsilon((c^S)^{-1})^*_T)\} < \infty \) (which is part of Assumptions 3). Then there exist constants \( C_k \) and \( \lambda_k > 0 \) such that, for all \( \lambda \in (0, \lambda_k) \):

\[
E^\hat{Q}\left[ \left( \frac{\hat{Z}^\lambda}{T} \right)^k \right] \leq C_k.
\]

**Proof.** To prove the assertion, we first establish three auxiliary claims.

**Claim 1:** For any \( \alpha \in \mathbb{R}_+ \), there are constants \( c_\alpha, \bar{\lambda}_\alpha > 0 \) such that, for all \( \lambda \in (0, \bar{\lambda}_\alpha) \):

\[
E^\hat{Q}\left[ \left( \exp \left( \alpha \int_0^\tau (\zeta_s^\lambda)^2 ds \right) \right)^* \right] \leq c_\alpha,
\]

for some positive constants \( \bar{\lambda}_\alpha \) and \( c_\alpha \) depending only on \( \alpha \).

**Proof of Claim 1:** For \( \alpha \in \mathbb{R}_+ \), the integrability assumption on \( c^S \) shows that there exists \( \bar{\lambda}_\alpha > 0 \) such that

\[
c_\alpha := E^\hat{Q}\left[ \exp \left( \alpha T(\bar{\lambda}_\alpha)^{2c_6} + \alpha (\bar{\lambda}_\alpha)^{\eta+2c_7} (c^S)^{-1})^* \right) \right] < \infty.
\]

Since \((\zeta_s^\lambda)^2\) is nonnegative, the definition (5.22) of the process \( \zeta^\lambda \), the definitions of the stopping times \( \tau^\lambda,2, \tau^\lambda,3 \) and \( \tau^\lambda,4 \) in (5.10-5.12), and the choice of \( c_\alpha \) show that, for \( \lambda \in (0, \bar{\lambda}_\alpha) \):

\[
E^\hat{Q}\left[ \left( \exp \left( \alpha \int_0^\tau (\zeta_s^\lambda)^2 ds \right) \right)^* \right] \leq E^\hat{Q}\left[ \exp \left( \frac{\alpha T(\bar{\lambda}_\alpha)^{2c_6} + \alpha (\bar{\lambda}_\alpha)^{\eta+2c_7} (c^S)^{-1})^*} \right) \right] \leq \bar{\lambda}_\alpha > 0.
\]

**Claim 2:** For any \( \alpha \in \mathbb{R} \) and \( \lambda \in (0, \bar{\lambda}_\alpha^2/2) \), the process \( \mathcal{E}(\alpha \int_0^\tau \zeta_s^\lambda dW_s^S,\hat{Q}) \) is a \( \hat{Q} \)-martingale.

**Proof of Claim 2:** This follows from Claim 1 and Novikov’s criterion.

**Claim 3:** For any \( \alpha \in \mathbb{R} \) and \( \lambda \in (0, \bar{\lambda}_\alpha^2 \wedge \bar{\lambda}_\alpha^2) \),

\[
E^\hat{Q}\left[ \mathcal{E} \left( -\alpha \int_0^\tau \zeta_s^\lambda dW_s^S,\hat{Q} \right)^2 \right] \leq c_\alpha^2.
\]

**Proof of Claim 3:** By the Cauchy-Schwarz inequality, the fact that \( \mathcal{E}(\alpha \int_0^\tau \zeta_s^\lambda dW_s^S,\hat{Q}) \) is a supermartingale and Claim 1, we obtain

\[
E^\hat{Q}\left[ \mathcal{E} \left( -\alpha \int_0^\tau \zeta_s^\lambda dW_s^S,\hat{Q} \right)^2 \right] = E^\hat{Q}\left[ \exp \left( -2\alpha \int_0^\tau \zeta_s^\lambda dW_s^S,\hat{Q} - \frac{1}{2} \int_0^\tau (c_s^S)^2 dt \right) \right] \leq E^\hat{Q}\left[ \mathcal{E} \left( -4\alpha \int_0^\tau \zeta_s^\lambda dW_s^S,\hat{Q} \right)^2 \right] \leq c_\alpha^2.
\]
as asserted.

To complete the proof of Lemma 5.3 now let $k \in \mathbb{R}$ and set $\lambda_k := \tilde{\lambda}_{k/2} \wedge \tilde{\lambda}_{k^2 - k} \wedge \tilde{\lambda}_{6k^2} \wedge \tilde{\lambda}_{8k^2}$. Then for $\lambda \in (0, \lambda_k)$, the Cauchy-Schwarz inequality, Claim 2, Doob's inequality, and Claims 1 and 3 yield the asserted estimate:

$$E \left[ \left( \left( \tilde{Z}_k \right)^* \right)^2 \right] = E_{\tilde{Q}} \left[ \left( \exp \left( - k \int_0^T k^2 \left( \zeta_s^\Lambda \right)^2 ds \right) \right)^* \right]$$

$$\leq E_{\tilde{Q}} \left[ \left( \mathcal{E} \left( - k \int_0^T k^2 \left( \zeta_s^\Lambda \right)^2 ds \right) \right)^* \right] = E_{\tilde{Q}} \left[ \left( \exp \left( \left( k^2 - k \right) \int_0^T \left( \zeta_s^\Lambda \right)^2 ds \right) \right)^* \right]$$

$$\leq 2E_{\tilde{Q}} \left[ \mathcal{E} \left( - k \int_0^T \left( \zeta_s^\Lambda \right)^2 \right) \right] \left( c_{k_2 - k} \right)^{\frac{1}{2}} \leq 2 \left( c_{k_2 - k} \right)^{\frac{1}{2}} \Lambda_{\tilde{\lambda}} =: C_k.$$

Next, we provide a series of estimates that are used in the proof of Proposition 5.1.

**Lemma 5.4.** Suppose Assumptions (3) and (5) are satisfied. Then:

$$E_{\tilde{Q}} \left[ \int_0^T \tilde{\Psi}_t \left( \Delta S_t^\lambda \right) dt \right] = (p - 1) E_{\tilde{Q}} \left[ \int_0^T \lambda_t |\hat{\varphi}_t^\lambda|^p dt \right] + o \left( \lambda^{\frac{2}{p+2}} \right).$$

**Proof.** Using the definitions of $\tilde{\Psi}_t$ in (5.26) and $\Delta S_t^\lambda$ in (5.21), we obtain

$$E_{\tilde{Q}} \left[ \int_0^T \tilde{\Psi}_t \left( \Delta S_t^\lambda \right) dt \right] = (p - 1) E_{\tilde{Q}} \left[ \int_0^T \lambda_t |\hat{\varphi}_t^\lambda|^p dt \right] + o \left( \lambda^{\frac{2}{p+2}} \right).$$

(5.39)

By Lemma 5.6 below, it suffices to show that the second term on the right-hand side of (5.39) is of order $o(\lambda^{\frac{2}{p+2}})$. To this end, we use that $\lambda_{\tau, \lambda, \text{dual}} |\hat{\varphi}_t^\lambda |^p \leq \lambda_k$ since $\tau_{\lambda, \text{dual}} \leq \tau_{\tilde{\lambda}}$ (see the definition of $\tau_{\tilde{\lambda}}$ in (3.10)). Using this, the definition of $\tau_{\lambda, \text{dual}}$ in (5.14), Bayes' theorem, Hölder's inequality, the integrability condition on $\Lambda_{\text{dual}}$, Claim 2 and Lemma 5.3, we obtain

$$E_{\tilde{Q}} \left[ \int_0^T \lambda_{\tau, \lambda, \text{dual}} |\hat{\varphi}_t^\lambda |^p dt \right] \leq \lambda_{\tau, \lambda, \text{dual}} \Lambda_{\tau, \lambda, \text{dual}} |\hat{\varphi}_t^\lambda |^p dt \right]$$

$$\leq \lambda^{\frac{k}{p+2}} \Lambda_{\tilde{\lambda}} \left( \Lambda_{\tau, \lambda, \text{dual}} \right)^{\frac{1}{p+2}} \lambda_{\tau, \lambda, \text{dual}} \left( \Lambda_{\tilde{\lambda}} \right)^{\frac{1}{p+2}} \left( \Lambda_{\tilde{\lambda}} \right)^{\frac{1}{p+2}} = o(\lambda^{\frac{2}{p+2}}).$$

**Lemma 5.5.** Suppose Assumptions (3) and (5) are satisfied. Then:

$$E_{\tilde{Q}} \left[ \int_0^T \hat{\varphi}_t^\lambda dS_t^\lambda \right] = p E_{\tilde{Q}} \left[ \int_0^T \lambda_t |\hat{\varphi}_t^\lambda|^p dt \right] + o \left( \lambda^{\frac{2}{p+2}} \right).$$

**Proof.** Using that $S = S^\lambda - \Delta S^\lambda$ and taking into account that $\int_0^T \hat{\varphi}_t^\lambda dS_t^\lambda$ is a $\tilde{Q}^\lambda$-martingale by Lemma 5.2, it suffices to show that

$$E_{\tilde{Q}} \left[ \int_0^T \hat{\varphi}_t^\lambda d\Delta S_t^\lambda \right] = p E_{\tilde{Q}} \left[ \int_0^T \lambda_t |\hat{\varphi}_t^\lambda|^p dt \right] + o \left( \lambda^{\frac{2}{p+2}} \right).$$

(5.40)
To establish (5.40), we use that $\Delta S^\lambda$ vanishes on $[\tau^{\lambda,\text{dual}} + \lambda^\eta, T]$, integrate by parts (recalling that $\Delta S^\lambda_{\tau^{\lambda,\text{dual}} + \lambda^\eta} = \Delta S^\lambda_T = 0$), and recall the definition of $\Delta S^\lambda$ in (5.21). This gives

$$
E_{\tilde{Q}}^\lambda \left[ \int_0^T - \varphi_t^\lambda d\Delta S_t^\lambda \right] = E_{\tilde{Q}}^\lambda \left[ \int_0^{\tau^{\lambda,\text{dual}} + \lambda^\eta} - \varphi_t^\lambda d\Delta S_t^\lambda \right] = E_{\tilde{Q}}^\lambda \left[ \int_0^{\tau^{\lambda,\text{dual}} + \lambda^\eta} \Delta S_t^\lambda \varphi_t^\lambda \, dt \right]
$$

$$
= p E_{\tilde{Q}}^\lambda \left[ \int_0^{\tau^{\lambda,\text{dual}} + \lambda^\eta} \lambda_t \varphi_t^\lambda \, dt \right] + E_{\tilde{Q}}^\lambda \left[ \int_0^{\tau^{\lambda,\text{dual}} + \lambda^\eta} \Delta S_t^\lambda \varphi_t^\lambda \, dt \right]. 
$$

(5.41)

By Lemma 5.6 below, it suffices to show that the second term on the right-hand side of (5.41) is of order $o(\lambda^{2/p^2})$. To this end, we use the definition of $\Delta S^\lambda$, $\varphi^\lambda$, $\Delta^\varphi$, $\tau^\Delta$ in (5.21), (5.11), (5.2), (3.10), $\lambda_t = \lambda \Lambda_t$, the definition (5.12) and (5.14) of $\tau^{\lambda,\text{dual}}$ and $\tau^{\lambda,\text{dual}}$, Hölder’s inequality, Lemmas B.1 and 5.3, the integrability condition on $\lambda^{-1}$ from Assumption 3 and the choice of the constants $\kappa_3$, $\kappa_4$, $\kappa_7$ and $\kappa_9$, in (3.9), (5.18) and (5.19) to deduce

$$
\left| E_{\tilde{Q}}^\lambda \left[ \int_{\tau^{\lambda,\text{dual}}}^{\tau^\Delta} \Delta S_t^\lambda \varphi_t^\lambda \, dt \right] \right| \leq E_{\tilde{Q}}^\lambda \left[ \int_{\tau^{\lambda,\text{dual}}}^{\tau^\Delta} \left| \Delta S_t^\lambda \right| \left| \varphi_t^\lambda \right| \, dt \right]
$$

$$
\leq E_{\tilde{Q}}^\lambda \left[ \int_{\tau^{\lambda,\text{dual}}}^{\tau^\Delta} \left| \Delta S_t^\lambda \right| \left| \varphi_t^\lambda \right| \, dt \right] + E_{\tilde{Q}}^\lambda \left[ \int_{\tau^{\lambda,\text{dual}}}^{\tau^\Delta} \left| \Delta S_t^\lambda \right| \left| \varphi_t^\lambda \right| \, dt \right]
$$

$$
\leq p \lambda^{\kappa_3-\frac{p-1}{p} \kappa_9 + \eta} E_{\tilde{Q}}^\lambda \left[ \left( \Delta^{\frac{1}{p}} \right)^{\ast} \right] + \lambda^{\kappa_7-\kappa_4+\eta}
$$

$$
\leq p \lambda^{\kappa_3-\frac{p-1}{p} \kappa_9 + \eta} E_{\tilde{Q}}^\lambda \left[ \left( \Delta^{\frac{1}{p}} \right)^{\ast} \right] + \lambda^{\kappa_7-\kappa_4+\eta} = o \left( \lambda^{\frac{2}{p^2}} \right).
$$

This completes the proof. \(\Box\)

**Lemma 5.6.** Suppose Assumptions [2] and [3] are satisfied. Then:

$$
E_{\tilde{Q}}^\lambda \left[ \int_{0}^{\tau^{\lambda,\text{dual}}} \lambda_t \left| \varphi_t^\lambda \right|^p \, dt \right] = E_{\tilde{Q}}^\lambda \left[ \int_{0}^{\tau^\Delta} \lambda_t \left| \varphi_t^\lambda \right|^p \, dt \right] + o \left( \lambda^{\frac{2}{p^2}} \right).
$$

**Proof.** By Bayes’ theorem and since $\tilde{Z}^\lambda = 1 + \Delta \tilde{Z}^\lambda$, we have

$$
E_{\tilde{Q}}^\lambda \left[ \int_{0}^{\tau^{\lambda,\text{dual}}} \lambda_t \left| \varphi_t^\lambda \right|^p \, dt \right] = E_{\tilde{Q}} \left[ \int_{0}^{\tau^\Delta} \lambda_t \left| \varphi_t^\lambda \right|^p \, dt \right] + E_{\tilde{Q}} \left[ \Delta \tilde{Z}^\lambda_{\tau^{\lambda,\text{dual}}} \int_{0}^{\tau^{\lambda,\text{dual}}} \lambda_t \left| \varphi_t^\lambda \right|^p \, dt \right].
$$

The claim now follows from dominated convergence, using that $E_{\tilde{Q}} \left[ \int_{0}^{\tau^\Delta} \lambda_t \left| \varphi_t^\lambda \right|^p \, dt \right] = O(\lambda^{\frac{2}{p^2}})$ by Proposition 4.1, taking into account that $\tau^{\lambda,\text{dual}}$ converges in probability to $\tau^\Delta$ as $\lambda \to 0$ by Lemma D.2 and observing that $|\Delta \tilde{Z}^\lambda_{\tau^{\lambda,\text{dual}}}| \leq \lambda^{\kappa_6}$ by the definition of $\tau^{\lambda,\text{dual}}$ in (5.11). \(\Box\)
Lemma 5.7. Suppose Assumptions \( \mathbb{H} \), \( \mathbb{M} \), and \( \mathbb{B} \) are satisfied. Then:

\[
\mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^T \Delta \varphi_t^\lambda dS_t \right] = \gamma \mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^{\tau_{\Delta \varphi}} c_t^S \left( \Delta \varphi_t^\lambda \right)^2 \right] + o \left( \lambda^{\frac{2}{\kappa + 2}} \right).
\]

Proof. Bayes’ theorem, the fact that \( \hat{Z}^\lambda \) and \( \int_0^T \Delta \varphi_t^\lambda dS_t \) are square-integrable \( \hat{Q} \)-martingales by Theorem 3.3 and Lemma 5.3, and the fact that \( \zeta^\lambda = 0 \) on \( \tau^{\lambda, \text{dual}} + \eta, [0, T] \) yield

\[
\mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^T \Delta \varphi_t^\lambda dS_t \right] = \mathbb{E}_{\hat{Q}^\lambda} \left[ (1 + \Delta \hat{Z}_t^\lambda) \left( \int_0^T \Delta \varphi_t^\lambda dS_t \right) \right] = \mathbb{E}_{\hat{Q}^\lambda} \left[ \Delta \hat{Z}_T^\lambda \left( \int_0^T \Delta \varphi_t^\lambda dS_t \right) \right]
\]

\[
= \mathbb{E}_{\hat{Q}^\lambda} \left[ \left( \int_0^{\tau_{\Delta \varphi}} c_t^S \left( \Delta \varphi_t^\lambda \right)^2 \right) dt \right] + o \left( \lambda^{\frac{2}{\kappa + 2}} \right).
\]

We estimate the three terms on the right-hand side of (5.42) separately.

For the first term, we use that \( \mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^{\tau_{\Delta \varphi}} c_t^S \left( \Delta \varphi_t^\lambda \right)^2 dt \right] = o \left( \lambda^{\frac{2}{\kappa + 2}} \right) \) by Proposition 4.4, that \( \tau^{\lambda, \text{dual}} \) converges in probability to \( \tau_{\Delta \varphi} \) as \( \lambda \to 0 \) by Lemma D.2, and that \( |\Delta \hat{Z}^\lambda| \leq \lambda^{\kappa_6} \) on \( [0, \tau^{\lambda, \text{dual}}] \) by (5.11). Together with dominated convergence, it follows that

\[
\mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^{\tau_{\Delta \varphi}} c_t^S \left( \Delta \varphi_t^\lambda \right)^2 dt \right] = \gamma \mathbb{E}_{\hat{Q}^\lambda} \left[ \int_0^{\tau_{\Delta \varphi}} c_t^S \left( \Delta \varphi_t^\lambda \right)^2 dt \right] + o \left( \lambda^{\frac{2}{\kappa + 2}} \right).
\]

For the second term, we use the definition of \( \zeta^\lambda \) in (5.22), the estimate \( \lambda^{-\eta} |\Delta S_{\tau^{\lambda, \text{dual}}}^{\lambda}| \leq \lambda^{\kappa_7} \) implied by (5.12), Lemma B.1, and the Cauchy-Schwarz inequality. Together with Lemma 5.3, this yields

\[
\mathbb{E}_{\hat{Q}^\lambda} \left[ \int_{\tau_{\Delta \varphi}^{\lambda, \text{dual}}} \hat{Z}_t^\lambda \zeta_t^\lambda \Delta \varphi_t^\lambda \sqrt{c_t^S} dt \right] \leq \mathbb{E}_{\hat{Q}^\lambda} \left[ \int_{\tau_{\Delta \varphi}^{\lambda, \text{dual}}} \hat{Z}_t^\lambda \lambda^{-\eta} \left| \Delta S_{\tau^{\lambda, \text{dual}}}^{\lambda} \right| \Delta \varphi_t^\lambda \right] dt
\]

\[
\leq 2 T \lambda^{\kappa_7 + \eta} \mathbb{E}_{\hat{Q}^\lambda} \left[ \left( \hat{\varphi}_T^\lambda \right)^2 \right] \mathbb{E}_{\hat{Q}^\lambda} \left[ \left( \left( \hat{Z}^\lambda \right)^2 \right)^{\ast} \right] \frac{1}{2} = o \left( \lambda^{\frac{2}{\kappa + 2}} \right).
\]

For the third term, we use that \( |\Delta \varphi_t^\lambda| \zeta_t^\lambda + \gamma \Delta \varphi_t^\lambda \sqrt{c_t^S} \) on \( [0, \tau^{\lambda, \text{dual}}] \) by (3.10) and (5.15) and that \( |\Delta \hat{Z}^\lambda| \leq \lambda^{\kappa_6} \) on \( [0, \tau^{\lambda, \text{dual}}] \) by (5.11). This gives

\[
\left| \int_0^{\tau_{\Delta \varphi}^{\lambda, \text{dual}}} (1 + \Delta \hat{Z}_t^\lambda) \Delta \varphi_t^\lambda \left( \zeta_t^\lambda + \gamma \Delta \varphi_t^\lambda \sqrt{c_t^S} \right) \sqrt{c_t^S} dt \right| \leq T (1 + \lambda^{\kappa_6}) \lambda^{\kappa_1 + \kappa_{10}} \mathbb{E}_{\hat{Q}^\lambda} \left[ \left( \sqrt{c_t^S} \right)^{\ast} \right] = o \left( \lambda^{\frac{2}{\kappa + 2}} \right).
\]

Putting (5.43) and (5.44) together now yields the asserted estimate. \( \square \)

\[
\mathbb{E}_\hat{Q} \left[ (\Delta \hat{Z}_t^\lambda)^2 \right] = \gamma^2 \mathbb{E}_\hat{Q} \left[ \int_0^\tau \Delta^S_t \left( \Delta \varphi_t^\lambda \right)^2 dt \right] + o \left( \lambda^{\frac{2}{p+2}} \right).
\]

Proof. Recall that $\Delta \hat{Z}_t^\lambda$ is a square-integrable $\hat{Q}$-martingale with quadratic variation

\[
(\Delta \hat{Z}_t^\lambda)^2 = \int_0^\tau \Delta \hat{Z}_t^\lambda \left( 1 + \Delta \hat{Z}_t^\lambda \right)^2 (\zeta_t^\lambda)^2 dt.
\]

Thus,

\[
\mathbb{E}_\hat{Q} \left[ (\Delta \hat{Z}_t^\lambda)^2 \right] = \mathbb{E}_\hat{Q} \left[ \int_0^\tau \left( 1 + \Delta \hat{Z}_t^\lambda \right)^2 (\zeta_t^\lambda)^2 dt \right] + \mathbb{E}_\hat{Q} \left[ \int_0^\tau \Delta \hat{Z}_t^\lambda \left( 1 + \Delta \hat{Z}_t^\lambda \right)^2 (\zeta_t^\lambda)^2 dt \right]
\]

\[
= \mathbb{E}_\hat{Q} \left[ \int_0^\tau \left( 1 + \Delta \hat{Z}_t^\lambda \right)^2 (\Delta \varphi_t^\lambda)^2 c_t^S dt \right] + \mathbb{E}_\hat{Q} \left[ \int_0^\tau \left( 1 + \Delta \hat{Z}_t^\lambda \right)^2 \left( (\zeta_t^\lambda)^2 - \gamma^2 \left( \Delta \varphi_t^\lambda \right)^2 c_t^S \right) dt \right]
\]

\[
+ \mathbb{E}_\hat{Q} \left[ \int_0^\tau \left( \Delta \hat{Z}_t^\lambda \right)^2 (\zeta_t^\lambda)^2 dt \right]. \tag{5.46}
\]

We estimate the three terms on the right-hand side of (5.46) separately.

For the first term, we use that $\mathbb{E}_\hat{Q} \left[ \int_0^\tau c_t^S (\Delta \varphi_t^\lambda)^2 dt \right] = O(\lambda^{\frac{2}{p+2}})$ by Proposition 4.4, that $\tau^\lambda_{\text{dual}}$ converges in probability to $\tau^\Delta \varphi$ as $\lambda \to 0$ by Lemma D.2, and that $|\Delta \hat{Z}_t^\lambda| \leq \lambda^{\kappa_6}$ on $[0, \tau^\lambda_{\text{dual}}]$ by (5.11). Together with dominated convergence, it follows that

\[
\mathbb{E}_\hat{Q} \left[ \int_0^\tau \left( 1 + \Delta \hat{Z}_t^\lambda \right)^2 (\Delta \varphi_t^\lambda)^2 c_t^S dt \right] = \gamma^2 \mathbb{E}_\hat{Q} \left[ \int_0^\tau \Delta^S_t \left( \Delta \varphi_t^\lambda \right)^2 dt \right] + o \left( \lambda^{\frac{2}{p+2}} \right). \tag{5.47}
\]

For the second term, we use that by (5.15) and (5.10),

\[
|\zeta_t^\lambda|^2 - \gamma^2 \left( \Delta \varphi_t^\lambda \right)^2 c_t^S | \leq |\zeta_t^\lambda + \gamma \Delta \varphi_t^\lambda \sqrt{c^S}|^2 + 2 |\zeta_t^\lambda + \gamma \Delta \varphi_t^\lambda \sqrt{c^S}| \gamma |\Delta \varphi_t^\lambda \sqrt{c^S}|
\]

\[
\leq \lambda^{2\kappa_{10}} + 2 \gamma \sqrt{c^S} \lambda^{10 + \kappa_1} \quad \text{on} \quad [0, \tau^\lambda_{\text{dual}}].
\]

Together with $|\Delta \hat{Z}_t^\lambda| \leq \lambda^{\kappa_6}$ on $[0, \tau^\lambda_{\text{dual}}]$ by (5.11) and the observation that $2\kappa_1 \wedge (\kappa_{10} + \kappa_1) > \frac{2}{2+p}$, this yields

\[
\mathbb{E}_\hat{Q} \left[ \int_0^\tau \left( 1 + \Delta \hat{Z}_t^\lambda \right)^2 \left( (\zeta_t^\lambda)^2 - \gamma^2 \left( \Delta \varphi_t^\lambda \right)^2 c_t^S \right) dt \right]
\]

\[
\leq (1 + \lambda^{\kappa_6})^2 T \left( \lambda^{2\kappa_{10}} + 2 \gamma \lambda^{10 + \kappa_1} \mathbb{E}_\hat{Q} \left[ \left( \sqrt{c^S} \right)_T^* \right] \right) = o \left( \lambda^{\frac{2}{p+2}} \right). \tag{5.48}
\]

For the third term, we use the definition of $\zeta_t^\lambda$ in (5.22), the estimate that $\lambda^{-\eta} |\Delta S_{\tau^\lambda_{\text{dual}}} | \leq \lambda^{\kappa_7}$ by (5.12), Lemma B.1 and the Cauchy-Schwarz inequality. Together with Lemma 5.3, this yields

\[
\mathbb{E}_\hat{Q} \left[ \int_0^\tau \left( \hat{Z}_t^\lambda \right)^2 (\zeta_t^\lambda)^2 dt \right] \leq \mathbb{E}_\hat{Q} \left[ \int_0^\tau \left( \hat{Z}_t^\lambda \right)^2 \lambda^{-2\eta} |\Delta S_{\tau^\lambda_{\text{dual}}} |^2 dt \right]
\]

\[
\leq \lambda^{2\kappa_{7} + \eta} \mathbb{E}_\hat{Q} \left[ \left( \hat{Z}_t^\lambda \right)^4 \right]^\frac{1}{2} \mathbb{E}_\hat{Q} \left[ \left( \left( c^S \right)_T^* \right)^\frac{1}{2} \right] = o \left( \lambda^{\frac{2}{p+2}} \right). \tag{5.49}
\]
The claim now follows by putting together (5.47) and (5.49).

**Lemma 5.9.** Suppose Assumptions 1, 2, and 3 are satisfied. Then:

$$
E_{Q} \left[ \frac{|\Delta \hat{Z}_{T}^{\lambda}|^3}{(\hat{Z}_{T}^{\lambda})^2} \right] = o \left( \lambda^{\frac{2}{p+2}} \right).
$$

**Proof.** To prove this estimate, we proceed in three steps. First, we apply Itô’s formula to $f(\Delta \hat{Z}_{t}^{\lambda})$ where $f = |x|^3/(1+x)^2$ and write the argument of the expectation as a sum of two integrals. We then prove that the stochastic integral in this decomposition is a martingale so that its expectation vanishes. Finally, we show that the Riemann integral is of the right order in $\lambda$. To carry out this program, first observe that

$$
f'(x) = \frac{3x|x|}{(1+x)^2} - \frac{2|x|^3}{(1+x)^3}, \quad f''(x) = \frac{6|x|}{(1+x)^2} - \frac{12x|x|}{(1+x)^3} + \frac{6|x|^3}{(1+x)^4}.
$$

Itô’s formula applied to $f(\Delta \hat{Z}_{t}^{\lambda})$ in turn gives

$$
E_{Q} \left[ \frac{|\Delta \hat{Z}_{T}^{\lambda}|^3}{(\hat{Z}_{T}^{\lambda})^2} \right] = E_{Q} \left[ \int_{0}^{T} f'(\Delta \hat{Z}_{t}^{\lambda})d\Delta \hat{Z}_{t}^{\lambda} \right] + \frac{1}{2} E_{Q} \left[ \int_{0}^{T} f''(\Delta \hat{Z}_{t}^{\lambda})d\langle \Delta \hat{Z}_{t}^{\lambda} \rangle_{t} \right]
$$

$$
= -E_{Q} \left[ \int_{0}^{T} f'(\Delta \hat{Z}_{t}^{\lambda})\hat{Z}_{t}^{\lambda}\zeta_{t}dW_{t}^{S,\hat{Q}} \right] + \frac{1}{2} E_{Q} \left[ \int_{0}^{T} f''(\Delta \hat{Z}_{t}^{\lambda}) \left( \hat{Z}_{t}^{\lambda} \right)^2 (\zeta_{t})^2 dt \right]. \quad (5.50)
$$

To prove that the stochastic integral on the right-hand side is a martingale, we use the elementary inequality $(a + b)^2 \leq 2(a^2 + b^2)$ to obtain

$$
E_{Q} \left[ \int_{0}^{T} f'(\Delta \hat{Z}_{t}^{\lambda})^2 \left( \hat{Z}_{t}^{\lambda} \right)^2 (\zeta_{t})^2 dt \right] \leq 18E_{Q} \left[ \int_{0}^{T} \frac{\Delta \hat{Z}_{t}^{\lambda}}{\hat{Z}_{t}^{\lambda}}^4 \frac{\zeta_{t}^2}{\hat{Z}_{t}^{\lambda}} dt \right] + 8E_{Q} \left[ \int_{0}^{T} \frac{\Delta \hat{Z}_{t}^{\lambda}}{\hat{Z}_{t}^{\lambda}}^6 \frac{(\zeta_{t})^2}{\hat{Z}_{t}^{\lambda}} dt \right] .
$$

By Lemma 5.10, the expectations on the right-hand side are indeed finite. It therefore remains then to show that the second expectation of the Riemann integral in (5.50) is of the right order in $\lambda$. By the triangle inequality, it suffices to prove that $A_{5} + A_{6} + A_{7} = o(\lambda^{\frac{2}{p+2}})$, where

$$
A_{5} := E_{Q} \left[ \int_{0}^{T} |\Delta \hat{Z}_{t}^{\lambda}|(\zeta_{t})^2 dt \right] , \quad A_{6} := E_{Q} \left[ \int_{0}^{T} \frac{(\Delta \hat{Z}_{t}^{\lambda})^2}{\hat{Z}_{t}^{\lambda}}(\zeta_{t})^2 dt \right], \quad A_{7} := E_{Q} \left[ \int_{0}^{T} \frac{|\Delta \hat{Z}_{t}^{\lambda}|^3}{\hat{Z}_{t}^{\lambda}} (\zeta_{t})^2 dt \right].
$$

This holds by Lemma 5.10 below, so that the proof is complete.

**Lemma 5.10.** Let $k \geq 1$ and $\ell \geq 0$. Then:

$$
E_{Q} \left[ \int_{0}^{T} \frac{|\Delta \hat{Z}_{t}^{\lambda}|^k}{(\hat{Z}_{t}^{\lambda})^\ell} (\zeta_{t})^2 dt \right] = o \left( \lambda^{\frac{2}{p+2}} \right).
$$

**Proof.** Using the definition of $\zeta_{t}$ in (5.22), we obtain

$$
E_{Q} \left[ \int_{0}^{T} \frac{|\Delta \hat{Z}_{t}^{\lambda}|^k}{(\hat{Z}_{t}^{\lambda})^\ell} (\zeta_{t})^2 dt \right] = E_{Q} \left[ \int_{0}^{T} \frac{|\Delta \hat{Z}_{t}^{\lambda}|^k}{(\hat{Z}_{t}^{\lambda})^\ell} (\zeta_{t})^2 dt \right]
$$

$$
+ E_{Q} \left[ \int_{\tau_{\lambda, dual}^\ast + \lambda^n}^{\tau_{\lambda, dual}^\ast + \lambda^n} \frac{|\Delta \hat{Z}_{t}^{\lambda}|^k}{(\hat{Z}_{t}^{\lambda})^\ell} (\zeta_{t})^2 dt \right]. \quad (5.51)
$$
We estimate the two terms on the right-hand side of (5.51) separately.

For the first term, we use that $|\gamma^\lambda| \vee |\Delta \hat{Z}^\lambda| \leq \lambda^{\kappa_6}$ on $[0, \tau_{\lambda, \text{dual}}]$ by (5.10) and (5.11). Together with $k \geq 1$, Lemma 5.3 and the fact that $3\kappa_6 > \frac{2}{p+2}$, this yields

$$E_{\hat{Q}} \left[ \int_{0}^{\tau_{\lambda, \text{dual}}} \frac{|\Delta \hat{Z}^\lambda|^k}{(\hat{Z}^\lambda)^\ell} (\zeta^\lambda)^2 dt \right] \leq \lambda^{3\kappa_6} T E_{\hat{Q}} \left[ \left( (\hat{Z}^\lambda)^{-\ell} \right)^* \right] = o \left( \lambda^{\frac{2}{p+2}} \right). \tag{5.52}$$

For the second term, we use the definition of $\zeta^\lambda$ in (5.22), the estimate that $\lambda^{-\eta} |\Delta S^\lambda_{\tau, \text{dual}}| \leq \lambda^{\kappa_7}$ by (5.12), the elementary inequality $|a - 1|^k \leq 2^k (a^k + 1)$ for $a \geq 0$, and the Cauchy-Schwarz inequality. Together with Lemma 5.3, this shows

$$E_{\hat{Q}} \left[ \int_{\tau_{\lambda, \text{dual}}}^{\tau_{\lambda, dual} + \lambda \eta} \frac{|\Delta \hat{Z}^\lambda|^k}{(\hat{Z}^\lambda)^\ell} (\lambda^{-\eta} \Delta S^\lambda_{\tau, \text{dual}})^2 \frac{2}{c_t^\lambda} dt \right] \leq 2^k T \lambda^{2\kappa_7 + \eta} E_{\hat{Q}} \left[ \left( (\hat{Z}^\lambda)^{2(k-\ell)} \right)^* \right] + 2^k T \lambda^{2\kappa_7 + \eta} E_{\hat{Q}} \left[ \left( (\hat{Z}^\lambda)^{2(2\ell)} \right)^* \right] = o \left( \lambda^{\frac{2}{p+2}} \right). \tag{5.53}$$

The claim now follows by putting together (5.52) and (5.53).

### A Results on the Function $g_p$.

In this appendix, we prove some auxiliary results on the function $g_p$ from (3.1) that are used in the proof of Theorem 3.3.

**Corollary A.1.** (i) For every $r \in (0, \infty)$, there exists a constant $C > 0$ such that

$$|g_p(z)|^r = |g_p(z)|^{\frac{2r}{p+1}} \leq C \left( |z|^{\frac{2r}{p}} + 1 \right), \quad z \in \mathbb{R}. \tag{A.1}$$

(ii) There exists a constant $C > 0$ such that

$$|z g_p(z)| \geq C \left( |z|^{\frac{2+p}{2}} - 1 \right), \quad z \in \mathbb{R}, \tag{A.2}$$

$$|z \tilde{g}_p(z)| \geq C |z|^2 1_{\{|z| \geq 1\}}, \quad z \in \mathbb{R}. \tag{A.3}$$

(iii) There exists a constant $C > 0$ such that

$$|g_p'(z)| \leq C(|z|^2 + 1), \quad z \in \mathbb{R}.$$

**Proof.** (i) This follows from the continuity of $g_p$, its growth rate at infinity (3.2), and $2/p \in (1, 2)$.

(ii) Recall from Lemma 3.1 that $g_p(0) = 0$ and $c_p > 0$. As $g_p$ satisfies (3.1), it follows that $g_p(z) > \frac{c_p}{2} z$ on a sufficiently small interval $[0, \delta]$ with $\delta > 0$. On $(0, \sqrt{c_p})$, this gives $g_p'(z) = -z^2 + c_p + (p-1)p^{-\frac{p}{p-1}} |g_p(z)|^{\frac{p}{p-1}} > 0$. Thus, on $[\delta, \sqrt{c_p}]$, the function $z \mapsto g_p(z)/z$ is continuous and bounded from below by a constant $C$. As $g_p$ is odd, we have $|g_p(z)| \geq (C \wedge c_p/2) |z|$ on $[-\sqrt{c_p}, \sqrt{c_p}]$.

The growth condition for $g_p$ at infinity gives the existence of constants $C'$ and $K \geq 1$ such that $|g_p(z)| \geq C' |z|^{\frac{2(p-1)}{p}}$ for $|z| \geq K$. Moreover, on $[\sqrt{c_p}, K]$ it holds that $g_p'(z) \geq 0$. Therefore,
As a result, the function $|g_p(z)|/|z|$ is bounded from below on $(0, \sqrt{c_p})$ by $C \wedge c_p/2$, is continuous and bounded from below by $g_p(\sqrt{c_p})/K$ on $[\sqrt{c_p}, K]$. This implies that the following holds for some $C'' \subseteq (C \wedge c_p/2 \wedge C')^{1/2} - 1$:

\[ |\tilde{g}_p(z)| = |g_p(z)|/\tilde{\tau} \geq C'' |z|^{1/p}, \quad z \in [-K, K], \]
\[ |\bar{g}_p(z)| = |g_p(z)|/\bar{\tau} \geq C'' |z|^2/\bar{\tau}, \quad z \in \mathbb{R} \setminus [-K, K]. \]

(A.4)

(A.5)

As a result, the function $|g_p(z)|/|z|^{2(p-1)\bar{\tau}}$ is strictly positive, continuous and therefore bounded from below on $\mathbb{R} \setminus (-1, 1)$. Similarly, $|g_p(z)|/|z|$ is strictly positive, continuous and therefore bounded from below on $[-1, 1] \setminus \{0\}$. This gives the inequalities (A.2) and (A.3).

To show that $g_p'(z) \geq 0$ on $[\sqrt{c_p}, K]$, assume to the contrary that there is a $z_1$ in the interval such that $g_p'(z_1) < 0$. Then for all $z \geq z_1$ with $g_p(z) \geq -p|\tilde{\tau} - c_p|^{1/p}$, it holds that $g_p'(z) < 0$, which contradicts the growth condition for $g_p$ at $+\infty$.

(iii) This follows from the ODE (3.1), the triangle inequality and the growth conditions (3.2). 

\[ \square \]

B Bounding the Candidate Strategy by the Frictionless Optimizer

The following estimate allows to deduce the existence of moments for the displacement $\Delta \varphi^\lambda_t$ from the corresponding integrability of the supremum of the frictionless optimal strategy. This is used in the proof that our candidate strategy is admissible (see Theorem 3.3) and in the estimation of the primal and dual bounds.

**Lemma B.1.** Suppose that $|\varphi^0| \leq |\tilde{\varphi}|$. Then the candidate strategy $\varphi^\lambda_t$ satisfies

\[ |\varphi^\lambda_t| \leq \varphi^*_t, \quad \forall t \in [0, T]. \]

As a consequence,

\[ |\varphi_t - \varphi^\lambda_t| \leq 2\hat{\varphi}^*, \quad \forall t \in [0, T]. \]

(B.1)

**Proof.** It suffices to show that $|\varphi^\lambda| \leq \varphi^*$ on $[0, \tau_{\Delta \varphi}]$ since $|\varphi^\lambda| \leq |\varphi^\lambda_{\tau_{\Delta \varphi}}|$ on $[\tau_{\Delta \varphi}, T]$ by definition of $\varphi^\lambda$.

Fix $\omega \in \Omega$ and let $\tau_0 = \inf\{t \in [0, \tau_{\Delta \varphi}] \mid |\varphi^\lambda_t| > \hat{\varphi}^*\} \wedge \tau_{\Delta \varphi}$. Note that $\tau_0 = \tau_{\Delta \varphi}$ or $\tau_0 < \tau_{\Delta \varphi}$. We want to show that $\tau_0 = \tau_{\Delta \varphi}$ (and consequently that $|\varphi^\lambda_t| \leq \varphi^*_t$, $\forall t \in [0, T]$). We assume that $\tau_0 \in [0, \tau_{\Delta \varphi})$ and want to obtain a statement contradicting the assumptions made.

By continuity of $\varphi^\lambda$ and $\varphi^*$, we have $|\varphi^\lambda_{\tau_0}| = \tilde{\varphi}^*_{\tau_0}$. Furthermore, by definition of the infimum, there exist $\varepsilon > 0$ and $\tau_1 \in (\tau_0, \tau_{\Delta \varphi})$ such that $|\varphi^\lambda_{\tau_1}| > \hat{\varphi}^* + \varepsilon$. Let $\tau_2 = \inf\{t \in [0, \tau_1] \mid |\varphi^\lambda_t| > \hat{\varphi}^* + \varepsilon\}$. By continuity of $\varphi^*$ and $\varphi^\lambda$ and the definition of $\tau_0$ and $\tau_1$, it holds that $\tau_0 < \tau_2 < \tau_1$. We now prove that the definition of the trading rate $\varphi^\lambda$ and the definition of a derivative for $\varphi^\lambda$ contradict the assumption that $\tau_0 \in [0, \tau_{\Delta \varphi})$.

Without loss of generality we can assume that $\varphi^\lambda_{\tau_2} > \hat{\varphi}^*_{\tau_2} > \tilde{\varphi}_{\tau_2}$ (the case where $-\varphi^\lambda_{\tau_2} > \hat{\varphi}^*_{\tau_2} > \tilde{\varphi}_{\tau_2}$ is treated similarly), which implies by definition of $\varphi^\lambda$ (see (3.6)) that $\varphi^\lambda_{\tau_2} = \lim_{t \to \tau_2^+} \frac{\varphi^\lambda_t - \varphi^\lambda_{\tau_2}}{\tau - \tau_2} < 0$. However, by definition of $\tau_2$, for every $\delta > 0$ there exists $\bar{\tau}_2 \in (\tau_2, \tau_2 + \delta)$ such that $\varphi^\lambda_{\bar{\tau}_2} > \varphi^\lambda_{\tau_2}$. This contradicts the existence of a negative limit. 

\[ \square \]

C Primal Stopping-Time Bounds

In this appendix, we prove Proposition C.5 which is a key ingredient for the proof of Proposition 1.1. It estimates the effect of stopping trading too early, i.e., at $\tau_{\Delta \varphi}$ instead of $T^\lambda$. 
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We apply [15, Lemma B.4] with where as asserted.

Proof. The assertion follows immediately from Markov’s inequality.

Suppose Assumptions 1, 2, and 3 are satisfied. Then:

Lemma C.1.
Note that the functions $C_i$ for fixed $\lambda$ and $m$.

Lemma C.2.

Note that the stopping time $\tau_{\Delta^\varphi}$ defined in (3.10) can be rewritten as the minimum of the following five stopping times:

$$
\tau_{\Delta^\varphi} = \tau_{\lambda,m,1} \lor \tau_{\lambda,m,2} \lor \tau_{\lambda,\Delta^\varphi} \lor \tau_{\lambda,\text{cost}} \lor \tau_{\lambda,\hat{\varphi}} \lor \tau_{\lambda,\hat{\varphi}}.
$$

where

- $\tau_{\lambda,m,1} = \inf\{ t \in [0, T^\lambda] : \frac{1}{2}p^2 - \frac{1}{2}m_t < \lambda^{\kappa_2} \} \lor T^\lambda.$
- $\tau_{\lambda,m,2} = \inf\{ t \in [0, T^\lambda] : m_t > \lambda^{-\kappa_2} \} \lor T^\lambda.$
- $\tau_{\lambda,\hat{\varphi}} = \inf\{ t \in [0, T^\lambda] : |\hat{\varphi}_t| > \lambda^{-\kappa_4} \} \lor T^\lambda.$
- $\tau_{\lambda,\Delta^\varphi} = \inf\{ t \in [0, \tau_{\lambda,m,1} \lor \tau_{\lambda,m,2}] \mid |\Delta^\varphi| > \lambda^{\kappa_1} \} \lor \tau_{\lambda,m,1} \lor \tau_{\lambda,m,2},$
- $\tau_{\lambda,\text{cost}} = \inf\{ t \in [0, \tau_{\lambda,\Delta^\varphi}] \mid \lambda t \left| \frac{\Delta^\varphi}{\varphi_t} \right|^p > \lambda^{\kappa_3} \} \lor \tau_{\lambda,\Delta^\varphi}.$

We proceed to show that all these five stopping times converge in $\hat{Q}$-probability to $T^\lambda$ sufficiently fast (in the order $O(\lambda^{\frac{4(1+2e)}{p+2}})$). As stated above, Lemma C.2 is the key mathematical ingredient.

Lemma C.1. Suppose Assumptions 1, 2, and 3 are satisfied. Then:

$$
\hat{Q} \left[ \tau_{\lambda,m,1} < T^\lambda \right] + \hat{Q} \left[ \tau_{\lambda,m,2} < T^\lambda \right] + \hat{Q} \left[ \tau_{\lambda,\hat{\varphi}} < T^\lambda \right] = O \left( \lambda^{\frac{4(1+2e)}{p+2}} \right).
$$

Proof. The assertion follows immediately from Markov’s inequality.

Lemma C.2. Suppose Assumptions 1, 2, and 3 are satisfied. Then:

$$
\mathbb{E}_Q \left[ \max_{0 \leq t \leq \tau_{\lambda,m,1} \lor \tau_{\lambda,m,2}} \left( \lambda^{-\frac{1}{p+2}} \Delta^\varphi_t \right)^n \right] = o \left( \lambda^{-6n\kappa_2} \right), \quad \text{for } n \in \mathbb{N} \text{ with } n \geq 1.
$$

Proof. We apply [15] Lemma B.4 with $\varepsilon = \lambda^{1/2}, b = \mu^\varphi, c = c^\varphi, M = M, L = \frac{1}{2}p^2 - \frac{1}{2}m_t \kappa = \lambda^{\kappa_2}.$ Note that the functions $C_1$ and $C_2$ from [15] Proposition B.1] satisfy

$$
C_1(\gamma, \sigma, n) = O(\gamma^{-4n-1}) \leq O(\gamma^{-5n}) \quad \text{and} \quad C_2(\gamma, n) = O(\gamma^{-3n-1}) \leq O(\gamma^{-4n})
$$

for fixed $\sigma > 0$ and $n \in \mathbb{N}.$ Thus, for some constants $a, C > 0$ we obtain

$$
\mathbb{E}_Q \left[ \max_{0 \leq t \leq \tau_{\lambda,m,1} \lor \tau_{\lambda,m,2}} \left( \lambda^{-\frac{1}{p+2}} \Delta^\varphi_t \right)^n \right] 
\leq C \left( \sqrt{C_1(a\lambda^{2\kappa_2}, 2, n) + \sqrt{C_2(a\lambda^{2\kappa_2}, n)}} \mathbb{E}_Q \left[ \log \left( 1 + \lambda^{-\frac{2}{p+2}} \int_0^{\tau_{\lambda,m,1} \lor \tau_{\lambda,m,2}} c^\varphi_t dt \right)^{\frac{1}{2}} \right] \right)
= O \left( \lambda^{-(4n+1)\kappa_2} \log \left( \frac{1}{\lambda} \right) \right) = o \left( \lambda^{-6n\kappa_2} \right),
$$

as asserted.

Note that by the first moment of Assumption 3 and Novikov’s criterion $\mathbb{E}[dP/d\hat{Q}] < \infty.$
Lemma C.3. Suppose Assumptions 1, 2, and 3 are satisfied. Then:

\[
\hat{Q}\left[\tau^\lambda \Delta \varphi < \tau^{\lambda,m,1} \wedge \tau^{\lambda,m,2}\right] = O\left(\lambda^{\frac{4(1+2c)}{p+2}}\right). \tag{C.6}
\]

Proof. Observe that \(\frac{1}{p+2} - \kappa_1 - 6\kappa_2 > 0\). Markov’s inequality and Lemma C.2 for \(n \in \mathbb{N}\) with \(n \geq \frac{4(1+2c)}{(p+2)(\frac{1}{p+2} - \kappa_1 - 6\kappa_2)}\) in turn yield the desired estimate:

\[
\hat{Q}\left[\tau^\lambda \Delta \varphi < \tau^{\lambda,m,1} \wedge \tau^{\lambda,m,2}\right] \leq \hat{Q}\left[\sup_{0 \leq t \leq \tau^{\lambda,m,1} \wedge \tau^{\lambda,m,2}} |\Delta \varphi_t^\lambda| > \lambda^{\kappa_1}\right]
\leq \lambda^{n\left(\frac{1}{p+2} - \kappa_1\right)} E_{\hat{Q}}\left[\max_{0 \leq t \leq \tau^{\lambda,m,1} \wedge \tau^{\lambda,m,2}} \left(\lambda^{-\frac{6}{p+2}} \Delta \varphi_t^\lambda\right)\right] \leq O\left(\lambda^{\frac{4(1+2c)}{p+2}}\right). \tag*{□}
\]

Lemma C.4. Suppose Assumptions 1, 2, and 3 are satisfied. Then:

\[
\hat{Q}\left[\tau^{\lambda,\text{cost}} < \tau^\lambda \Delta \varphi\right] = O\left(\lambda^{\frac{4(1+2c)}{p+2}}\right).
\]

Proof. We use the ODE (3.6) for \(\varphi^\lambda\), Corollary A.1, \(|\Delta \varphi_t^\lambda| \leq \lambda^{\kappa_1}\) on \([0, \tau^\lambda \Delta \varphi]\), and \(\kappa_1 < 1/(p+2)\). For \(\lambda \leq 1\) and some constant \(C\) > 0, this yields

\[
|\dot{\varphi}_t^\lambda| \leq C \lambda^{-\frac{3}{p+2}} c_t^3 m_t \left(1 + m_t^2 \lambda^{-\frac{2}{p+2}} (\Delta \varphi_t^\lambda)^2\right) \leq C \lambda^{-\frac{3}{p+2}} c_t^3 m_t \left(1 + m_t^2 \lambda^{-\frac{2}{p+2} + 2\kappa_1}\right)
\leq C \lambda^{-\frac{3}{p+2} + 2\kappa_1} c_t^3 (1 + m_t^3) \leq C \lambda^{-\frac{3}{p+2} + 2\kappa_1} \left(c_t^{\frac{3}{2}} (1 + (m_t^*)^3)\right), \quad \text{on} \quad [0, \tau^\lambda \Delta \varphi].
\]

Since \(2 - 2p + (p+2)(2\kappa_1 - \kappa_3) > 0\), the inequalities of Markov and Hölder with Assumption 3 now yield the asserted estimate:

\[
\hat{Q}\left[\tau^{\lambda,\text{cost}} < \tau^\lambda \Delta \varphi\right] \leq \hat{Q}\left[\lambda (|\dot{\varphi}_t^\lambda|)^p_{\tau^\lambda \Delta \varphi} \geq \lambda^{\kappa_3}\right]
\leq \hat{Q}\left[C \lambda^{-\frac{3p}{p+2} + 2\kappa_1} \left(c_T^{\frac{3}{2}} (1 + (m_T^*)^3)\right)^p \geq \lambda^{\kappa_3}\right]
\leq C \lambda^{\frac{4(1+2c)}{p+2}} E_{\hat{Q}}\left[\langle \Lambda_T^p \rangle_{2-2p + (p+2)(2\kappa_1 - \kappa_3)} \left(c_T^{\frac{3}{2}} (1 + (m_T^*)^3)\right)^{\frac{4(1+2c)p}{2-2p + (p+2)(2\kappa_1 - \kappa_3)}}\right]
\leq C \lambda^{\frac{4(1+2c)}{p+2}} E_{\hat{Q}}\left[\left(c_T^{\frac{3}{2}} (1 + (m_T^*)^3)\right)^{\frac{4(1+2c)(1+\frac{1}{p})}{2-2p + (p+2)(2\kappa_1 - \kappa_3)}} E_{\hat{Q}}\left[\left(c_T^{\frac{3}{2}} (1 + (m_T^*)^3)\right)^{\frac{4(1+2c)(1+\frac{1}{p})}{2-2p + (p+2)(2\kappa_1 - \kappa_3)}}\right]\right]\left(\frac{1}{\lambda^{\frac{4(1+2c)}{p+2}}}\right)
\leq O\left(\lambda^{\frac{4(1+2c)}{p+2}}\right). \tag*{□}
\]

By combining Lemmas C.1, C.3 and C.4, we finally obtain the following estimate, which is a key ingredient for the proof of Proposition 4.1.

Proposition C.5. Suppose Assumptions 1, 2, and 3 are satisfied. Then:

\[
\hat{Q}\left[\tau^\Delta \varphi < T^\lambda\right] = O\left(\lambda^{\frac{4(1+2c)}{p+2}}\right). \tag{C.7}
\]
Proof. In view of Lemmas C.1, C.3 and C.4 we have
\[
\mathbb{Q} [\tau^{\Delta \varphi} < T^{\lambda}] \leq \mathbb{Q} [\tau^{\lambda,m,1} < T^{\lambda}] + \mathbb{Q} [\tau^{\lambda,m,2} < T^{\lambda}] + \mathbb{Q} [\tau^{\lambda,\varphi} < T^{\lambda}]
\]
\[
+ \mathbb{Q} [\tau^{\Delta \varphi} < \tau^{\lambda,m}] + \mathbb{Q} [\tau^{\lambda,\text{cost}} < \tau^{\Delta \varphi}] = O \left( \lambda^{\frac{4(1+2\varepsilon)}{p-2}} \right).
\]

D Dual Stopping Time Bounds

In this section, we prove the convergence in \( \mathbb{Q} \)-probability of \( \tau^{\lambda,\text{dual}} \) to \( \tau^{\Delta \varphi} \) as \( \lambda \to 0 \), where the stopping times are defined respectively in (5.16) and (3.10). This result is used in the proofs of Lemmas 5.6, 5.8 to bound various dual remainder terms.

Lemma D.1. Suppose Assumptions 1, 2, and 3 are satisfied. Then the following limits hold in probability as \( \lambda \to 0 \):

(i) \( \max_{0 \leq t \leq \tau^{\Delta \varphi}} \lambda^{\kappa_5} B^\lambda_t \to 0 \),

(ii) \( \max_{0 \leq t \leq \tau^{\lambda,1}} \lambda^{-\kappa_6} \left| \frac{\mu^\lambda_t \phi^\lambda_t \sqrt{c^\lambda_t}}{c^\lambda_t} \right| \to 0 \),

(iii) \( \max_{0 \leq t \leq \tau^{\lambda,2}} \lambda^{-\kappa_6} \left| \mathbb{E} \left( \int_0^t \frac{\mu^\lambda \phi^\lambda \sqrt{c^\lambda_t}}{c^\lambda_t} dW^S_i \right) \right| - 1 \to 0 \),

(iv) \( \max_{0 \leq t \leq \tau^{\lambda,1}} \lambda^{-\kappa_7} \left( \lambda^{-\eta} \left| \Delta S^\lambda_t \right| \right) \to 0 \),

(v) \( \max_{0 \leq t \leq \tau^{\lambda,1}} \lambda^{-\kappa_8} \left| \frac{\Delta S^\lambda_t}{c^\lambda_t} + 2c^\lambda_t \Delta S^\lambda_t \right| \to 0 \),

(vi) \( \max_{0 \leq t \leq T} \lambda^{\kappa_9} \lambda^{\frac{1}{\lambda}} \to 0 \),

(vii) \( \max_{0 \leq t \leq \tau^{\lambda,1}} \lambda^{-\kappa_{10}} \left| \frac{\mu^\lambda_t \phi^\lambda_t \sqrt{c^\lambda_t}}{c^\lambda_t} \right| + \gamma \sqrt{c^\lambda_t} \Delta \varphi^\lambda_t \to 0 \).

Proof. First, observe that Lemma C.2 shows \( \mathbb{E}_t \mathbb{Q} \left[ \max_{0 \leq t \leq \tau^{\Delta \varphi}} \lambda^{-\frac{1}{\lambda+2}} \Delta \varphi^\lambda \right] = o(\lambda^{-6\kappa_2}) \). Together with the fact that \( \kappa_5 - 6\kappa_2 > 0 \) and the definition of \( B^\lambda \) in (5.4), this implies Item (i). Next, note that Item (i), Corollary A.1, and \( p-1 \leq 1 \) give the following limits in probability:

\[
\max_{0 \leq t \leq \tau^{\Delta \varphi}} \lambda^{2\kappa_5} g_p \left( B^\lambda_t \right) \to 0, \quad \max_{0 \leq t \leq \tau^{\Delta \varphi}} \lambda^{2\kappa_5} \left( B^\lambda_t \right)^2 \to 0, \quad \max_{0 \leq t \leq \tau^{\Delta \varphi}} \lambda^{2\kappa_5} g'_p \left( B^\lambda_t \right) \to 0.
\]

(D.1)

Now, the definition and the dynamics (5.7) of \( \Delta S^\lambda \) and Equation (5.8) imply that, on \([0, \tau^{\Delta \varphi}]\),

\[
\left| \Delta S^\lambda \right| \leq \lambda^{\frac{3}{\lambda+2}} - 2\kappa_5 A_t \left| \lambda^{2\kappa_5} \left( g_p \left( B^\lambda_t \right) \right) \right|,
\]

(D.2)

\[
\gamma c^\lambda_t \Delta \varphi^\lambda_t \leq \lambda^{\frac{1}{\lambda+2} - \kappa_5} \left( A_t c^\varphi \right) \left( m^2 \right) \right| \lambda^{\kappa_5} B^\lambda_t \right|,
\]

(D.3)
Lemma D.2. and in turn the upper duality bound from Proposition 5.1:

$$\kappa$$

Item (iii). Finally, the continuity of $\Lambda$ and (D.5) and (5.18) give $\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda) \leq \lambda^{2 \kappa_5} g_p(B_1^\lambda) \leq \lambda^{2 \kappa_5} g_p(B_1^\lambda)$

Now, (D.2) and (5.18) show that $\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda)$.

Proof. \(\square\)

Now, (D.2) and (5.18) show that $\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda)$.

By combining (D.3), (D.4) and (5.17), we obtain $\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda)$.

Next, observe that (D.4) and (5.19) show $\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda)$.

Finally, (D.5) and (5.18) give $\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda)$.

Together with the above in turn establishes Item (ii), (vii) and (v). Item (ii) also implies that

$$\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda) \leq \lambda^{2 \kappa_5} g_p(B_1^\lambda)$$

Now, (D.2) and (5.18) show $\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda)$. Combining the above in turn establishes Item (ii), (vii) and (v). Item (ii) also implies that

$$\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda) \leq \lambda^{2 \kappa_5} g_p(B_1^\lambda)$$

Now, (D.2) and (5.18) show $\max_0 \lambda^{2 \kappa_5} g_p(B_1^\lambda)$.

Together with the elementary inequality $|\exp(x) - 1| \leq 2x$ for $x \leq 1$ and Item (ii), this establishes Item (iii). Finally, the continuity of $\Lambda$ and $\kappa_9 > 0$ show that Item (vi) holds as well. \(\square\)

With Lemma D.1 at hand, we can now establish the last missing piece for Lemmas 5.6, 5.7 and 5.8 and in turn the upper duality bound from Proposition 5.1.

Lemma D.2. Suppose Assumptions 4, 2 and 3 are satisfied. Then we have the limit

$$\hat{\mathcal{Q}} \left[ \tau^{\lambda,\text{dual}} < \tau^{\Delta \phi} \right] \longrightarrow 0 \quad \text{as } \lambda \to 0,$$

where $\tau^{\lambda,\text{dual}}$ is defined in (5.16) and $\tau^{\Delta \phi}$ is defined in (3.10).

Proof. This is a simple consequence of Lemma D.1 and the inclusion

\[
\left\{ \tau^{\lambda,\text{dual}} < \tau^{\Delta \phi} \right\} \subseteq \left\{ \left( |B^{\lambda}| \right)^* > \lambda^{-\kappa_5} \right\} \cup \left\{ \left( \frac{\mu^{\lambda,\hat{\mathcal{Q}}} \sqrt{c^s}}{c^s, S} \right)^* > \lambda^{\kappa_6} \right\} \cup \left\{ \left( \mathbb{E} \left( \int_0^t \frac{\mu^{\lambda,\hat{\mathcal{Q}}} \sqrt{c^s}}{c^s, S} dW^S, \hat{\mathcal{Q}} \right) - 1 \right)^* > \lambda^{\kappa_6} \right\} \cup \left\{ \left( \frac{\lambda^{-\eta} |\Delta S^{\lambda}|}{\tau^{\lambda, 1}} \right)^* > \lambda^{\kappa_7} \right\} \cup \left\{ \left( \frac{1}{c^s} |\Delta S^{\lambda} + 2 e^S \Delta S^{\lambda}| \right)^* > \lambda^{\kappa_8} \right\} \cup \left\{ \left( \Delta \hat{\mathcal{Q}} \right)^* > \lambda^{-\kappa_9} \right\} \cup \left\{ \left( \frac{\mu^{\lambda, \hat{\mathcal{Q}}} \sqrt{c^s}}{c^s, S} + \gamma \sqrt{c^s} \Delta \phi^{\lambda} \right)^* > \lambda^{\kappa_{10}} \right\}.
\]

\(\square\)
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